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Evaluating the Flow-Cytometric Nucleic Acid Double-Staining Protocol in Realistic Situations of Planktonic Bacterial Death
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Since heterotrophic prokaryotes play an important biogeochemical role in aquatic ecosystems and have a high capacity to survive in extreme environments, easy-to-perform protocols that probe their physiological states and the effects of environmental variables on those states are highly desired. Some methodologies combine a general nucleic acid stain with a membrane integrity probe. We calibrated one of these, the nucleic acid double-staining (NADS) protocol (G. Gregori, S. Citterio, A. Ghiani, M. Labra, S. Sgorbati, S. Brown, and M. Denis, Appl. Environ. Microbiol. 67:4662–4670, 2001), determining the optimal stain concentrations in seawater and the response to conditions that generate prokaryote death (such as heat) and to conditions that are known to produce death in plankton, such as nutrient limitation or flagellate grazing. The protocol was validated by comparison to two methods used to detect viability: active respiration by 5-cyano-2,3-ditolyl tetrazolium chloride (CTC) and incorporation of tritiated leucine. We show that concentrations in the range of 5 to 20 µg ml−1 of propidium iodide, simultaneous to a 10× concentration of Sybr green I, are best for detecting two separated populations of “live” (green cells) and “dead” (red cells) organisms. During exposure to heat and UVC, we observed that the number of live cells declined concurrently with that of actively respiring cells (CTC positive) and with total leucine incorporation. In seawater mesocosms, the NADS protocol allowed detection of bacterioplankton starvation-related death and flagellate predation. The protocol was also tested in deep profiles in the northwest Atlantic, demonstrating its potential for routine characterization of this fraction of the physiological diversity of marine heterotrophic prokaryotic plankton.

Heterotrophic prokaryotes (Bacteria and Archaea) play a relevant role in planktonic marine microbial food webs (e.g., reference 5). As a relevant difference from other planktonic organisms, prokaryotes are known to sometimes be inactive or dead, but in the way that they are commonly enumerated (e.g., with DAPI [4,6-diamidino-2-phenylindole]), these cells are accounted for in budgets for prokaryote biomass since they are not distinguished from live and active cells.

From an ecological point of view, at least three cell categories within microbial communities can be distinguished: the viable and active cells, which play a functional role and participate in biomass production at the time of sampling; the live but inactive cells (often called dormant cells), which do not participate in production at the time of sampling but have the potential for doing so; and the dead and therefore inactive cells, which do not have a role in the cycling of chemical elements, even though they might be retaining nutrients. The discrimination of these cellular categories is not without dispute: for example, the “active” term is often confounded with the “live” one and the “inactive” with the “dead” one (26). Moreover, different intrinsic levels of metabolic activity and vital states must be considered (21, 22, 62) and the question is not whether a prokaryote is active or not but how active it is. Recent studies have reported that marine bacterial cells are not uniformly active, and subsets of the assemblage appear to be more or less active at any one time (e.g., references 16, 18, 21, 22, 36, 43, and 62).

All this results in a major set of questions in microbial ecology: which members of the bacterial assemblages are responsible for the overall activity and/or productivity, and which members are inactive? There is interest in determining the affiliations of active and live cells (by, e.g., microautoradiography combined with fluorescence in situ hybridization [FISH]) (17) and interest in determining the numbers of cells in each physiological state because, for example, bulk ecosystem properties scaled to different numbers of highly participating organisms produce different values of cell-specific activity (22). In fact, by themselves, cell-specific production values (or specific growth rates) might be uninformative unless some knowledge of the number of participating cells exists.

The discrimination of active organisms among the live ones is done with consideration of some aspect of their physiological statuses, such as reproductive potential (55), respiratory activity (60), enzymatic activities, etc. Other aspects of the cell structure and physiology are used to discriminate dead cells from cells with at least potential for growth. Membrane integrity is one of the better-accepted criteria for distinguishing live cells from dead cells (22, 29, 32, 35) because of the assumption that cells with damaged membranes cannot sustain any electrochemical gradient and are not able to resume growth. The paradox in which a method classifies a given cell as dead because of a lack of membrane potential but the same cell still has enough ribosomes to be detected by FISH or has enough
internal enzymes to be detected as active with other methods might exist (e.g., reference 67).

Different protocols and methodologies have been proposed to detect membrane damage in bacterioplankton cells. Apart from direct inspection by transmission electron microscopy (32), membrane polarity and integrity have been measured with probes such as ethidium bromide, calcofluor white, oxonols, carbocyanines, TO-PRO, Sytox Green, etc. (21, 39, 45, 48, 59). The most popular probe is probably propidium iodide (PI) (e.g., reference 67). Most of these stains are nucleic acid-labeling molecules that are either sized so that they are not incorporated through a healthy membrane but cross the membrane when it is damaged or charged so that they do not cross a negatively charged membrane. Lack of membrane permeability to large molecules is one of the characteristics of membrane integrity.

Often, the only evidence that a method might work when applied to plankton prokaryotes is given by laboratory tests with laboratory cultures, in combination with typical laboratory sources of mortality. The abiotic methods used to generate “death” in the laboratory (heat, irradiation, antibiotics, and osmotic and chemical stress) (7) may damage or kill the bacterial cells in a way that is fundamentally different from the way in which cells die in nature (i.e., viral lysis, protozoan grazing, cell aging, nutrient starvation, etc.) (10, 40, 47), generating disagreement between researchers on how to translate typical mortality laboratory experiments to field situations. In addition, there is a lack of a standard, undisputed way of determining the performance of newly developed methodologies as applied to natural prokaryotic communities. Total leucine incorporation is one universal tracer of heterotrophic activity that could play this role, but this method is seldom used as such.

Recently, several double-staining methodologies that combine PI with a generic nucleic acid stain have been developed. Among these, the Live/Dead BacLight viability kit, developed by Molecular Probes, and the nucleic acid double-staining (NADS) protocol have been applied in various areas of bacteriological research (12, 23, 26, 33). The latter methodology has an advantage in that it uses a stain (Sybr green [SG]) that is also used to enumerate total bacterial abundance (46) and can be bought separately, thus making this methodology cheaper and more flexible than the use of closed commercial kits. This protocol has been used to evaluate cultures (6, 57), freshwater and marine bacterioplankton (1, 29), and activated sludge samples (24, 70). All these double-staining protocols are based on the simultaneous use of two stains targeting the nucleic acid, the first (Syto9, SG, etc.) being a membrane-permeable green dye (31) and the second (PI) being a membrane-impermeant dye (34). The principle of these protocols is based on energy transfer from an excited donor (the green stain) to an acceptor molecule (the red stain) according to the fluorescence resonance energy transfer (FRET) phenomenon: the green stain is quenched in the presence of the red stain, and energy is transferred to the latter one if present.

This methodology has been used in field studies, but with different, nonstandardized protocol details (Table 1). Furthermore, it has not been tested in field-realistic death situations and has not been formally compared to other undisputed activity measurements, such as leucine incorporation. Here, we establish a working protocol for application of the NADS method and compare its performance in cases where bacterioplankton is faced with typical laboratory death-causing factors and with naturally occurring sources of mortality. We also test the performance of the methodology as applied to vertical profiles down to the mesopelagic zone in the central Atlantic Ocean. Our results show that when using a standardized protocol, the NADS method can be used to trace natural heterotrophic prokaryote mortality and can inform us of its temporal and spatial variations.

### MATERIALS AND METHODS

**Sampling sites.** Sampling for all analyses was carried out in the Blanes Bay Microbial Observatory, in the Mediterranean Sea, ca. ~800 m offshore (41°39.90’N, 2°48.03’E). Surface water was directly withdrawn with a bucket, filtered through a 200-μm mesh net, and dispensed into 25-liter polycarbonate containers and transported to the laboratory under dim light (within 1.5 h). Data for the Atlantic cruise were collected from on board the R/V Hespérides vessel in the northwest Atlantic during cruise COCA-2. Details about sampling, prokaryote abundance, and variation determinations can be found in Aristegui et al. (4) and Alonso-Sáez et al. (2) but do not significantly differ from the protocols used at Blanes Bay (see below).

**Basic experimental design.** Natural bacterioplankton (we use this term to indicate all apparently heterotrophic planktonic prokaryotes, bacteria, or archaea) communities were exposed to factors that induce cell stress and death, including exposure to heat, UV, and antibiotics. For heat, 10-ml tubes containing bacteria were immersed for 1, 5, or 15 min in a water bath maintained at 70°C. For UV, 100-ml seawater samples were exposed to UV radiations in spherical quartz glass bottles for 10, 20, and 40 min at a 20-cm distance from a Philips UV G30T8 30-W lamp. For antibiotics, we added an antibiotic mixture at the following final concentrations: 0.3 mg ml⁻¹ penicillin G (Sigma), 0.5 mg ml⁻¹ streptomycin (Bristol-Myers Squibb), 0.2 mg ml⁻¹ gentamicin (Essex, Italy), and 5 μg ml⁻¹ amphotericin B (Sigma). Incubation was performed at room temperature in the dark.

Additionally, we established two replicated seawater microcosms prepared in 1.5-liter polycarbonate bottles to evaluate the effects of natural predation and

---

**TABLE 1. Characteristics of the different versions of the NADS protocol found in the literature**

<table>
<thead>
<tr>
<th>Type of sample</th>
<th>Stain 1</th>
<th>Conc (μg ml⁻¹)</th>
<th>Dilution (vol/vol)</th>
<th>Stain 2</th>
<th>Conc (μg ml⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freshwater</td>
<td>SG1</td>
<td>0.1</td>
<td>1:100,000</td>
<td>PI</td>
<td>1</td>
<td>For fewer than 0.5 × 10⁶ bacteria ml⁻¹</td>
</tr>
<tr>
<td>Freshwater</td>
<td>SG1</td>
<td>1</td>
<td>1:10,000</td>
<td>PI</td>
<td>10</td>
<td>For up to 20 × 10⁶ bacteria ml⁻¹</td>
</tr>
<tr>
<td>Seawater</td>
<td>SG2</td>
<td>10</td>
<td>1:1,000</td>
<td>PI</td>
<td>10</td>
<td>29</td>
</tr>
<tr>
<td>Seawater</td>
<td>SG2</td>
<td>10</td>
<td>1:1,000</td>
<td>PI</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>Seawater</td>
<td>SG1</td>
<td>1</td>
<td>1:10,000</td>
<td>PI</td>
<td>1–40</td>
<td>Range of PI studied</td>
</tr>
<tr>
<td>Drinking water</td>
<td>SG2</td>
<td>5</td>
<td>1:2,000</td>
<td>PI</td>
<td>10</td>
<td>56</td>
</tr>
<tr>
<td>Seawater</td>
<td>SG1</td>
<td>25</td>
<td>1:400</td>
<td>PI</td>
<td>0.6</td>
<td>35</td>
</tr>
<tr>
<td>Seawater</td>
<td>SG1</td>
<td>1</td>
<td>1:10,000</td>
<td>PI</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Freshwater</td>
<td>SG</td>
<td>10</td>
<td>1:1,000</td>
<td>PI</td>
<td>2</td>
<td>Does not specify which SG</td>
</tr>
</tbody>
</table>

* SG2, Sybr green II.
stavation on bacterial viability as measured by the NADS protocol. One set of microcosms was constructed with seawater filtered through a 3-μm filter (poly-carbonate membrane; Millipore), with the aim of freeing heterotrophic nanoflagellates (HNF) from predation and increasing their effect on bacteria. The other microcosms were filled with seawater filtered through a <0.8-μm filter (polycarbonate membrane; Millipore). We expected bacteria to develop in these microcosms until they ran out of some essential nutrient and entered a nutrient limitation status. The microcosms were started within 2 h after sampling and incubated at room temperature for 7 days. Subsamples were taken daily from the microcosms for bacterial and HNF analysis.

Flow cytometry. Bacteria were analyzed with a FACSCalibur flow cytometer (Becton Dickinson) equipped with a blue (488-nm) argon laser set at 15 mV. All fluorescent filters and detectors used were the standard machine equipment, with green fluorescence collected in the FL1 channel, orange fluorescence collected in the FL2 channel, and red fluorescence collected in the FL3 channel (>670 nm). All parameters were collected as logarithmic signals. We generally acquired data at a low speed (ca. 15 μl min⁻¹), and the sample concentration was adjusted to keep the count lower than 1,000 events s⁻¹ with MilIQ water. A daily calibrated fluorescent microsphere (yellow-green 0.92-μm Polysciences latex beads [10⁶ ml⁻¹]) solution was added to each sample as an internal reference. Population concentration was estimated with CellQuest and PaintAgate software (Becton Dickinson, Palo Alto, CA).

NADS protocol. The NADS viability protocol is based on the combination of the cell-permanent nucleic acid stain Sybr green I (SG1; Molecular Probes, Eugene, OR) and the cell-impermeant PI (Sigma Chemical Co.) fluorescent probe. They both stain RNA and DNA (31). Fluorochrome concentrations were optimized by testing a range of PI concentrations (0.25, 0.5, 1, 2.5, 5, 10, 20, and 40 μg ml⁻¹) with a fixed SG1 concentration (100 μg ml⁻¹) of the commercial stock in dimethyl sulfoxide and a range of SG1 concentrations (0.25×, 0.5×, 1×, 5×, 10×, 50×, 100×, and 200×) with respect to a fixed PI concentration (10 μg ml⁻¹) on seawater samples that had received different treatments (1-min and 5-min 70°C treatments). With the experiments reported in Fig. 1 and 2, we determined the optimal concentrations, 1:10 SG1 and 10 μg ml⁻¹ PI, which were thereafter used in all other experiments. Note that SG1 comes as a stock solution of 10,000 μg ml⁻¹ in dimethyl sulfoxide. A 1,000-fold dilution of this stock corresponds to a concentration of 10×. After simultaneous addition of each stain, the samples were incubated for 20 min in the dark at room temperature and then analyzed flow cytometrically. Initial tests showed the population structure to be stable after 10 min of incubation and to remain for at least 30 min (details not shown). SG1 and PI fluorescence were detected in the green (FL1) and orange-red (FL3) cytometric channels, respectively. A dot plot of red versus green fluorescence allowed distinction of the “live” cell cluster (i.e., cells with intact membranes and DNA present) from the “dead” cell one (i.e., cells with compromised membranes) (Fig. 1). A plot of right-angle scatter versus green fluorescence is useful for distinguishing beads from cells and also helps in differentiating photosynthetic prokaryotes, which might appear in between the “live” and “dead” clusters of the FL1-FL3 plot. We used a threshold in the green fluorescence (see reference 29). However, this is not possible in the machine that we used, a FACSCalibur.

When planktonic bacteria were stained with variable concentrations of PI and a fixed SG1 concentration (10×), a very dim red fluorescent population was observed with concentrations from 0.5 μg ml⁻¹ to 1 μg ml⁻¹ of PI (Fig. 1). At concentrations of >1 μg ml⁻¹, the cells stained by PI could be clearly observed (Fig. 1) and remained quite constant in number with increasing PI concentration (Fig. 2A). A complementary trend was observed in the range of SG concentrations studied, although the two populations were visible at all concentrations of SG (Fig. 1). The green and red clusters were better separated at concentrations between 10× and 50× of SG1 when the distance between the two clusters was higher (Fig. 1). At lower SG1 concentrations, the red fluorescence could be confused with the baise signal, and at very high SG1 concentrations, there was too much electronic noise above the established fluorescence threshold. Interestingly, PI staining with an additional small concentration of SG1 already separated the two populations, even though the D population was very close to the threshold applied and to the noise (labeled n) (Fig. 1).

RESULTS

Protocol optimization. Different protocol characteristics have been used in the past in the choices of green stain and, particularly, of stain concentration (Table 1). We carried out initial tests to determine the optimum concentrations of the SG1 and PI dyes. We considered “optimal” the concentrations that would clearly differentiate the two populations, clearly separate noise from the cells, and unambiguously allow enumeration of each type of cells.

The simultaneous staining with SG1 and PI produces two clusters of cells, one preferentially green and another that also has red fluorescence. The two clusters are clearly observed in a plot of red versus green fluorescence (Fig. 1) (SG1 concentrations of >5× and PI concentrations of >2.5 μg ml⁻¹). We consider “intact” or “live” the cluster that has more green fluorescence than red fluorescence (population L in Fig. 1) and “damaged” or “dead” the population that has more red than green fluorescence (population labeled D in Fig. 1). With some brands of cytometers, electronic compensation can be applied to move the L population to the channel with no red fluorescence and the D population to the channel with no green fluorescence (see reference 29). However, this is not possible in the machine that we used, a FACSCalibur.

HNF enumeration by epifluorescence microscopy. HNF were fixed with glutaraldehyde (10%). Fifty milliliter was filtered using 0.6-μm pore-diameter polycarbonate filters, and HNF cell counts were performed after DAPI staining (0.5-mg ml⁻¹ final concentration) for 10 min. The filters were then frozen at −20°C until enumeration with an Olympus BX40 epifluorescence microscope.
in the second sample (5-min exposure in Fig. 2B). Detection of both types of bacteria was less sensitive to changes in SG1 concentration (Fig. 2C and D), but more dead bacteria seemed to be detectable with increasing SG1 concentration. The percentage of live cells decreased to approximately 5% at a 5-μg·ml⁻¹ PI concentration when the bacteria were exposed to 70°C for 5 min and to approximately 60% when the bacteria were exposed to 70°C for 1 min (Fig. 2E). These percentages did not change significantly with higher PI concentrations after the 1- or 10-μg·ml⁻¹ threshold. The percentage of live cells decreased slightly with increasing SG concentrations in the two samples studied (Fig. 2F). Our results indicate an optimal PI concentration at fixed at 10 μg·ml⁻¹ and an optimal SG1 concentration of 10×.

**Performance of the protocol in artificial death-causing treatments.** When bacteria were exposed to a high temperature (70°C), the number of NADS-determined live cells and the number of respiring bacteria (CTC⁺) declined concomitantly with the rates of leucine uptake, reaching values of between 0 and 20% after 5 min (Fig. 3A). A similar trend was observed when the bacteria were exposed to UVC radiations (Fig. 3B). Not all the samples in all death-causing treatments showed exactly the same correspondence in decrease of leucine incorporation, CTC, or number of NADS-determined live bacteria (Fig. 5F) were observed in the first 2 days of the experiment. Once the bacterial population reached its maximum, the number of live cells started to slowly decrease, with a small increase in the number of dead cells (Fig. 5B), together with strong decreases in leucine incorporation and number of CTC⁺ cells (Fig. 5F). As in the other experiments (Fig. 5E), leucine incorporation and number of CTC⁺ cells were quite similar (Fig. 5F). The trends for percent CTC⁺ bacteria and percent live bacteria were less similar than those in the previous experiments (Fig. 5H), probably because the range for percent live bacteria (89 to 99%) was much smaller than the range for percent CTC⁺ bacteria (2 to 55%).

**Application to the open ocean.** We tested the NADS protocol in a series of offshore stations in the northwest Atlantic Ocean (2). Through the epi- and mesopelagic zones of station 32, total prokaryotic abundance ranged from 1.8 × 10⁵ to 6.8 × 10⁶ cells ml⁻¹ while the numbers of CTC⁺ cells ranged from 0.6 × 10⁴ to 6.7 × 10⁴ cells ml⁻¹ and the numbers of live bacteria from 0.2 × 10⁵ to 4.4 × 10⁵ cells ml⁻¹ (Table 2). The percentages of CTC⁺ cells ranged from 2 to 12%, the percentages of live cells from 21 to 70%, and the percentages of cells with high nucleic acid content (HNA) from 24 to 58%. The percentages of live and CTC⁺ cells decreased with depth, and there was a tendency for the percentage of cells with HNA to increase with depth. The number of CTC⁺ bacteria and that of live bacteria were significantly correlated (n = 9, Pearson’s r = 0.9).

**Natural sources of bacterial mortality.** In the unfiltered-seawater microcosms, HNF cell numbers increased strongly (from ~500 to 8,000 ml⁻¹) in the first 4 days and then gradually decreased to 3,000 ml⁻¹ in the last days of the experiment (Fig. 5C). An opposite trend was observed for the NADS-determined live bacteria (Fig. 5A), indicating that HNF had caused the decline in live bacteria and a corresponding increase in dead bacteria. Total bacterial abundance increased before the development of the HNF and could be measured either with NADS or with SG1 alone (Fig. 5C). The number of CTC⁺ cells and leucine incorporation peaked on days 1 and 2, respectively (Fig. 5E), and then decreased concomitantly with the increase in HNF abundance (Fig. 5E) and with the decrease in live bacteria (Fig. 5A). A good relationship was observed between the percentages of CTC⁺ bacteria and the percentages of NADS-determined live bacteria (Fig. 5G), even though the ranges were different (2 to 18% for the CTC cells and 79 to 90% for the live cells).

**Fig. 1.** Flow cytometric dot plots of red (FL3) versus green (FL1) fluorescence of seawater bacteria stained simultaneously with SG1 and PI at different dye concentrations. The samples correspond to Mediterranean seawater subjected at 70°C in a water bath for 1 min. Left panels (A to F) show results for an SG concentration fixed at 10× and various concentrations of PI. Right panels (G to L) show results for a PI concentration fixed at 10 μg·ml⁻¹ and various concentrations of SG. “Live” cells (not stained by PI) are labeled as L. Dead cells (stained by PI) are labeled as D. Flow cytometric noise is labeled as n.
Interestingly, this station showed deep chlorophyll maxima at ca. 100 to 120 m of depth and an increase in bacterial production below these maxima, concomitant with increases in live and CTC cell abundance and the respective percentages at those depths (120 to 150 m). In the whole set of stations, total prokaryote abundance decreased with depth, with a slope of $-0.60 \pm 0.04$ ($n = 56, P < 0.001$), while the number of CTC$^+$ bacteria decreased with a slope of $-0.44 \pm 0.09$ ($n = 43, P < 0.001$), the number of live bacteria decreased with a slope of $-0.75 \pm 0.05$ ($n = 55, P < 0.001$), and that of dead bacteria decreased with a slope of $-0.48 \pm 0.05$ ($n = 55, P < 0.001$). Bacterial production decreased with a slope of $-0.70 \pm 0.10$ ($n = 59$). These differences in the rates of change of all these variables with depth indicate that the different methods are measuring different characteristics of the cells, which vary differentially with depth. Bacterial production decreases at a rate similar to that for live bacteria, while CTC$^+$ and dead bacteria decreased at significantly lower rates.
DISCUSSION

The state of the membrane provides much information on the general cell physiological condition (13). It is usually assumed that bacterial permeability to exclusion stains, such as PI (with a molecular weight of 668.4) is associated with the presence of large and presumably irreparable gaps in the membrane (52). It is likely that membrane damage is also associated with the loss of the capsular envelope, which in turn has been linked to loss of intracellular integrity in bacterioplankton cells (32). The NADS protocol, in the way that we have tested and calibrated it here, is one approach to the differentiation between bacterioplankton cells with damaged membranes and those with intact mechanisms of isolation from the environment (29). The central component of the stain mixture is PI, which acts depending upon a number of factors: temperature, pH, ion composition, stain concentration, staining time, and cell storage conditions (67). In an unclear, little-investigated way, some of these factors affect the state of the membrane, and some others affect the binding of PI to the nucleic acids. It has been shown, e.g., that very low temperatures and low or high pH values produce higher numbers of PI-stained cells in a growing Escherichia coli culture than medium-range temperatures and pHs (67), but it is not known whether this is due to membrane breaches or to the kinetics of the nucleic acid-PI reaction.

Few researchers have used PI alone in studies of environmental samples (but see reference 42), maybe because of the problems that occur with the conditions of optimal PI staining when it is used alone. In the 1990s, Molecular Probes introduced the BacLight Live/Dead kit, which consists of a mixture of a generic DNA stain (which we now know is Syto9) and the membrane-impermeant stain PI. Both are added at the same time and interact so that live cells are stained green and dead cells are stained red. The interaction between the dyes means that the red dye (PI) quenches the green emission by the other dye (65). The methodology was first applied by Lloyd and Hayes (41) and to marine bacteria by Nagamura (49) and Choi et al. (15). Barbesti et al. (6) devised a similar protocol, but using SG combined with PI (so that the researchers did not need to pay for the kit). Other authors have used other combinations of stains (e.g., Hoechst and PI [51] and Syto13 and Sytox Orange [11]). Using flow cytometry, the interpretation of the green-versus-red-fluorescence cytograms could provide information not only on “live” (green) and “dead” (red) cells but also on “green-plus-red” particles, which have been identified as “damaged” cells (30).

One of the critical aspects in the use of PI is the concentration of the stain, as pointed out by Williams et al. (67). These authors recommended values between 1 and 5 μg ml⁻¹ because with higher concentrations cells become leaky (44). Schumann et al. (59) used a 2.2-μg·ml⁻¹ final PI concentration, as recommended in the instructions for the BacLight viability kit, and Pirker et al. (58) used a PI concentration of 0.6 μg ml⁻¹. While high PI concentrations resulted in higher percentages of PI-positive cells in some cases (67), we found no changes in the range of 5 to 20 μg ml⁻¹ (Fig. 2) but unclear results with PI concentrations below 5 μg ml⁻¹. Note that it is...
possible that differences occur when PI is assayed alone compared to when PI is combined with the green nucleic acid stain. When PI is used in combination with SG1, the brightness of the PI red fluorescence is higher than that observed when PI is used alone (unpublished observations). The efficiency of the combined staining is amplified by the energy transfer (FRET) from SG1 to PI when both are bound to the nucleic acids at a very small distance (<6 nm) (6). This might be the reason why the double-staining protocols are particularly appropriate for working with natural samples, where some background noise in the red channel is always present.

While PI needs to be at a certain concentration to be effective, and at a sufficient quantity to stain all present DNA (cf. 65 for BacLight staining), this does not seem to be the case for SGI (Fig. 2). Our data also suggest that the ideal set of concentrations might vary depending on the amount and severity

FIG. 4. NADS-determined “live” and “dead” marine bacteria after exposure to heat (70°C for 1, 5, and 15 min) (A), exposed to UV radiation (UVC) for 10, 20, and 40 min (B), and incubated with an antibiotic cocktail (gentamicin, penicillin G, streptomycin, and amphotericin B) for up to 144 h (C). Averages plus standard errors for two replicates are shown. The addition of the “live” and “dead” cells is also shown in the left-side panels (live + dead) as well as an independent determination of total bacterial abundance (Tot Sybr). Each experiment was done in a different day, with a different initial microbial community.
of the mortality induced on the bacteria (compare Fig. 2A and B). This could be a disadvantage in working with commercial kits (such as the BacLight kit) where the dyes are present in fixed concentrations.

Since the FRET mechanism seems to be a mechanism that increases fluorescence from the individual particles, it is important to be sure to double stain simultaneously with the two dyes. Results for protocols in which the staining is not simul-
taneous should be interpreted with caution. In the work of Pirker et al. (58), for example, the SG dye was added after 30 min of incubation with PI and rinsing with MilliQ. Our experience in the use of the NADS protocol suggests that simultaneous addition of the two dyes is essential for interaction between them. Preliminary results obtained using confocal laser scanning microscopy (details not shown) suggest that non-simultaneous addition produces significantly different results.

Previous studies have used different concentrations of the two components of the NADS protocol (Table 1): 10 μg ml⁻¹ of PI and a 10× concentration of SG1 for use on bacterial pure cultures (6), 1 μg ml⁻¹ of PI and a final dilution of 1:100,000 for SG1 for staining of freshwater samples with fewer than 0.5 × 10⁶ bacteria ml⁻¹, and 10 μg ml⁻¹ of PI and 1:10,000 for SG1 for more-concentrated samples (up to 2 × 10⁷ bacteria ml⁻¹) (29). During our staining calibration, we observed optimal working concentrations for marine planktonic bacterial staining and detection by flow cytometry in the range of 5 to 20 μg ml⁻¹ of PI and a 10× concentration of SG1. In this range, the green and red fluorescent subgroups were well separated and also separated from the noise (Fig. 1). Outside this range, at high PI and low SG1 concentrations, there was overlap of the dead population with the noise signal (Fig. 2). The exact positions of the bacterial clusters depend on the type of flow cytometer instrument. The dot plot distribution obtained with the flow cytometer used in the work of Grégori et al. (29) (Bryte-HS; Bio-Rad), e.g., is different from that obtained with our flow cytometer. In the work of Grégori et al. (29), the red (dead) population is located at an angle of 90° with respect to the green (live) one, because true fluorescence compensation is possible. The FACS Calibur has optical system differences that do not allow a full compensation of these fluorescences.

Note that for these double-staining protocols to identify a cell as “dead,” the cell must contain enough nucleic acids to allow staining by PI. This, in theory, would allow the methodology to distinguish at least an extra group of cells if PI were combined with a universal dye not based on nucleic acids (e.g., Sypro, which stains proteins [71], or DAPI, which also stains membranes [72]). In fact, the difference that we observe in Fig. 4 (particularly panel C) between the initial and final total numbers of cells is in cells that died and lost the nucleic acids. Heissenberger et al. (32) used transmission electron microscopy to analyze the structure of the cellular envelope as well as those of the internal parts of bacterioplankton cells and could tell apart three types: intact bacteria, having all cell elements; damaged bacteria, usually lacking an intact membrane but having internal content; and empty cells, lacking any recognizable plasm and often a membrane. One-third of the cells analyzed were intact, 45% were damaged, and 24% were empty. This allows us to hypothesize that the last group would not be counted by any nucleic acid stain (SG1, Syto9, or PI) and that the damaged subgroup would be the one counted as “dead” by the NADS protocol.

In any case, we should expect to find the number of dead and live cells measured by the NADS protocol equal to the total number of cells measured independently by a DNA stain. Some studies have found the same number of total cells by adding the red and green particles (49, 15, 19), while some others have found smaller amounts of particles (26, 59, 69). This difference can be due to differences in the standard chosen: DAPI stains particles even if they do not have nucleic acids (72), while green stains such as SG1 and Syto13 might not do so. It also might depend on the type of “mortality agent” that could affect the membrane or could destroy all macromolecules. Here, we found mostly the same number of cells (Fig. 4).

These additional physiological categories could, in theory, be combined with an additional one, as observed by Grégori et al. (30) in marine bacterioplankton and Berney et al. (9) in cultures and in freshwater bacterioplankton, in which cells having ambiguous scores as “red” or “green” are interpreted as “damaged” cells. These accounted for 2 to 18% of the total cells in the Bay of Marseille. We chose not to consider this additional category, because it was very difficult to delimit and enumerate in most of the cases (see Fig. 1 for situations in which this category is impossible to outline).

### Table 2. Vertical profile of some bacterial subgroup abundances through the epi- and mesopelagic zones in the northwest Atlantic Ocean during cruise COCA-2, at station 32, 26.00°N, 26.00°W

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>Chl concn (mg m⁻³)</th>
<th>TPA (no. of cells [10⁷ ml⁻¹])</th>
<th>% HNA cells</th>
<th>PHP (μg carbon liter⁻¹ day⁻¹)</th>
<th>SGR (day⁻¹)</th>
<th>No. of CTC⁺ cells (10⁴ ml⁻¹)</th>
<th>No. of “live” cells (10⁵ ml⁻¹)</th>
<th>% CTC⁺ cells</th>
<th>% “Live” cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.04</td>
<td>6.68</td>
<td>38.6</td>
<td>6.32 ± 0.65</td>
<td>0.398</td>
<td>4.79</td>
<td>4.61</td>
<td>7.2</td>
<td>69.6</td>
</tr>
<tr>
<td>50</td>
<td>0.05</td>
<td>6.76</td>
<td>37.2</td>
<td>6.18 ± 0.73</td>
<td>0.385</td>
<td>4.32</td>
<td>3.4</td>
<td>34.4</td>
<td>61.0</td>
</tr>
<tr>
<td>100</td>
<td>0.15</td>
<td>4.14</td>
<td>26.6</td>
<td>4.09 ± 0.39</td>
<td>0.416</td>
<td>2.38</td>
<td>4.06</td>
<td>5.7</td>
<td>61.0</td>
</tr>
<tr>
<td>120</td>
<td>0.25</td>
<td>5.24</td>
<td>24.2</td>
<td>1.99 ± 0.16</td>
<td>0.181</td>
<td>6.22</td>
<td>3.94</td>
<td>11.9</td>
<td>63.4</td>
</tr>
<tr>
<td>130</td>
<td>0.65</td>
<td>6.79</td>
<td>34.8</td>
<td>10.99 ± 1.42</td>
<td>0.580</td>
<td>6.59</td>
<td>4.41</td>
<td>9.7</td>
<td>46.0</td>
</tr>
<tr>
<td>150</td>
<td>0.45</td>
<td>6.11</td>
<td>53.0</td>
<td>21.22 ± 1.11</td>
<td>0.954</td>
<td>2.58</td>
<td>3.93</td>
<td>4.2</td>
<td>46.5</td>
</tr>
<tr>
<td>200</td>
<td>0.04</td>
<td>2.85</td>
<td>51.4</td>
<td>0.94 ± 0.04</td>
<td>0.158</td>
<td>1.05</td>
<td>2.59</td>
<td>3.7</td>
<td>49.6</td>
</tr>
<tr>
<td>300</td>
<td>&lt;0.01</td>
<td>2.41</td>
<td>52.6</td>
<td>0.26 ± 0.05</td>
<td>0.053</td>
<td>1.04</td>
<td>1.49</td>
<td>4.3</td>
<td>44.0</td>
</tr>
<tr>
<td>400</td>
<td>&lt;0.01</td>
<td>2.20</td>
<td>54.1</td>
<td>0.15 ± 0.03</td>
<td>0.034</td>
<td>0.98</td>
<td>0.98</td>
<td>44.7</td>
<td>6.8</td>
</tr>
<tr>
<td>500</td>
<td>&lt;0.01</td>
<td>2.38</td>
<td>50.4</td>
<td>0.19 ± 0.04</td>
<td>0.040</td>
<td>0.68</td>
<td>28.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>&lt;0.01</td>
<td>2.36</td>
<td>57.9</td>
<td>0.21 ± 0.07</td>
<td>0.042</td>
<td>0.83</td>
<td>3.5</td>
<td>31.4</td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>&lt;0.01</td>
<td>2.06</td>
<td>49.5</td>
<td>0.11 ± 0.04</td>
<td>0.026</td>
<td>0.69</td>
<td>42.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>&lt;0.01</td>
<td>1.86</td>
<td>54.9</td>
<td>0.06 ± 0.01</td>
<td>0.015</td>
<td>0.30</td>
<td>21.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>&lt;0.01</td>
<td>1.88</td>
<td>47.7</td>
<td>0.11 ± 0.01</td>
<td>0.030</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>&lt;0.01</td>
<td>2.41</td>
<td>38.6</td>
<td>0.05 ± 0.02</td>
<td>0.011</td>
<td>0.57</td>
<td>2.4</td>
<td>21.1</td>
<td></td>
</tr>
</tbody>
</table>

*Prokaryote heterotrophic production (PHP) is the average of leucine and thymidine incorporation values converted with empirically derived conversion factors. Chl, chlorophyll; TPA, total prokaryote abundance determined by SG1 staining; SGR, heterotrophic prokaryote specific growth rate.
The NADS protocol targets loss of membrane integrity, but this does not necessarily imply cell death, because there is evidence that cells can recuperate and resume growth under the appropriate conditions (8). Recently, Manini and Danovaro (44) used a protocol including SG1 destaining, and they observed cells that responded positively to PI but also maintained a cell nucleoid. These cells, which would be labeled “dead” by the NADS protocol, could be competent cells prepared for DNA exchange and thus not at all dead.

Pirker et al. (58) combined microautoradiography and PI to simultaneously assess the metabolic activity and viability of individual bacterioplankton cells in the coastal and open North Sea. In this case, the overwhelming majority (97%) of cells taking up glucose and leucine were also PI positive. Apparently, the uptake of radiolabeled substrate was related to PI accumulation in the cells, generating doubts as to its utility as a dead-cell marker. Our results in which we compared the NADS protocol to leucine incorporation (Fig. 3) are incompatible with the results presented by Pirker et al. (58), and we postulate that the fact that these authors did not double stain the samples simultaneously might account for this disagreement.

While membrane potential and membrane integrity are two aspects of cellular function that should a priori be strongly linked, some studies have shown that this expectation is not always held, because loss of membrane integrity is not always accompanied by loss of potential and vice versa (52). For example, in a study along a freshwater-saltwater estuarine gradient, del Giorgio and Bouvier (21) showed peaks in depolarized [measured with bis-(1,2-dibutylbarbituric acid) trimethine oxonol dye] and injured (PI-positive) cells within the salinity transition zone but not always coincident in the same station, which suggests that loss of membrane potential is not always synonymous with cell injury and death.

As an additional methodological problem, if the samples are dominated by Prochlorococcus organisms, which have very low red fluorescence in surface oceanic waters, they often appear in between the red and green cell clusters, thus making sample analysis more complicated. An additional sample, without addition of the stains, is necessary for enumerating these cells, which are later on discounted from the NADS cell counts.

To validate the NADS methodology, Grégori et al. (29) compared its performance after heat and ozone treatments of seawater samples. That the method worked correctly was shown by some cell-sorting experiments in which river water was NADS stained, red and green cells were sorted onto plates with rich culture medium, and only the green cells produced colonies. But neither of these sources of mortality are likely to be experienced by marine bacteria, nor are CFU counts a valid estimator of marine bacterial viability (i.e., reference 3). We instead compared the performance of the method to that of two accepted estimators of bacterial bulk (leucine incorporation [37] and single-cell (CTC [60]) activity, with the assumption that if a treatment induces loss of leucine incorporation and CTC⁺ cells, this should be reflected in the NADS response, and vice versa. Furthermore, we combined classical sources of mortality with natural ones. When bacterioplankton was exposed to biotic factors that induced bacterial death, the proportions of “live” and respiring bacteria and the rates of leucine uptake concomitantly declined with incubation time at similar rates (Fig. 3). In the case of the heat-treated samples, no rates of leucine uptake were measurable after 5 min of incubation (Fig. 3). Other authors have reported a similar trend in lake water samples that were heat exposed (45).

We also observed that the types of mortality caused by UVC, heat, and antibiotics were different. Heat (70°C) produced membrane damage in ca. 5 min and in all cells (Fig. 4A), while UVC produced damage in 80% of the cells after 40 min (Fig. 4B). The antibiotic cocktail produced 60% damaged cells after 150 min of incubation. This indicates that each process that
causes bacterial mortality does so in a different manner, and a given methodology (like NADS) will reflect only one cellular characteristic. It is advisable to use a mixture of protocols to describe cell viability in the ocean (19, 21, 22). The NADS protocol correctly identified mortality caused by flagellates (Fig. 5), most probably through sloppy feeding or production of picopellets (50). When we inspected the detectability of cell damage caused by starvation, we first detected an increase in live cells that used the carbon stored in the microcosm and then, slowly, there was a steady increase in damaged bacteria, something that was less well correlated with the changes in the number of respiring bacteria and in total leucine incorporation (Fig. 5). Again, the mechanisms causing bacterial death in the ocean, which include programmed cell death (53) and viruses, cause different kinds of damage in the different constituents of the bacterial cell and these might not necessarily all be detected by the NADS protocol. But it seemed to correctly detect viability changes caused by predators and by starvation.

We were able to measure the variability in percent live bacteria in different oceanic situations. Our average results are 47% live cells in the northwest Atlantic and 74% in the north-west Mediterranean Sea (Table 3), which are within the range of other studies that have used the live/dead or the NADS protocol in oceanic environments. In the vertical profile of the Atlantic Ocean, the percentage of live cells decreased from ca. 65% at the surface to ca. 22% at 1,000 m. The rate of decrease of live cells with depth was similar to that of bacterial production and higher than the rates of decrease of total and CTC° cells. It is possible to hypothesize that death-generating mechanisms are more important in the mesopelagic zone than in the epipelagic zone (i.e., reference 14), but it could equally be possible that the rates of decomposition of dead cells in the epipelagic zone are higher than those in the mesopelagic zone because total bacterial production is higher there. Thus, the rate of accumulation of dead cells would be higher at depth than at the surface. The fact that the number of respiring cells decreases significantly less than the number of intact-membrane cells indicates that it is probable that different mechanisms act on each type of cell. In any case, our data show that it is possible to use the NADS protocol in the mesopelagic zone and that this produces data which might help understand the mechanisms controlling bacterial activity and distribution in the ocean.

In the search for the mechanisms determining the growth and losses of different types of bacteria, the NADS protocol combined with flow cytometry is a fast and simple alternative to other techniques. We foresee also a combined NADS-FISH method being developed to gain insight into the roles of the different death mechanisms controlling different bacterial subgroups in the ocean.
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