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Preface

A note on personal pronouns

| know that that of personal pronouns is a delicastter.

After centuries in whiclne was the predominant (or uniquely used) pronousciantific
literature, since few decades it has been considaxe “politically correct” to usehe
rather tharhe to describe a generic individual. The idea tha thaven this change was
to reduce the sexist habit according to which menewconsidered as the prototypical
human.

Nonetheless this choice is not neutral either, iarsunds particularly odd to a native
Italian speaker like me. Moreover, | do not agreth whe idea that scientific research
should lend itself to this kind of debate, thatikiétly distract from the real contents and
messages.

Using bothhe/sheis not a good choice either, since it makes thdirg extremely hard
and easily diverts the reader’s attention.

| have therefore decided to uketo describe the generic individual, since | peadign
find it more neutral, and being me a woman shouldugle the possibility for me to be

accused of sexism or chauvinism.
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Chapter 1 — Introduction

Guided by the desire of explaining many empiricallyserved violations of Expected

Utility Theory (EUT), research in behavioral gamweedry has in the last decades
developed along three, partly inter-related streatms first stream proposes solution
concepts alternative to Nash’s; the second aimsdorporate behavioral assumptions
into traditional models of EUT,; finally, the thirdompletely abandons the EUT and
equilibrium frameworks, and empirically analyzesahstrategic thinking develops in

agents’ minds. Notwithstanding the substantial laypging between these different
approaches, it may nonetheless be useful to bmedigtion some of the studies that may
be fall within each of the broadly defined categsri

Contributions that develop - and test the predectpower of - alternative models of

learning and non-standard equilibrium conceptsraglo the first group (McKelvey and

Palfrey, 1995; Osborne and Rubinstein, 1998; Canedral., 2004; Selten and Chmura,
2008).

The second group includes empirical studies ormaliim, trust, and coordination

games, extensively used to investigate altruisusttireciprocation and other-regarding
preferences (Guth et al., 1982; Rabin, 1993; FallrSchmidt, 1999; Fehr and Gatcher,
2000; Cox et al., 2007; Cox et al., 2008). Thesaliess present models that do not
discard EUT, but rather try to improve it, by irdueing behavioral assumptions into the
utility function (which is the approach followed byost of contemporary behavioral

economics).

Finally, the third group includes studies on chdiearristics (Gigerenzer et al., 1999) as
well as studies on games of various types that @mipRi, Mouselab, and eye-tracking

technologies (Johnson et al., 2002; Brocas e2@09; Knoepfle et al., 2009; Kuo et al.,
2009; Wang et al., 2010), with the aim of exploritige cognitive determinants of

strategic reasoning, trying to identify the bounéistrategic rationality.

This last stream of research may be seen as teestlto the original, Simonian concept
of behavioral economics because it focuses on ideaisprocesses from a behavioral
perspective, investigating possible determinantat teschew pure monetary gain,
including psychological and neurological insightsis approach, however, does not

simply aim at developing refinements of the utilitynction framework or new



equilibrium concepts, but it rather aims at a ettederstanding of the cognitive (and
recently neural) processes underlying decisiongjnga into account the limited
computational capabilities and the personalitytéraf the subjects (Camerer et al. 2001,
Kahneman, 2003; Rubinstein, 2006, Weber and Caniz066).

The most innovative aspect of this type of rese&¢hat it tries to go beyond the simple
observation and replication of observed strategiloabior. Experiments on transfer of
knowledge (Knez and Camerer, 2000; Devetag, 20G&haNand Rick, 2008), similarity
perception (Tversky, 1977; Holland et al., 1986pRstein, 1988; Leland 1994, 2006),
categorization (Holland et al., 1986; Fryer anckdan; 2008), and mental representation
(Holland et al., 1986; Kreps, 1990; Camerer, 20@8ajetag and Warglien, 2008) aim to
capture the true nature of strategic reasoningyggaiell beyond thas if approach and,

when possible, collecting large amounts of dateratiian data choices alone.

A concept that is widely exploited in all the thigeeams of research above mentioned is
that of Bounded Rationality, which takes into actothe possibility of asymmetries in
agents’ traits, as well as of different preferenaed perceptions of situations, hence
allowing for heterogeneous agents.

The approaches that incorporate forms of bound@ahedity — from the early studies by
Simon (1957) to nowadays — tend to propose norvagtig choice rules, aimed to allow
agents to reach a goal that is considered satgfgicomparison with an aspiration level.
Bounded Rationality must not be confused with iorsdlity or optimization under
constraints. Being boundedly rational does not nteabe irrational: knowing that one
will never be able to find the best solution fopeblem would not lead him to an
irrational behavior, but rather to a search foatisfying (acceptable) solution. Similarly
it differs from optimization under constrains besauhe latter is based on the concept of
perfect rationality and optimization, and can beenpreted as the search for a local
optimum instead of the global one. Bounded Ratipnaloes not necessarily imply
optimizing behavior, but provides alternative nqatimal norms (Gigerenzer and Selten,
2001).

A branch of Bounded Rationality that has gaineddrtgnce in the last ten years is the so

called “Adaptive Toolbox” proposed by Gigerenzeakt(1999). The toolbox is intended



as a series of heuristics, designed starting flaréal cognitive capacities of the agents,
imagined for specific goals (so specific to a gatar domain rather than general), and
built in blocks.

The adaptive toolbox is built based on three bagas:psychological plausibilitya
model has to take into account the real capaafidise agents and design a behavior that
is realistic, rather than being @s if model based on superhuman capacitidsjnain
specificity (the heuristics that compose the toolbox are speed, therefore the aim of
generality implicit in EUT is discarded); aretological rationality (this rationality
concept departs from the classical meaning ancates the level of adaptation to the
surrounding environment). These heuristics are asz®g by blocks and each of them
can have three possible functions: indicate theckedirection, stop the search process,

make a decision.

1.1 My research

My research places in the third group | mentionefbte. In my thesis, | investigate how
strategic behavior forms in the mind of the sulgestd how is it possible to influence or
manipulate it, without proposing modifications detutility function, but referring to
possible logical and psychological processes.rt #fiam the assumption that agents are
boundedly rational, and unable to process the wimbdemation contained in a strategic
situation. Moreover, they are also assumed to lkeblento “rationally” process the
information they gathered, but rather look for itit¢ solutions.

| claim that these “intuitive solutions” are largeihfluenced by some non-strategic
features, and that manipulating them without aigpithe true strategic structure of the
game would influence agents’ strategic behavior.this reason, | define this behavior
as “feature-based choice”.

In my definition, a descriptive feature is any agpef a game that can be modified
without altering the (Nash) equilibrium of the gaiteelf. With the word “key” | reduce
the set of all possible descriptive features ts¢hthat have a major impact on agents’
strategic behavior. For example, a non-equilibrfogal point might be a key descriptive
feature since it is used as a coordination dewdgle adding a constant to all game

payoffs has been proved in several studies to beeped as a descriptive modification



since it does not alter the equilibrium structurg bBlso has no influence on agents’
behavior (Rapoport and Boebel, 1992; Grimm and MEri2P09). On this point there is
no full agreement among scholars, since other relsdes shown that adding a constant
does have an effect on agents’ strategic behaki@v(et al., 1999).

The reason why | believe that key descriptive fesgtishould influence agents’ behavior
independently from equilibrium is that often eduilum solutions require complex
reasoning and sophisticated beliefs on others’ \iehaEach person has different
reasoning capacities and incentives, so assumatgathagents examine “rationally” the
situation at hand is unrealistic. The assumptiorfudf rationality becomes even less
plausible when considering that quite often ouatsgic decisions must be taken under
time constraints and/or other types of environmesuastraints.

Key descriptive features can be seen in this fraonkewas contextual cues that, instead,
lead to more “natural” or “reasonable” solutionien non-optimal but satisfying. These
solutions require limited computational capacitgdan some cases they do not even
necessitate to develop any belief about othersaen In other cases, on the contrary,
they are chosen by players because they are coegitikeely to be perceived as equally
obvious and intuitive by the opponent(s).

In this work | focus my attention on two specifeatures that are likely to be perceived
as particularly salient. The first feature is theegence of a strategy having a high
expected value associated with a low payoff vaeant fact, a non-equilibrium strategy
giving a high average payoff with low variance d@na reasonable choice since it does
not require any consideration about the behavi@ngfperson interacting and guarantees
a comparative “acceptable” gain. Another strategyng the same average payoff, but
presenting a higher payoff variance (one high payofd all the other payoffs low) may
not look as attractive as the previous one, evengh according to k-level literature
(Stahl and Wilson, 1995; Costa-Gomes et al., 2@dmerer et al., 2004) the only
important aspect is the average gain and not thance.

The second feature | test is the effect of theeres of a cell (that | call “Focal Point”)
that yields a high and symmetric payoff to bothypla. | believe that a cell of this type
might work as a natural coordination device, besagsfying (even though sub-optimal)
and fair for both players.



The features | focus on are “economic”, i.e. feaguhat modify the payoffs of the game.
| excluded all those features that can be claskifie “frames”, for example strategy
names (Crawford et al., 2008), the descriptiond usepresent the game to subjects
(Kahneman and Tversky, 1979; Tversky and Kahnerh881), the colours and shapes
used to define both strategies and games (Mehah,et994). In fact, although | think
that framing effects are important in strategicisiea-making, | preferred to focus on

payoff-relevant changes only in this first seriéstodies.

As said, | focus on two key descriptive featurés éffect of variance in the strategy
giving the highest average payoff, and the presehedocal point in the game.

To the best of my knowledge, the effect of variainteéhe strategy giving the highest
average payoff (henceforth HA) has not been adetuatvestigated, while the role of
the HA strategy has been largely recognized imditee. In all behavioral models of k-
level thinking (Stahl and Wilson, 1995; Costa-Goraesal., 2001; Camerer et al., 2004),
HA strategy is known as “level 1” behavior, andhs best response to an agent who is
believed to act randomly.

A possibility that has not been taken into accaarthat literature is that other than the
expected value of a strategy, also its varianceptay a role. In a situation like this,
variance can be seen as an index of riskinesseftrertwo strategies giving the same
average payoff but with different variances miglet jperceived as very different. A
strategy with zero or low variance is a safe sgpatand it is reasonable to expect it being
much more appealing than a strategy with a higlanae.

The second descriptive feature | test is the prseha focal point in the game. A focal
point (first discussed by Schelling, 1960) is gaaly defined as a strategic profile that
is perceived as salient by all interacting ageats] therefore acts as a “spontaneous”
coordination device.

In my research, | depart from the majority of sasdbn focal point that are generally
focused on the effect of equilibrium focal points goordination games. Since | am
interested in studying the effects of key desargfieatures, the focal points | use must
not be equilibria. Non equilibrium focal points lealbeen rarely investigated even tough
their attractive effect is proved to hold (Boschrd@mech and Vriend, 2008). Moreover



looking for general results, | intend to test wiegtfocal points can be attractive even in

games other than coordination ones.

Showing that agents choose feature-based would gidsagainst a large behavioral
literature that defines agents as belonging todfitgpes”. According to this literature
(Stahl and Wilson, 1995; Costa-Gomes et al., 2084¢h agent has a fixed strategy in
mind that he applies more or less invariantly aergames and game rounds. The
strategy is the result of a particular set of mesfiees or cognitive skills (for example
level-k reasoning) that are assumed to be congtiéimnh the same subject, and define the
type to which different agents belong. There isoal pf possible types (for example:
“pessimistic” indicate an agent that chooses tretesgy that gives the highest minimum
payoff, while “optimistic” is an agent that choos® strategy that gives the highest
maximum payoff), but once an agent has been idedtfith one type, he is expected to
behave accordingly in any situation.

Clearly, observing that agents adapt their stratedker to key descriptive features, or to
the equilibrium structure of the game) would astgaartly contradict the assumptions of
models that rely exclusively on the existence dypl “types” to explain strategic
behavior.

Since observing an effect on a single game wouldatiow me to draw any general
conclusion, | decided to study the effects of trestricted group of key descriptive
features on strategically different games. Togethi#r the idea of feature-based choice,
the investigation of similarity perception in gam&she crucial point of my research.
Large bodies of literature in both Psychology amdri®mics have investigated the issue
of similarity. In my study, two games are definedsamilar when they trigger the same
strategic behavior. This definition is not far fratandard game theory, where games are
categorized according to their equilibrium struetuand games sharing the same
equilibrium should be solved in the same way.

| expect games to trigger similar strategic behadiegpending on their key descriptive
features rather than on their equilibria. Obsentimgf the same feature influence agents
in strategically different games, overcoming thieaf due to the equilibrium structure



would suggest that games are perceived as similanwharing the same key descriptive
features, independently from their strategic strrect

Likewise, games might be perceived as differentwiiey are strategically similar, but
do not share the same key descriptive featurethidfis true, it would suggest that a
taxonomy of games based on key descriptive featmoetd be more useful in predicting
strategic behavior than a categorization basedamnegequilibrium structure (Rapoport
and Guyer, 1966).

The last point | raise in this research is a furthgestigation into agents’ rationality, by
investigating information acquisition and by venify whether agents pay attention to
and process all the available information aboutstingtegic situation at hand, or whether
they choose according to a subset of informatinrihé second case, | intend also to test
whether the information gathered supports my hygsithof feature-based choice based
on the use of simplified decision rules and on acomplete representation of the
decision problem. To this aim, | conducted an egeking experiment in which | keep
track of subjects’ eye movements to and from vaigubsets of the payoff matrix
(Hristova and Grinberg, 2005; Brocas et al., 208¢epfle et al., 2009; Funaki et al.,
2010; Wang et al., 2010).

Previous research strongly suggests (starting frewious results like those presented in
Johnson et al., 2002; Hristova and Grinberg, 2@Yocas et al., 2009; Funaki et al.,
2010) that agents do not collect all the piecesnfdirmation available, but that they
rather focus on a subset of them. A selective atterpaid to information has a direct
impact on the mental representation of the gameatlpants develop, and consequently it
influences their strategic behavior.

Once experimentally verified this, | also intendtést whether the information selection
that subjects exhibit in the experiment is featgpecific, i.e., it is significantly affected
by the presence/absence of the key descriptiveiresiabove described; in addition, |
intend to look for correlation between subjectdbmmation processing patterns and a set
of cognitive and demographic features that intaitemd previous research suggest may
be relevant to strategic choice, such as degreeslofaversion, measures of short term
memory, gender and others (see Chapter 5).



The experimental results confirm that agents dohaMe a fix strategy that apply to
every condition, but rather their behavior tends b® contingent on the specific
characteristics of the situation. This finding pasviously stated, is in sharp contrast with
the main assumptions of the cognitive literaturaeldaon player “types” (Stahl and
Wilson, 1995; Costa-Gomes et al., 2001) that assuagents behave according to a
specific decision rule which they invariantly appty a variety of different games (the
whole duration of the experiment).

| also show that the characteristics that are tbiefluence agents’ strategic behavior are
not necessarily related to the equilibrium struetaf the game, but to some non-
equilibrium features (defined as key descriptivatdees). This not only depart from EUT
and standard game theory, but also from many exjeatial result that focus on the game
structure without taking into account key descwiptifeatures when interpreting the
observed results. Previous articles that addressséime idea (even though in totally
different ways), showing that simple manipulati@igshe game affect strategic behavior
dramatically are Mehta et al. (1994), Goeree andt KB901), and Cooper and Van
Huyck (2003).

The use of these features as discriminant for elsoguggests that agents in one-shot
games use a heuristic type of reasoning more thaati@anal one. Nonetheless, the
heuristics that | assume subjects in my experimsea&n to be using depart from the
“fast and frugal heuristics” of Gigerenzer et dl999), since mine are simple “rules of
thumb” more similar to the previously mentionedpg#g” than to rigid solution rules.
Finally, | show that the effect of key descriptifeatures is so strong to hold even in
games with different strategic structures. Thispsufs the hypothesis that one-shot
games are perceived as similar (according to thaitien of similarity presented above)
based on their key descriptive features and notthair equilibrium structure, and
introduces the idea that a taxonomy of games basedseries of features might be more
useful and predict initial behavior better thae ftandard taxonomies based on strategic

structure (Rapoport and Guyer, 1966).



1.2 Overview of the thesis

My thesis is divided into six chapters. The fisgbtintroduce the main object of study of
the dissertation and provides a review of the spaténe art of research on behavior in
one-shot games and similarity perception, speajfyiilow my research is positioned
within the field, and discussing briefly how theimaesults are related to my work. The
third, fourth, and fifth chapters present the ressof three experiments. The first series
includes behavioral experiments on 2x2 normal fgames; the second series presents
experiments on 3x3 normal form games; finally, tiied series consists of eye-tracking
experiments on 3x3 games. The sixth chapter surmesatihe results and concludes.

In the following sections, | briefly present thentents of chapters three, four, and five.

1.2.1 Chapter 3, first experiment

In the first experiment, | focus my attention oe #ffects due to two descriptive features
on behavior in one-shot games: the presence afa pwmint, and the increase in variance
in the strategy giving the highest average payidfk ctrategy). As anticipated, | believe
that agents, when confronted with a novel situatiod in the absence of learning, tend
to apply some simple heuristic to the situatiorythee facing.

My definition of focal point is based on four abuites, whose relative importance is
tested in order to identify whether the definitignplausible or whether some attributes
might be discarded.

Since | am also investigating similarity perceptimngames, mine is a study across
games that tests the effects of these featuresundifferent 2x2 games. In this way |
am able to test the generality of the feature-bassakoning | propose, and its
explanatory power compared to the one of the dassitegorization based on
equilibrium structure.

In the experiment, | first study how the key dgstive features affect strategic behavior,
testing my hypotheses. | then test how five différequilibrium concepts fit the data,
indentifying the best in the Quantal Response Huuiim concept (McKelvey and
Palfrey, 1995).



The results of the first experiment are encouraging support the main hypotheses.
Nonetheless, few interpretation problems are cabgethe limitations imposed by the
use of 2x2 games. Therefore, the second seriegpefienents, in which 3x3 matrices are
employed, is aimed to overcome such limitations #ndbtain further confirmation of

the main research hypotheses.

1.2.2 Chapter 4, second experiment

The second experiment is similar to the first, &neplicates and integrates the results
previously obtained. In this new experiment | tb&t same key descriptive features as in
experiment one, but using five 3x3 games presemtechormal form. The game
categories employed are the same as those uskd findt experiment, with the addition
of a fifth.

The results of the second experiment strongly sappg hypotheses. Not only the effect
of the focal point and of the variance of HA isrsfiggcant, but it is also observed in every
game. The regularity is so strong that | am ablelisdinguish between two levels of
similarity perception across games: the first l§watak similarity) occurs in all the game
categories tested and is simply based on the dmieof regularities across games,
showing that the analyzed features qualitativefgcfeach game in a similar way, i.e.
the focal point is always attractive and HA is aachosen more often when its
variance is low. The second level (strong simNardnly occurs across some games and
predicts that the effect due to the key featuresoisstrong that games with different
equilibrium structures, but same features, triggeice distributions that are statistically
indistinguishable, letting me infer that subjects dot perceive these games as
substantially different, although they belong thiedent game-theoretic classes.

In this experiment as well, out of the five staion concepts tested, Quantal Response
Equilibrium turns out to be the most accurate itiny the data. | also verified whether
Costa-Gomes et al. (2001)’'s model of individualdabr is able to fit my data.

Results obtained in the choice analysis are supp@diy the response time analysis as

well.

10



1.2.3 Chapter 5, third experiment

My third experiment is conducted with the same gaared features used for experiment
two, but using the eye-tracker as experimentaladevihis allows me to test whether key
descriptive features really affect the choice psscas well as strategic behavior, as
suggested by the response time analysis of chapter

This experimental procedure permits to identifyfediént patterns of information search
adopted by agents, hypothesis compatible withdba obf feature-based choice based on
heuristics. Moreover, | verify whether the choigegess is related to the final strategic
choice, and whether it is possible to use the fotméorecast the latter.

The fixations and saccadeanalysis show that agents do have different inéion
search patterns, and that these patterns ardystaldted with their choice behavior. The
experimental subjects had also to complete a questire aimed to test cognitive
abilities, personality traits, and risk aversionor@lation analysis shows that the
preferred strategy tends to be strongly correlatéd certain individual characteristics.
Particularly interesting is observing that evenuiio information about the structure of
the game is fully available, many subjects do netnecollect all the pieces of
information, choosing therefore with an incomplet®wledge and mental model of the
situation (see also Marchiori and al., in prepargti This is not only in contrast with
standard game theory, according to which ratiogaing should have full knowledge,
but also with explanations of behavior based onidika that subjects may have beliefs
that assign a positive probability to their oppdserbehaving irrationally. On the
contrary, the findings are in line with the ideatthgents use low-rationality heuristics to
make decisions, at least in those situations @ike-shot games) in which learning has
not taken place.

! Fixations are defined as the continuous obsematib a point of the screen, for more than 20
milliseconds. Saccades are fast movements that between two fixations.
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Chapter 2 — State of the art

The research presented in my thesis cannot bedtkemk to a specific stream of research
or to a specific literature, but touches argumentsing from several different subfields
within behavioural and experimental game theory.

| will review research on two main streams: rougsieaking, the first includes studies
that investigate the possibility that agents dopeteive the situation at hand as it really
is, but create simplified or incorrect mental remmtations of it, with consequences for
their strategic behavior. This literature stream && found in the sections discussing
mental representation of games (2.1), similaritgames (2.2), and decisional processes
(2.3).

The second stream (section 2.4) concerns experaneasearch investigating how small
manipulations of games affect agents’ strategi@biein.

Finally, section 2.5 presents briefly the statign@ncepts whose predictive power | will

test in my experiments.

2.1 Mental representation of games

One of the main assumptions of EUT is that subjaptsfully rational. In the case of a
strategic game, this implies principally that plesyare always able to develop an optimal
strategy that leads them to maximize their expeat#itly. In order to select this strategy,
they have a complete and correct understandingeogtructure of the game, they know
what are their partners’ objectives and, consedyetitey are able to forecast their
partners’ strategies correctly.

From the 1950s these assumptions have been lapgglyo the test by a series of
experimental studies that have illustrated howmiany cases, subjects do not act as
rational. Starting from the Allais Paradox (Allai953), passing trough the Ultimatum
Game (Guth et al., 1982), to the Centipede GameK@ey and Palfrey, 1992),
economists have identified many situations in whptdéyers behave according to non-
optimal strategies, showing they do not conformatemnal principles of choice.
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However in spite of the conflicting experimentalidance, the assumption of full
rationality is still generally accepted and widalyplied. One of the reasons for which a
lot of assumptions of standard economics areistilise (even if they have been proved
not to be “universally true”) is that they have bem®nsidered useful approximations of
human behavior, even if not precise and inconttdMer descriptions. Therefore, the
argument goes, as all approximations they admintestexamples. One of the main
critiques to experimentalists is that counter-exi@mspare not sufficient to discard
Expected Utility Theory since they do not offer alternative general theory of
individual behavior (Kagel and Roth, 1995).

Even though the assumption of full rationality i$ea accepted, some game theorists
have modeled limited rationality in various waysefs (1990) supports the idea that
players develop simplified/misspecified mental esgntations of the strategic situation
at hand to be able to elaborate the information endose their strategy. Kreps'’s
approach imagines subjects into a dynamic contérdrevthey are involved in series of
short-run interactive situations. Agents repressath of those situations through some
mental models that permit them to easily processrtformation and to choose a strategy
that is optimal according to the model. Since theental models are
simplifications/misspecifications, even if the otes are optimal according to them in the
short-run they can be non-optimal according totthe strategic situations. In the long-
run, agents update their models thanks to thenmdition and the experience gathered in
the previous periods, developing more refined mertaesentations.

According to this approach, subjects are supposédzk tutility maximizers as predicted
by EUT. The novelty of this approach is that ibalt the existence of limited rationality,
which emerges in the phase of developing an impenfiental model as a schema for the
true strategic situation.

| define this model as limited rationality rathdrah boundedly rational since the
behavior of subjects is fully rational given ananect representation of the problem.
Accepting the existence of an imperfect represemtaallows for explanations of
“irrational” behaviors without changing the assuioptof utility maximization.

Kreps raises and deals with an interesting quesao@ real agents able to perceive
strategic situations correctly, even in simple s&s€an this be the reason (or one of the

reasons) for the non-optimal behavior observednduexperiments? Empirical findings
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have in fact shown that behaviors that do not aonfto standard theory, emerge not
only in complex but also in extremely simple enuamgents, as in the case of the
Ultimatum Game or other simple dominance solvalmes (Guth et al., 1982; Nagel,
1995). Explanations based on “exotic” (e.g., ottegrarding) preferences have been
provided (Rabin, 1993; Fehr and Schmidt, 1999; Feid Gatcher, 2000; Cox et al.,
2007; Cox et al., 2008), but little or no attentiass been devoted to the role that mental
misrepresentations of the strategic situation playhis topic.
The development and use of mental models is neagessad unavoidable. The
environment we live in and interact with sends astinuously different stimuli, but it is
locatedoutsideus, outside our brain and our head, and the oalywe have to observe
and analyze it is by constructing a stylized memtalge. This image is commonly called
“mental representation”. What EUT asserts is thest tepresentation is the mirror image
of the real world: it does not matter how complkchthe environment is, agents are
always able to correctly represent it in their nsirgehd to identify the best strategy to deal
with any situation.
Even though economists have rarely studied the réftieo implications of the
development of mental models and the effects dumigrepresentations of strategic
situations, psychologists have long linked mentaldeis with strategic thinking. As
presented in Holland et al. (1986, 30),

First, a model must make it possible for the system

generate predictions even though knowledge of the

environment is incomplete. Second, it must be éasgfine

the model as additional information is acquiredheitt

losing useful information already incorporated. dHiyy the

model must not make requirements on the cognitive

system’s processing capabilities that are infeasibl

computationally. In order to be parsimonious, itstnonake

extensive use of categorization, dividing the emwinent up

into equivalence classes.
Comparing Kreps's and Holland et al.’s definitioos mental models some common
elements can be found. The first is that both nsdet used to generate predictions (or

make choices). The model is then not only an insént through which to represent the
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world, but also a way to analyze and to interadhwit. The second is that they both
define the model as a dynamic one that modifieseas information is obtained. These
two aspects can be considered as the key chastiterof mental models of real

strategic situations.

Once accepting the hypothesis that agents mighteprissent the situation — due to
erroneous representations or to extreme simplifinat— (Camerer, 2003b), it is natural
to ask how these mental representations differ filoentrue strategic situations, and also
whether subjects behave coherently with these eawsmental representations.

Devetag and Warglien’s 2008 article starts fromitlea that agents that have constructed
a wrong mental model are obviously not able to @late the optimal solution for the
original strategic situation, rather they find steategy that is the best with respect to the
mental model they have built. The authors examioe Bimplified mental models are
connected to task complexity and whether stratetp@sappear to be irrational are the
product of a wrong mental representation. They eséhat wrong mental models are
not casual, but systematic simplification of thengathey represent, and that the choices
of agents that appear being non optimal with resfecthe original game are instead
consistent with the misrepresentations.

An aspect that has not been researched in thidearsi whether the misrepresentations
are unique for every game and every subject, orthvenadifferent games and different
subjects can have different misrepresentations.t\Was been generally assumed in the
literature and in this article as well, is that theong mental representations are due to
the game structure, which means that they shoulddrgical for all agents involved, and
also for all games sharing the same structure.

Along similar lines, Rydval et al. (2009) analyzeasoning processes in simple
dominance-solvable games, and find that only a ntjnof reasoning processes reveal
the recognition of dominant strategies; rather,tagority of subjects seem to focus on
incorrect/incomplete mental representations of titue game. The authors also test
cognitive abilities and personality traits of theperimental subjects, without finding

striking evidences of agents developing differeetital models.
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In my research, | do not explicitly deal with mdntgpresentations of games, nonetheless
the topic is closely related.

My study of feature-based choice is based on tlea ithat key descriptive features
influence the perception that agents have of ttuaison they are facing. In particular, the
hypotheses on similarity perception suggest that descriptive features are relevant
enough to prevent agents from paying attention tgame inner strategic structure,
making agents perceive as similar games that eategically different but that share the
same features, and perceive as different gamesatbattrategically similar but that do
not share key descriptive features.

According to my approach, key descriptive featyks therefore an important role in
the creation of simplified mental models of theuaiton. They also allow for the
possibility that the same game can lead to differeaental representations, if different

key descriptive features are present.

2.2 Similarity in games

Similarity has been largely investigated in psyolggl (Holland et al., 1986; Tversky,
1977), but not so extensively in economics. Witttie economics field, Rubinstein
(1988) and Leland (1994, 2006) suggest choice peasebased on similarity judgments
to explain several violations of expected and disted utility models. According to this
approach, agents make their judgments based oneffeqt” payoff comparisons.
Elements of any type (e.g., probabilities, timeiqas, and payoffs) that are close in
values are often not discriminated. Therefore, eddft situations are perceived as
identical or “similar” by agents, leading to appate irrational behaviors and to some
well-known “paradoxes” (e.g., the Allais paradox)eland (2006) shows that the
misinterpretation of payoffs’ magnitude may indusabjects to wrongly exclude
strategies that seem disadvantageous, in favorpparantly advantageous strategies
(what he defines as the “nothing to gain/nothintpte” effect).

The similarity approach developed so far mainlyues on similarity defined as a
function of distance between numbers (like payafigl probabilities), neglecting other

aspects of the strategic situation. In my studyxpl@ere other game features that |
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hypothesize could lead to perceive different gaagesimilar, or, likewise, similar games
as different.

Even though the study of similarity has been ndgtbéin economics, a large number of
experimental economic studies relies on — in aimeéetiway — a notion of similarity.

A series of studies investigates the problem otgulent transfer by testing whether
groups of subjects play differently when they facggame with or without having a
shared history of play in a previous related gaifeere is empirical evidence of the
positive influence of precedents (Knez and Cam&®@00; Devetag, 2005; Weber and
Rick, 2008). However, in all these researches aitieh of the termrelated gamess
lacking. It is simply assumed that gamesratatedwhen they are likely to be perceived
as similar by players. But this definition then bdlje question of when two games are
perceived as similar: when they give the same nunobbgossible choices for each
player? Or when they have the same equilibriumctira? Or the same number of
players? Or when they share other characteristics?

Devetag (2005) considers two coordination gamesidar mass and minimum effort),
finding a significant effect of precedent. In te&se, similarity between games is defined
both by their strategic structure (both are coation games), and by a descriptive
feature (in both cases players can choose betvesem $evels of effort).

In Knez and Camerer (2000), subjects have to phay dtructurally different games
(weak-link and prisoner’s dilemma). Both games @sed in the experiment in a three-
choice or in a seven-choice version. What emerges the data is that transfer takes
place more often when the similarity between twongsa is “superficial” rather than
when it is “substantial”; i.e., it is easier to lkatransfer among two three-choice (or
seven-choice) games where one is a weak-link amdttier a prisoner’s dilemma, rather
than among two structurally similar games (suchwas prisoner’s dilemma games) but
with a different number of possible actions. Thasaifirst result that suggests that key
descriptive features may affect agents’ strategitalvior more than the games strategic
structure. In Weber and Rick (2008), two differemperiments on transfer of learning
are presented. In the first experiment subject® hawlay four normal-form games for
twenty times each, two of them are 2x2 while theecd are 3x3. The authors focus on

three of these games, all with a unique pure glyatash equilibrium detectable with the
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iterated elimination of dominated strategies. TheEosd experiment presents two
guessing games, one with the unique Nash equitibriin O, while the other with a
unique Nash equilibrium in 200. In both experimetite games are strategically similar,

but descriptively different, nonetheless a modestdfer of knowledge is observed.

What | propose in my research is that games habe wonsidered as similar when they
trigger the same strategic behavior. This is aniecap indirect definition that does not
depart from what standard game theory suggeststamdard game theory games are
categorized (similar games are grouped togethemrdimg to their strategic structure,
i.e. games that share the same equilibrium stredtave the same optimal solution and
should therefore trigger the same strategic behaviagents.

According to my hypotheses, the strategic behadi@gents is mainly influenced by the
presence of some key descriptive features, theredarthe one hand different features
trigger different strategic behaviors, on the othand games that share the same key
descriptive features will induce analogous stratéghavior. Games sharing key features

can therefore be considered as similar.

2.3 Investigating the decisional process: MouselL &lye-tracker, fMRI,
and EEG

In the last ten years, many attempts have been maatéer to investigate how strategic
choices form. This branch of research is generdilgracterized by the use of specific
technologies such as MouselLab and eye-tracker, hwireick subjects’ information
search pattern, or by the use of the functional M#g Resonance (fMRI) and electro-
encephalogram (EEG), which reveal the areas obthin that are activated during the
decision process.

In a typical MouseLab experiment, all pieces ofoinfation related to the game are
hidden. For example, in the case of a 2x2 matexphyoffs of both the row and column
player are “hidden” inside a virtual box, in suchwvay that at the beginning of the
experiment no information is immediately availalfBibjects can access each piece of
information singularly, by selecting it, but jusheo can be visible at a time. A direct

comparison among payoffs is therefore impossibid, memory plays an important role.
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Since subjects have to select the information t&rest, the experimenter knows exactly
which information has been collected, and in wioather.

The eye-tracker records the eye movements of aestubyhile participating in the
experiment. There are different eye-trackers, betrhost used are of two types: the first
requires subjects to wear a headband where ti@ ddimeras are fixed to record the eye
movements. The second records the eye movemeritsawgmote camera, it does not
require to use the headband but subjects needejp tke head absolutely still leaning
their chin on a chin rest.

MouselLab and eye-tracker provide similar data ® d@kperimenter. In both cases it is
possible to know which pieces of information hawee observed, which ignored, for
how long the information has been stared at, angdhith order the pieces have been
collected.

Both techniques have advantages and drawbacksh®worte hand, the eye-tracker is
considered more unnatural since the movementseasedpontaneous being limited by
the headband or the chin rest. On the other hamdisklLab obliges agents to explicitly
look for information, reducing to its conscious tgaa process that is composed by both
conscious and unconscious elements. Moreover,abé to actively look for information
creates exogenous costs of information acquisiioth introduces a possible confound
related to individual short term memory capacitieg that subjects have to retain in
memory previously uncovered pieces of informati@wverall, MouseLab is more
indicated when deliberate processes are the objestudy, while eye-tracker may be
more indicated to investigate more intuitive andoenatic processes (Norman and
Schulte-Mecklenbeck, 2009).

One of the first attempts to include informatioarsd patterns in an economic analysis is
presented by Costa-Gomes et al. (2001). The autms®sMouselLab recorded data to
divide subjects into types (as explained in secdof5) both according to subjects’
strategic behavior and their information searclepat

Johnson et al. (2002) explore how strategic chomes formed. Using MouselLab
technology the authors are able to observe subjeotaip patterns that show that agents
do not solve bargaining problems by backward indactbut rather they look forward

one step ahead, thereby reaching sub-optimal eahkuti
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Brocas et al. (2009) observe (again in an expetimenwith the MouseLab) that agents
do not gather all the information available, butus on a subset. Consequently, they are
not able to locate the equilibrium of a game, ambose a non-optimal strategy
dependent on the type of information that has laeguired.

Hristova and Grinberg (2005) employ the eye-tradkestudy lookup patterns in an
iterated Prisoner’s Dilemma, observing that agelisnot give equal attention to all
payoffs, but rather focus on those correspondinthéostrategy of unilateral defection
and of mutual cooperation. Moreover, they notideat igents pay little attention to their
opponent’s payoffs. The authors also identify twdfedent types of players,
characterized by different levels of sophisticatibobtained similar results in my third
experiment (presented in Chapter 5), observing tth@topponent’s payoffs are often
ignored, or just partially taken into account bg fiayers.

Funaki et al. (2010) use the eye-tracker to studyas preferences, finding again a strict
relationship between agents’ choices and theirmétion search patterns. | observed as
well in my experiment (presented in Chapter 5) thattype of information gathered by
an agent is significantly correlated with the stga¢ behavior of the agent himself.
Eye-tracker has been used to investigate diffeespiects of economic experimental
research. For example Wang et al. (2010) studyelagionship between pupil dilatation
and “overcommunication” in sender-receiver gamelilevKnoepfle et al. (2009) use
analysis of fixations and saccades (i.e., eye-mevesnacross different points of interest)

to gather new insights on learning in repeated game

Both fMRI and EEG (electro-encephalogram) are usedlifferent purposes than eye-
tracker and MouselLab, since they map the areabeobtain that are activated when
subjects are engaged in a particular decision takk. use of brain imaging tools in
economic experiments has spread in the last ters yg@aven by the desire of scholars to
unpack what is considered as the “ultimate blacK:bitne brain. The potential impact of
these tools in economics has been compared witefteet of the microscope in biology,
or the telescope in astronomy (Camerer et al., 005

The two machineries do not monitor the same ewamd, both have different pros and
cons that make a combined use particularly effect’EG monitors neural activity

directly, while fMRI records the blood flow in défent brain areas. Spatial resolution of
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EEG is poor compared to that of fMRI, but EEG habetter temporal resolution
(Camerer et al., 2005).

Recent articles that give the flavor of which tygdanformation can be obtained with an
fMRI study are Camille et al. (2004) and Coriceltial. (2005). The authors start from
the idea that counterfactual thinking largely iefhces how economic subjects behave,
and that emotions based on it (such as regretfraatisfaction) are fundamental to
interpret observed economic behavior. In partigulay focus their attention on the role
of regret and regret minimization in mutually exsite choices, such as gambles. The
authors show regret is strictly related to the edrifunctioning of a specific area of the
brain: the Orbitofrontal Cortex. Experimental résidhow that patients with a damage in
that area of the brain are not able to exploitghst information in order to correct their
behavior and avoid situations that might cause tteeexperience regret.

Coricelli and Nagel (2009) study how beliefs in atlpeople behavior developed in a
competitive interacting setting are mapped in thairh specifically experimental
subjects were examined through fMRI while playing'beauty contest” game. The
authors show that playing against a human oppofratiter than against a computer)
activates areas of the brain associated with theet6fy of Mind”. Moreover, they
observe that more sophisticated thinkers (accortbntipe Cognitive Hierarchy Model,
Camerer et al. (2004)) activate more the MedialfrBngal Cortex, suggesting the
importance of this area of the brain for successh@ntalizing. This result is also
supported by the strong correlation observed irettperiment between the activation of
this area and the 1Q score obtained by the subjects

Closer to my field of research is Kuo et al. (2Q0@)ere the authors investigate whether
games with different levels of structural complgxdre solved through the same
reasoning processes by observing which parts obtam are activated when subjects
face different game types. Results show that dongigsolvable and coordination games
(the former requiring a sort of analytical carefahsoning, the latter requiring more
intuitive reasoning) do activate different partstbé brain, those related to attention,
conscious perception and careful reasoning initeedase, and those related to emotions
in the second case. Response times confirm thdtgesince they are significantly
shorter for coordination than for dominance-soleafghmes (my results drive to similar

conclusions).
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2.4 Focal points, framing effects, and other keysdeptive features

The above mentioned articles question whether gareeseally perceived by agents as
standard game theory would expect them to be. Tslegw that the level of
comprehension of a strategic situation is far fre@ing perfect and complete, but that
agents often behave coherently with the simplifiedhg mental representation of the
situation they have developed.

A related aspect that has not been discussed yétds causes these misrepresentations,
and whether small variations on the description sfrategic situation produce effects on
the way subjects interpret it.

Several experiments have been conducted in ordeeiidy whether games with the
same equilibrium structure, but different descwptcharacteristics, are really perceived
as the same game. An example is Cooper and VankH{@03), where the authors
observed experimentally that agents apply differgtritegies to the same 2x2 game
when it is presented in normal or extensive form.

Grimm and Mengel (2009) observe that manipulathey gayoff magnitude of one-shot
games without altering the strategic structure dugsproduce modifications in agents’
strategic behavior. Rankin et al. (2000) show thetoff-dominant equilibria are more
likely to emerge as conventions when series of btag games played repeatedly by a
population of subjects are not identical, but exdadty randomly perturbing the payoffs
and scrambling the action labels of a common basdein The authors suggest that
impeding the recognition of superficial similargiamong games renders their structural
similarity more evident and strengthens the atitragbower of payoff-dominance over
risk-dominance. Feltovich et al. (2011) observe thanipulations sufficient to make
payoffs pass from negative to positive (or vicesaglinfluence agents’ strategic behavior
even though the equilibrium structure of the gameained unaltered. The effect is
particularly evident when agents play the gameesatsully.

Goeree and Holt (2001) show how small changes enpyoff structure of one-shot
games induce substantial changes in the stratetiavor of subjects. In particular, they
present ten examples in which subjects’ strategi@bior conforms to the predictions of

Nash equilibrium, and then ten counterexamples hirchvsmall changes in the payoff
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structures are sufficient to make strategic behadepart significantly from those
predictions.

Burnham, McCabe and Smith (2000) illustrate a semi@boratory experiment based on a
classical trust game, to examine whether playaecést the behavior of their opponent
using a “Friend-or-Foe mental mechanism” (F-o-F).vErify the existence of the F-o-F
state, the authors present to different groupsubjests the same game with identical
instructions changing only the term with which theglicate the counterpart. In the first
treatment they indicate the counterpart with thedvmpponent”, while in the second
they indicate it as “partner”. Results show thas thitle variation in presenting the game
is enough to induce different behaviors in subjebitsrepeated games (with different
counterparts) subjects playing with a “partner”wshelevel of trust significantly greater
than that of subjects playing against an “opponeSthilarly partners are significantly
more trustworthy than opponents.

This last experiment refers to a broad literatwrangning “framing effects” (Mehta et
al., 1994; Camerer, 2003b; Crawford et al., 2008),it investigates how small changes,
that do not alter the payoff structure of the gamf#tyuence how a game is perceived by
agents. The effects of frames on preferences, obapility perceptions, on evaluations
of risks, has been studied in depth since Tversid/Kahneman (1981). This literature
moves from the well known hypothesis that the wayt@aation is framed is able to affect
preferences. The most famous example is the s@dcdlsian disease problem”
(Tversky and Kahneman, 1981), where agents playdleof a politician that has to
choose between two medical programs to face anpaoted disease. In the first medical
program a fixed percentage of people will be savigd certainty, whereas if the second
program is adopted there is a specific probahititgave everyone or to save no one. The
results show that preferences for the two prograh@ge dramatically depending on
whether the same programs are presented focusitigeomumber of people that will be
saved, or on the number of people that will dieeé#ich of the two programs is

implemented.

Another stream of literature that investigates rible of descriptive features is that on
“focal points”. The idea at the basis comes fronnellong (1960) that suggests that
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coordination problems might be solved using thecepn of “salience”, intended as a
solution that has “some kind of prominence or canspusness” (Schelling, 1960: 54)
that makes it recognizable to all subjects.

Even though the literature on focal points has kmawarge development, there is not a
precise and shared definition of what is perce@®docal. Sugden (1995) proposes a full
game theoretic theory of focal points to overcorhe tagueness of Schelling’s
definition, nonetheless different meaning to thedvidocal” are associated depending on
the characteristics of the strategic situationused. Focal points might be equilibria, as
well as non-equilibrium outcomes; also labels (desons of the actions, whose
modification do not alter the payoffs of the gameyht sometimes be seen as sources of
focality.

Binmore and Samuelson (2006) ask whether in rmakituations the use of focal points
as coordination device is efficiently used. In rigfal in fact, the quantity of information
that has to be monitored and elaborated to locéteal point is huge, and the effort of
monitoring is costly. The authors theoreticallyyedhat, in these kinds of situations, an
efficient monitoring is unlikely to occur, and thagents will tend to select inefficiently
low levels of monitoring effort.

An article that investigates the effect of introshgc modifications in games without
altering the equilibrium structure is that by Bogabménech and Vriend (2008), that
have experimentally investigated the effect of eguilibria focal points. The authors
observe that introducing a non-equilibrium focalinpois sufficient to dramatically
increase coordination. Moreover, they show thaalibcis related to payoff magnitude
and that focal points of different magnitudes hdifferent influence on agents’ strategic
behavior. This experiment presents a situation ¢hanot be explained through a strict
interpretation of standard game theory, according/iich agents should never select a
non-equilibrium strategy. The authors do not singidgerve the evidence, but go further
presenting an interesting theoretical explanatamtiie experimental data. Even though
captivating, this explanation is contingent upormpaticular experimental framework
(symmetric games) and cannot be easily general@ether situations.

An article that investigates the focal point (label this case) issue with an approach that
can be easily generalized is presented in Crawdoal. (2008). The authors analyze the

effect of focal point asymmetries on coordinatidheir results (partly in contrast with
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my findings) suggest that breaking payoff symme#guces the attractive power of focal
points, particularly of labels.

In general, the importance of focal points and lebes source of coordination in
symmetric games is acknowledged (Mehta et al., 19894d their concepts have been
studied in depth in experimental economics (BosomBnech and Vriend, 2008;
Crawford and Iriberri, 2007; Crawford et al., 2008Yhat has not been studied up to

now, is whether focal points exert an influencerewmenon-symmetric games.

In my research, | analyze experimentally the effexftfocal points on various types of
games, mostly non-symmetric, and investigate whbidracteristics affects cell focality.

| also test whether some non-equilibrium featuresp@articular the variance in HA
strategies) affect agents’ strategic behavior,\ahether this effect can be used to predict

beahvior.

2.5 Stationary concepts

Experimental results showing the lack of predictp@ver of Nash equilibrium have

stimulated the development of several new statipoancepts, in the attempt to better fit
the data. Many of these new stationary conceptart&émm EUT assumptions in favor
of more plausible behavioral assumptions (ImpulsdaBce Equilibrium; Selten and
Chmura, 2008; Cognitive Hierarchy, Camerer et241Q4), bounded rationality (intended
as a limited capacity to process information, PRgaimpling Equilibrium, Osborne and
Rubinstein, 1998; Action Sampling Equilibrium, ®eltand Chmura, 2008), or the
possibility of error, known as the “trembling handffect (Quantal Response
Equilibrium; McKelvey and Palfrey, 1995).

In my research | will base the main analysis on tbacept of Nash equilibrium.

Nonetheless, | will introduce a separate sectiorerehl test how other stationary
concepts fit my data, in particular whether theg able to capture the differences in
behavior due to the modification of the key dedorgfeatures.

The stationary concepts | will test are: Quantasgdmse Equilibrium (QRE; McKelvey

and Palfrey, 1995), Action Sampling Equilibrium e and Chmura, 2008), Cognitive
Hierarchy (Camerer et al., 2004), and Payoff SamgplEquilibrium (Osborne and
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Rubinstein, 1998). Out of these solution concemi$y Nash is non-parametric, whereas
all the others have one free parameter.

In both experiment one and two (presented in Cha@@nd 4), Nash provides the worse
fit, while QRE the most accurate.

In this section | briefly introduce the station@gncepts of interest.

2.5.1 Quantal Response Equilibrium

Quantal response equilibrium (QRE) has been prapbseMcKelvey and Palfrey in
1995 and is a statistical version of the concepgtlash equilibrium. According to QRE,
players choose their strategy using a relative epleutility, and assume their opponents
to do the same. The assumption of perfect ratipnalireplaced by that of noisy rational
expectation, introducing the possibility of erroms the decision-making process.
Nonetheless, agents are still assumed to be utiliyimizers.

The authors focus on a particular class of quamsponse functions, i.e. the logistic
guantal response function. This class is definedheylogit specification of the error
structure, that allows QRE to converge to Nashhasetror tends to O (the parameéter
tends to infinite).

For a givenA, the logistic quantal response equilibrium is dedims:

e™
mA)=sm0A:m = ———10i, ]

i
Zk:le

where x; =u; (1), and is the only (free) parameter.

Due to its similarities with Nash equilibrium, QRiIas been often shown to have limited
predictive power (Selten and Chmura, 2008). Howaverovides the best fit of my data
compared to the other five stationary conceptgtest

2.5.2 Cognitive Hierarchy Equilibrium

The Cognitive Hierarchy equilibrium (henceforth Qptesented by Camerer et al. (2004)
is based on the assumption that agents have difféegels of sophistication. In this
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model, perfect rationality is therefore discardadavour of bounded rationality.

Subjects are categorized according to their levedti@tegic sophistication, i.éevel-0
players are those who act randoméyel-1those who best respond to a population of
level-Oplayers Jevel-kthose who best respond to a population distribtrd level-0to
level k-1

Each subject assumes to be more sophisticatedtliganthers and best responds to a
population of subjects distributed among the lewélstrategic sophistication lower than
his own. The key of this model is the distributi@x) of level-k players, that determines
how many players belong to each level. In Cameteaal.e(2004), this distribution is
assumed to be Poisson, and the parametet describes the distribution is also the only
parameter of the model.

Formally, the model is defined as follows:

playeri’s jth strategy is denoted a§ , andi is assumed to have finitely mang)

strategies.
Assuming uniform randomization, the choice prohaed of alevel-Oplayer are:

- 1 _
Po(S’)=HDJ

A level-kplayer’s belief about the proportion lefvel-hplayers is:

g, ()=

20

His expected payoff from choosing strategjy is:

E (7)) =Y (s S g, R )

Therefore, his best response is:

Oh <k

P.(s)=1iff s =argmax@' E, (77(s'))) , and uniformly randomize otherwise.

2.5.3 Action Sampling Equilibrium

Action sampling equilibrium is presented in Seltand Chmura (2008), but was

previously proposed by Selten. In this model, piaye@re assumed to draw a sample of
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seven observations of strategies played by thgooent, and best respond to it. If more
pure strategies are best responses (let'sdgagach of them is chosen with probability
1/d.

Even though agents maximize their utility, this dsnsidered a boundedly rational
equilibrium since agents show a limited capacitgather and process information.

The authors claim the model to be non-parametrectduhe fact that the sample size is
fixed, nonetheless this can be considered as aptitemeter since the optimal sample
size can be extremely different from game typeame type.

The model is defined as follows:

in the case of two-person 3x3 games (as the orsemied in Figure 2.1), in equilibrium,

row player will play actions U, M, and D with prdibties:

er 2
Play

U a,bi | &b | &,bs

M ap,n | &l | &b

D ag,b1 | &g,y | &,bs

Figure 2.1

7 ke
n=2,

e LA lkclk| 0oy (ko ke,

-3

kg
k =0k = oklkc|k| % G (Ko k).

and p_ =1-p, ~ Py,

where k; =7-k _—-k. and g, g. and g; =1-q, —q. are equilibrium probabilities of
the column player. The number 7 in the above form(iae size of the sample drawn
from agents) can be parameterized. The teapfk . k..k;) and a,, (k. k,k;) are the
probabilities with which Player 1 will choose respeely U and M givenk Ls and k.

Cs in the sample by his opponent. Those are defised
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1 if U yields the highest average payoff in the sample

if U andM orL yield the highest average payoff in the sample
ay (K. ke ke) =

if U, M, andL yield the same average payoff in the sample

2
1
3
0

otherwise

and similarly for M
1 if Myields the highest average payoff in the sample

if M andU orL yield the highest average payoff in the sample
aM (kL’kC’kR):

if U, M, andL yield the same average payoff in the sample

2
1
3
0

otherwise

Equilibrium probabilities are analogously defined the column player.

The concept can be easily generalized to the daseeperson nxm normal form games.

2.5.4 Payoff Sampling Equilibrium

This parametric stationary concept was introducgddbborne and Rubinstein (1998).
According to it, players are assumed to play edctheir available actions fon (the
parameter of the model) times, record their opptsienoves, and best respond to those
samples. In the case of 3x3 games, suppose Khatk? and ki =n-k’ -k are
respectively the number of Ls, Cs, and Rs in sarfipim U samples of Player 1. The
two triples k", k¥, k¥') and (k’, k2, k?) are similarly defined. Let's indicate these

triples with k”, k™, and k®. Then, the probabilities with which Player 1 che®$) and
M are, respectively:
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if U yields the highest average payoff

if U andM orL yield the highest average payoff
B (K K" k%)=

if U, M, andL yield the same average payoff

O Wl NIk B

otherwise

if M yields the highest average payoff

if M andU orL yield the highest average payoff
ﬂM (kU,kM ,kD)=

if U, M, andL yield the same average payoff

O Wl NIk, B

otherwise

Choice probabilities for Player 1 are defined as #xpectation of thes, and S,
functions:

W [0 g g ZZW@L q¥ gf O
kU

kM=0k¥ =0
P2 ZWEL A a8, (kK k)

Probability p,, is analogously defined, angl, =1-p, — p, -

Equilibrium probabilities are symmetrically definkd the column player.

Although formally the concept can be easily geneedl to the case of two-person nxm
normal form games, computationally it is not. Indiedhe number of combinations that

have to be considered to compute probabilities gremponentially with the number of
actions available.
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Chapter 3 — Testing Feature-Based Choice and Simiigy
Perception in 2x2 Games in Normal Form

3.1 Introduction

According to standard game theory, given certaimdgens (e.g. common knowledge,
mutual knowledge, rationality of the players) sevesolutions concepts have been
developed to allow a precise prediction the finaltcome of a game. Therefore,
accepting these conditions, the equilibrium strrectof a game is all that is required to
predict the behavior of a rational player.

This basic tenet has two immediate and closelytgelaonsequences: first, games with
identical equilibrium structure, but different atpnnon-strategic or “descriptive”
dimensions (e.g., payoff levels, payoff symmetryagmtude of payoff differences,
labeling of strategies, position of outcomes in thatrix), should trigger identical
behaviors. Second, games which are similar aloeagéme set of descriptive dimensions
but which have differing equilibria, should triggdifferent behaviors. Accordingly,
standard game theory has developed a taxonomyneégdased on Nash equilibrium,
implicitly discarding any other element as irrelevésee Rapoport and Guyer, 1966).
There is now plenty of experimental evidence adadhs primary assumption: a plethora
of experimental studies on one-shot games in noforah has shown not only that
players’ initial behavior significantly departs ifno Nash Equilibrium, but also that
strategizing responds to sevefaatureswhich are theoretically irrelevant (e.g., Costa-
Gomes et al., 2001; Goeree and Holt, 2001, 2004p&oand Van Huyck, 2003; Bosch-
Doménech and Vriend, 2008; Crawford et al., 2008).

In turn, experimental results have stimulated txeetbpment of several new equilibrium
concepts, in which behavior is explained eitheth®y “trembling hand” effect (as in the
Quantal response equilibrium; McKelvey and Palfred995), or by behavioral
assumptions (Impulse Balance Equilibrium; Selterd @hmura, 2008; Cognitive
Hierarchy, Camerer et al., 2004), or by boundeidmatity intended as a limited capacity
to process information (Payoff-sampling equilibriu@sborne and Rubinstein, 1998;
Action-sampling equilibrium, Selten and Chmura, 00
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However, even new stationary concepts fall shodagituring the level of heterogeneity
and some apparently “irrational” behaviors obserwedlaboratory experiments. In
particular, behavioral models estimated with ladgga sets (Weizsacker, 2003) and
experiments which track down individual reasonimgcesses (Devetag and Warglien,
2008; Rydval et al., 2009) or test consistency betwchoices and beliefs (Costa-Gomes
and Weizsacker, 2008; Stahl and Haruvy, 2008) atdichat players reason through
incomplete models of the strategic situation atdhagither ignoring their opponents’
incentives or treating them as mirror images oirtben.

Hence, more research is needed to investigate dvhats choices in one-shot games, as
many strategic situations experienced by peopleuaigue, and it is only very seldom
that repeated interactions of the same identicalegaith complete feedback occur in the

real world.

| hypothesize that players’ behavior in one-shohgs in normal form conforms to very
simple choice principles, either non-strategictfia sense that they do not seem to take
opponents’ incentives into account) or strategia maive sense (see later).
Consequently, players’ behavior may be influencgdnanipulating a small set of game
features which do not alter Nash equilibria in pstategies. More specifically, | argue
that players, in non trivial one-shot games without feedback, use “obvious” and
“natural” solutions to the strategic problem thagd: one such natural solution is picking
a strategy which is both attractive and safe, oxee, with high payoff sum and low payoff
variance. Alternatively, an equally “natural” sotut is selecting the strategy
corresponding to a very attractive outcome, whichllfocal point

The first behavior is compatible with the “level fiype commonly used in behavioral
models of k-level thinking (Stahl and Wilson, 19%xsta-Gomes et al., 2001; Camerer
et al., 2004) and may derive either from diffusens on the opponent’s play or from a
tendency to ignore opponents’ incentives entirglieizsécker, 2003; Costa-Gomes and
Weizsacker, 2008). However, unlike the above-meetiomodels that focus exclusively
on the expected value of a strategy, | assumeptnaiff variance (taken as an intuitive

measure of the risk involved in choosing a strateghys an important role in

2 A trivial game is a game where the payoffs ofpleyers are independent of their own strategies
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determining level 1 type of behavior. To the bdstng knowledge, | am the first to test
the role of strategy payoff variance in influenclmghavior.

The second solution is strategic because it releforms of team reasoning, or Schelling
salience (Sugden, 1993; Mehta et al., 1994), whave been identified in experiments
on matching games and which have shown themsedvies very effective in promoting
coordination. However, | call this strategic apmtodnaive”, in that focal points - as |
define them - are not equilibria. Therefore, theicé of a focal point by a player relies
on that player ignoring some structural elementhefgame.

Only in the absence of those features which magén the choice principles described
above, players reason strategically in a standardegtheoretical sense, and find their
way to equilibrium play.

| hypothesize that games which share features sgckthe presence of a safe-and-
attractive strategy and focal point may triggeriEmbehaviors (at both aggregate and
individual levels), although they may have veryfelént inner strategic structures;
conversely, games which differ feature-wise, buictpresent the same equilibria, may
trigger very different behaviors.

Theories of cross-game similarity are crucial whesdeling important phenomena such
as cross-game transfer and generalization. It aghyiacknowledged that the games we
play in real life are at most similar to each othat never identical (unlike the typical
“Groundhog day” lab situation), and, as long as @egision processes are case-based or
analogy-based (Gilboa and Schmeilder, 1995; JeRi@05), it becomes essential to
understand when players perceive two games as buimiigr.

Surprisingly, there are very few studies investigatcross-game similarity perception.
Among these, Knez and Camerer (2000) test tramgf@recedent between a Prisoner
Dilemma (PD) and a weak link game, and introdueedistinction between surface (or
descriptive) and structural similarity. In theirsign, transfer of precedent is triggered
only in the presence of descriptive similarity feas between the two games (such as
action labeling). Ranking et al. (2000) tested dowtion behavior in perturbed
environments by having subjects play a series af $tunt games with randomly
perturbed payoffs and action labels, and found, thhdten descriptive similarity is
impeded, convergence to the payoff-dominant equuiib is more frequent. Hence,

understanding what features are relevant in elgisimilarity perception between games
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is crucial for modeling both repeated behaviorseiurer-changing environments and

phenomena of generalization from experience.

In order to test my hypotheses, | decided to ruregreriment, using 24 2x2 games in
normal form belonging to four well-known game typ&®r each type, | chose six
different versions by manipulating two features fiesence vs. absence dbeal point

(defined below) and the creation of three levelspafoff variance for the strategy
presenting the highest average payoff (HA) for v player. Figure 3.1 summarizes

how the six versions are created from a startirsg lgame.

Base game
Verision with Verision without
Focal Point Focal Point
A 4
Version with Version with Version with Version with Version with Version with
HA low var HA middle var HA high var HA low var HA middle var HA high var

Figure 3.1: Schematic representation of how the dérent versions of a base game are created

My definition of a focal point differs both from d@h of from Schelling (1960) and from
those previously used in all experimental gamestlilest al., 1994; Sugden, 1995;
Bosch-Domenec and Vriend, 2008; Crawford et alQ&0as | define as “focal” any
outcome which is Pareto-efficient and yields idegitipayoffs to the players. It follows
that, in my games, focal points need not to belibga. | also test the effect of payoff
magnitude and position of the cell in the matrixdetermining the attractiveness of a
focal point.

Results show that these manipulations (mostly “epmn” in nature, implying
exclusively changes in payoffs and, for one gamlg, ahanges in the position of the
focal point in the matrix) heavily affect choicenawior. | also show that players respond

similarly to games which are “similar” in terms thfe above features, even when they
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belong to very different strategic types. Hencetagonomy of games based on
descriptive features (e.g., an outcome with symimetigh payoffs, a strategy with high
expected value and low variance, etc.) turns ouietanore useful in predicting initial
behavior than a categorization based on a gamélegun structure.

Analysis of response times showed that choiceameas with focal point (FP) are faster
than in those without FP (XFP), and that respomsed increase as the variance of HA
augments. This supports the idea that agents ugdifed models of the situation at
hand whenever possible, but that are able to dpedlonore sophisticated reasoning
when necessary.

Lastly, | tested the predictive power of a set oh+standard equilibrium concepts, of
which QRE is the best estimator.

My findings challenge previous studies in severalysv first, providing evidence for
behavior in one-shot normal form games that cameoexplained by any equilibrium
concept or any behavioral model of level-k thinkir§pecifically, | show that the
strategy variance variable has an importance omceh&econd, my results extend the
notion of “focal point” well beyond equilibrium octmes in symmetric games, showing
that focality may be thought as a much more genpraperty of non necessarily
symmetric game outcomes.

More generally, my results show that mild payoffasbes induce quantitatively
important changes in behavior, as already propdsgdGoeree and Holt (2001),
suggesting that choices in these games resporehsystally and predictably to features
other than a game equilibrium structure. | argus these findings constitute the first
steps toward a complete theory of similarity theltes into account both structural and
descriptive dimensions to describe players’ craawa similarity perceptions. In
addition, | also claim that descriptive features @ore important than the structural ones
as long as one-shot interactions are considered.

My results are in line with previous studies of nammodels of games (Devetag and
Warglien, 2008), and add insights to the so-cdlfgd-game theory” (Camerer, 2003a),
i.e., they contribute to the understanding of etyat interaction situations as these are

perceived and interpreted by the players involved.
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| decided to run the experiment using 2x2 matridéss choice was driven by several
considerations. First of all 2x2 games have beadietl extensively in the literature,
making a direct comparison with my results more@fte (Rapoport and Guyer, 1966;
Rankin et al., 2000; Selten and Chmura, 2008). Iskcdata analysis of 2x2 games is
more precise and unambiguous than the one forrlang&ices, thanks for the many tests
that can handle binomial dependent data. Last, fiteensubjects’ point of view, a 2x2
matrix is easier to be understood, and thus resméismore robust than those obtained
using bigger matrices, where subjects’ attentioghinbe influenced by the complexity
of the structure.

However, the use of 2x2 matrices has also a mapwlazack: with only two possible
choices available to each player (Row 1 and Ro@d@umn 1 and Column 2), it is not
possible to distinguish between more than two esjias. Since in this study | focus on
three strategies (the focal point strategy, thatatyy giving the highest average payoff,
and the equilibrium strategy), in each matrix astetwo of them collapsed in the same
action, making the interpretation of subjects’ tetgic behavior ambiguous. Moreover,
the small dimension of the matrix did not allow toenanipulate adequately the payoffs.
For example, in the “DomCol, Low Var’ games, th&atence between those with and
without focal point was so small that players coubd perceive the difference. The same
happened for some of the manipulations of the esjsatgiving the highest average
payoff, as in the case of the “Weak-Link” game.

The results obtained in the experiment supportigiéaven though not conclusively) my
hypotheses but, as | will show when discussing réilts, the shortcomings of this
design were such that | decided to run a new versidhe experiment using 3x3 games.

The rest of the chapter is organized as followstige 3.2 presents the games used in the
experiment; section 3.3 describes the experimatdsaign and its implementation, and

presents the behavioral hypotheses. Section 3sepieresults: | first discuss aggregate
results (section 3.4.1), and then analyze indiMideaponse times (section 3.4.2). In

section 3.4.3, | test the predictive power of aeseof non-standard equilibrium concepts

(Nash, QRE, Payoff Sampling, Action Sampling andy@tve Hierarchy). Section 3.5

offers some concluding remarks.

38



3.2 The games

As | am interested in initial behavior only, | usadandom matching scheme with no
feedback in order to avoid learning and “repeateug effects” as much as possible.

The payoff matrices used in the experiment aredigh Table 3.1.

The labels for the strategies are: EQ for the émwim strategy, FP for the strategy

leading to the FP, XFP for the strategy in whicé Hocal Point has been removed, and
HA for the strategy with the highest average paybé#stly, COS is a strategy which

gives a constant payoff (present only in the Weiak game).

| selected 4 2x2 strategically different games amgéted 6 versions for each game. Only
in PD_FP_L the manipulation altered one of the mirategy Nash equilibria.

The chosen basic games were: a game with a stdotlyinant strategy for the column
player (DomCol); a game without pure strategy N&sjuilibria (noNE), a Prisoners'
Dilemma (PD), and a Weak Link coordination game WL

For each game, | identified the strategy with thghést average payoff (HA), the
equilibrium strategy (EQ, whenever a pure strafdggh Equilibrium was present), and a
strategy leading to a Focal Point (FP). A FocalnP@ any cell containing Pareto-
efficient and symmetric payoffs, located in the-tefd cell. Except in the Weak Link
matrices and in one Prisoners’ Dilemma, Focal Roirdgre not Nash equilibria.

| also tested the relative contribution of Paretificiency, cell position, payoff
magnitude, and payoff symmetry on outcome focality.

Since most of the games are not symmetric, my aizatynly focuses on row players’
behavior. Therefore all descriptions of strateqaesl matrices deal with row players’
perspective.

My main goal is to examine how the presence orratesef Focal Points affect subjects’
perception of cross-game similarity and strategahdvior, as well as the effect of
increasing the variance of the HA strategy (theaells of variance were introduced: low,
medium, and high).

For this purpose, and in order to identify bothitiseparate and joint effects, | created a
matrix for every possible combination of featur88 matrices were created for each

basic game: FP and HA with low variance; FP and with medium variance; FP and
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HA with high variance; no FP and HA with low var@ no FP and HA with medium

variance; no FP and HA with high variance.

For ease of discussion, | called each matrix byatr®nym identifying the game type,

and by two acronyms identifying its features: “HR&ans a matrix with a focal point,

“XFP” a matrix without focal point, and “L”, “M” ad “H” the three levels of variance of

the strategy with the highest payoff sum.

All the different versions of the same game weeated changing the content of the cells

as little as possible and always maintaining th@esaquilibrium structure. In a few

cases, these changes added new Nash equilibriaxed retrategies. In extreme cases,

two matrices differed by only a single payoff (asthe case of DomCol FP_L and
DomCol_XFP_L).

HA low var HA middle var HA high var
c1 c2 c1 c2 c1 c2
o | RL 4545 45,75 FP/HA| R1 60,60 30,75 FP/HA R1 70,70 20,75 FP/HA
o | R2 5,20 50,25* EQ R2 520 50,25 EQ R2 520 50,25% EQ
3 FP EQ/HA =) EQ/HA FP EQ/HA
5 c1 c2 c1 c2 c1 c2
o o R1L 4550 4575 XFP/HA R1 60,50 30,75 XFPHA R1 0,5 20,75  XFP/HA
& R2 5,20 50,25* EQ R2 520 50,25 EQ R2 520 50,25% EQ
XFP EQ/HA XFP  EQ/HA XFP EQ/HA
c1 c2 C1 c2 c1 c2
. |RL 7070 5,75 FP R1 70,70 5,75 FP R1 70,70 5,75 FP
L | R2 4530 45,25 HA R2 3530 5525 HA R2 20,30 70,25 HA
o FP FP FP
P4
2 c1 c2 c1 c2 c1 c2
o R1 7045 575 XFP R1 70,45 5,75 XFP. R1 70,45 575 FPX
L R2 4530 45,25 HA R2 3530 5525 HA R2 20,30 70,25 HA
XFP XFP XFP
C1 c2 C1 c2 c1 c2
o | RL  4040* 10,40 FP R1 40,40 10,55 FP R1 40,40 10,70 FP
o | R2 40,10 4040+ EQ/HA| R2 5510 2525+ EQ/MHA R2 W1 10,10+ EQ/HA
A FP EQ/HA FP EQ/HA FP EQ/HA
o C1 c2 c1 C2 C1 c2
o R1 40,35 10,40 XFP R1 4035 10,55 XFP) R1 40,35 0,7 XFP
& R2 40,10  40,40* EQ/MHA| R2 5510 2525* EQMHA R2 21 1010* EQ/HA
XFP EQ/HA XFP  EQ/HA XFP EQ/HA
c1 c2 c1 c2 c1 c2
o | Rl 5050* 10,20 FP/HA| R1 50,50+ 10,30 FP R1 50,50 10,40 FP
o | R2 2010 20,20* cos R2 30,10  30,30* cos R2 40,10 ,4000 COS/HA
. FP/HA cos FP cos FP COS/HA
= c1 c2 c1 c2 c1 c2
o R1 20,10 20,20* cos R1 30,10  30,30* cos R1 40,10 400 COS/HA
L R2  50,50* 10,20 XFP/HA| R2 50,50 10,30 XFP R2 50,50 10,40 XFP
XFP/HA  COS XFP cos XFP  COS/HA

Table 3.1: Summary of all experimentally investigagéd games, grouped by type of game, level of HA

variance, and presence of FP. * : pure strategy NasEquilibria
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In order to measure the impact of every featurkedt the three strategies of interest
separate whenever possible. It follows that, sihaevestigate three strategies in 2x2
matrices, in each game two of these strategieesponded to the same row, making
difficult to disentangle the single effects.

Matrices without FP were obtained by breaking thmrsetry of payoffs and altering
some “relevant attributes” of the FP outcome (sgpdthesis 4).

Except in the Weak Link, the average payoff of Itk strategy was kept unchanged in
the different versions of the same game, and drdypayoff distribution was modified so
as to change the value of payoff variance.

To avoid spurious effects due to the position ef strategy in the matrix, | always kept
the position of every strategy fixed in the differeersions of the same game, the only

exception being the WL game.

Let’'s now examine the games one by one.

In DomCol, C2 is a strictly dominant strategy fdretcolumn player, and its best
response is R2. The action profile (R2,C2) is thly pure strategy Nash equilibrium of
the game. R1 corresponds to both FP and HA strateigye R2 to the EQ strategy. In
order to increase the variance of HA, the payoffhe row player in R1 were modified.
This had an impact also on the FP, which is differa the three versions of the same
game. As | will show when examining the resultss tfifference had an effect. FP was
eliminated just altering the payoff of the columayer in that specific cell, therefore, to
an inattentive row player the same matrix with amthout FP could look identical.

In noNE there are no pure strategy Nash equiliiRih,coincides with the FP strategy,
while R2 with the HA one. In these matrices thewd3 maintained identical, and it was
eliminated only reducing the payoff of the columayer.

In the PD, R1 corresponds to the FP strategy, wkdlé¢o both the HA and EQ strategy.
Only in one of the matrices (PD_FP_L) more than puee strategy Nash equilibrium
appears. In this game the FP was not very atte¢éis | will discuss later) since in the
focal cell the payoffs were not very large. Thevids modified as in the previous games,
by reducing slightly the payoff of the column play&his altered the perfect symmetry
of the PD, but modifying symmetrically both playgrayoffs would have not eliminated
the FP.
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The last game is the WL. This game was manipulateddifferent way and will be often
analyzed separately. R1 coincides with the FPegyatwhile R2 with a strategy giving a
constant payoff. Due to the strategic structur¢hefgame it was impossible to modify
the variance of the HA strategy in a 2x2 matrixréfore | decided not to have HA in a
fix row, but to alter the expected value of R2,tsdhave HA in R1 for the first matrix,
both rows with the same expected value in the skomatrix, and HA in R2 for the third
matrix. Always for structural reasons, it was nosgible to alter the symmetry in the FP,
therefore the only difference between FP and XF&ices is the position of the focal
cell, which was moved from the top-left to the battleft cell. As it will be shown later,
position in the matrix is not influent in determgithe focality of a cell.

3.3 Experimental design and behavioral hypotheses

3.3.1 Experimental design and implementation

The experiment was conducted at the Computable Expérimental Economics Lab
(CEEL) of the University of Trento, in 5 differeséssions, of 16 subjects each. In each
session, 12 subjects were randomly assigned tleafotow player and 4 the role of
column player, for a total of 60 observations fawrplayers and 20 for column players.
Roles were kept fixed throughout the experiments Bsymmetry was chosen because |
was interested only in the behavior of row play&ubjects made their choices as row or
column players in the 24 matrices, and were re-heatcandomly at every round with a
player of the opposite role. All games were alsespnted from the viewpoint of the row
player. No feedback regarding opponents’ choicéherobtained payoff was revealed
until the end of the experiment.

Once entered the lab, subjects were assigned rdpdora pc cubicle and to the role of
row or column player. They were given a paper cgipthe instructions, which was also
read aloud by the experimenter. Control questioesevadministered before starting the
experiment, to ensure that the rules of the exparinmad been understood. Particular

care was taken to make sure that subjects unddrbtme to read a payoff matrix. In case
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of incorrect answers, instructions were repeateddftranslated copy of the instructions
and control questions, see appendices A, B, ana &g 2).

The experiment was written in the Z-Tree langudgechbacher, 2007). The matrices
were presented in random sequence, which diffemed subject to subject.

At each round, subjects had to select their prefestrategy by typing the corresponding
row number. Figure 3.2 shows a sample of the softwaerface.

Periodo

1 d 5 Tempo rimasto [seck @

LE AZIONI DELLALTRO GIOCATORE

Codice matrice: . 4 Colonna 1 Colonna 2

Riga1 (50,45) (20,5)

LE TUE AZIONI

Riga2 (75,45) (25,50)

Scelgo la riga numero ‘

Fig. 3.2: Game interface (printed and presented tgarticipants as an example of the type of

graphical interface they would face during the expeément)

All players' strategies were recorded and matchedamly, but no feedback was given
until the end of the experiment.

Although subjects could take as much time as thre®mdad, they were asked to take no
more than 30 seconds. Nonetheless, on severalioosasubjects used more than 60
seconds to make their decision, showing that thggestion was not perceived as
mandatory.

The final payment was determined based on the mésan 3 randomly selected games.
Payoffs were indicated in ECUs (Experimental Curyebnits), and the exchange rate

was made explicit to subjects at the end of theexgent. After the last matrix had been
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displayed, one randomly selected subject was agkecbrify that a few tags in a jar
reported each the numeric code of one of the nestrglayed. Subsequently, another
randomly selected subject was asked to take 3 aagof the jar, to determine the
matrices that would have been used to calculatestubayments. Then all subjects were
paid, according to the choices their assigned oppioimad made in those 3 matrices.
Some personality tests were administered to sudyjemyether with general demographic
questions. Finally, subjects ‘ risk attitudes wereasured with the Holt and Laury lottery
test (Holt and Laury, 2002), with real payments @otranslated copy of the test, see
Appendix C). Subjects’ final payments were the saimtheir earnings from the 3
matrices selected and their winnings from the igttest.

The experimental session did not last more thaaout And subjects earned an average of
14 Euros for completing it. The minimum earning i@isEuros and the maximum 17.50

Euros.

3.3.2 Behavioral hypotheses

| formulate the following research hypotheses, adowhich presentation of results will

be organized:

Hypothesis 1 (importance of FPjjor each game type and each variance level of HA,
choice distributions in matrices with FP differ rmo choice distributions in the

corresponding matrices without FP.
Hypothesis 2 (importance of FP and HA over E@Qhen the variance of HA is low,
strategies FP and HA capture the majority of cleire games with a FP, whereas

strategy HA captures the majority of choices in gawithout FP.

Hypothesis 3 (effect of variancell other features remaining fixed, when the var&of
HA increases, its share decreases.

Hypothesis 4 (nature of focalitydhe share of the FP strategy increases with thebeu
of attributes defining a FP.
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Attributes of FP:

1. payoff magnitude (“significantly” greater thather payoffs for the row player)
2 symmetry of payoffs

3. position of the cell

4 Pareto-efficiency

Hypothesis 5 (feature-based weak similarity hypsi)ea “key feature” has a similar
effect in strategically different games by influemg choice behavior in the same

direction.

Hypothesis 6 (FP response times)atrices with FP trigger intuitive reasoning, wdes
matrices without FP trigger analytical reasoniniyis tdifference appears in longer

average response times for matrices without FRerdkiings being equal.

3.4 Results and Discussion

| first present an overview of aggregate data aisduds each of the previously stated
hypotheses. | then present the results of respiimgeanalysis and equilibrium analysis
separately.

Table 3.2 reports the experimentally investigataohgs, with specified the frequency of

each row.

3.4.1 Analysis of aggregate choices

A data overview is given in Figure 3.3, which shaisserved frequencies of R1, the 24
games being grouped together.

The figure shows two lines, one reporting the fesgpies of games with FP (FP,
continuous line), and the other reporting the fesgues of games without FP (XFP,
dashed line). Since in the versions with and wittef of the WL the game’s cells were

identical, except the position in the matrix wasmped switching R1 with R2, | plotted
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WL cells according to their content, and not accado the row in which they were
positioned, therefore WL_FP corresponds to RowHileMVL XFP to Row 2.

HA low var HA middle var HA high var
C1 c2 C1 c2 C1 c2
o | R 4545 4575 77%  FPHA| R1 6060 3075 73% FP/HA 1 R 70,70 20,75 72%  FPIHA
_ o o| R2 5,20 50,25  23% EQ R2 520 5025 27% EQ R2 520 50,25+  28% EQ
8 FP EQ/HA EP EQ/HA FP EQ/HA
5 c1 c2 c1 c2 c1 c2
e o Rl 4550 4575  75% XFP/HA R1 6050 30,75  55%  XFP/HARL 70,50 20,75 63%  XFP/HA
L R2 5,20 50,25¢  25% EQ R2 520  5025%* 45% EQ R2 520 50,25+  37% EQ
XFP EQ/HA XFP  EQMHA XFP EQ/HA
C1 c2 C1 c2 C1 c2
. | RI 70,70 575  43% FP Rl 70,70 5,75 37% FP) Rl 70,70 575 52% FP
o | R2 4530 4525  57% HA R2 3530 5525  63% HA R2 @03 70,25 48% HA
2 FP FP FP
2 C1 c2 C1 c2 C1 c2
o R1 70,45 5,75 12% XFP Rl 7045 5,75 13% XFH Rl 504 575 20% XFP
L R2 4530 4525  88% HA R2 3530 5525 87% HA R2 @03 70,25 80% HA
XFP XFP XFP
C1 c2 C1 c2 C1 c2
o | Rt 4040% 10,40  13% FP Rl 40,40 10,55  20% FP| R1 4040, 10,70 42% FP
o | R2 4010 40,40+  87%  EQMA| R2 5510  2525* 80% EQMHAR2 70,10 10,10  58%  EQ/HA
o FP EQ/HA FP EQ/HA FP EQ/HA
a C1 Cc2 C1 c2 C1 c2
o Rl 4035 10,40 5% XFP Rl 40,35 10,55  20% XFR R1 330, 10,70 33% XFP
L R2 40,10 40,40+  95%  EQMHA| R2 5510  2525* 80% EQMHAR2 70,10 10,10  67%  EQ/HA
XFP EQ/HA XFP  EQMHA XFP EQ/HA
C1 c2 C1 c2 C1 c2
o | R 5050* 1020 93%  FPHA| RL1 5050 10,30  70% FP R150,50* 10,40 52% FP
L | R2 20,10 20,200 7% cos R2 30,10 30,30 30% [olek: R2 0,180 40,40+  48%  COS/HA
| FP/HA cos FP cos FP COS/HA
= [ C2 [ C2 C1 C2
o R1 20,10 20,20+ 15% cos Rl 30,10 30,30 23% co R140,10 40,40+  53%  COS/HA
L R2  50,50* 10,20  85% XFPHA| R2 50,50 10,30  77% XFP| R2 50,50 10,40 47% XFP
XFP/HA  COS XFP cos XFP  COS/HA

Table 3.2: Summary of all experimentally investigagad games, with the respective frequencies for

each row. * ; pure strategy Nash Equilibria

1.00
0.80

e

~ < -
0.60 =
w
0.40 *~— /
0.20 - ]
-7
0.00 . . . . . . . . . .
DomCol DomCol DomCol noNelow noNe noNe PDlow PDmiddle PDhigh WL low WL WL high
low middle high middle high middle

— ¢ FP— & —XFP

Fig. 3.3: Observed frequencies of Row 1 choices
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Several considerations may be made from an irgxamination of the data: first, the
choice distributions in the 6 versions of the s@yame look markedly different, showing
that the presence vs. absence of key featureeirdks choices to a great extent. Second,
some patterns are clear-cut: specifically, theeddifice in observed frequencies between
the same matrix with and without FP is evident ibstrcases, as the effect of increasing
the variance of HA. In particular, for each gameept DomCol, differences in the
choice distributions of matrices “FP, HA low vamida”XFP, HA high var’- the two
extreme cases are statistically significant with<0©.02, according to a binomial test

(two-tailed).

| now examine each of my hypotheses singularly.

Hypothesis 1 (relevance of FP)

XFP is the strategy (i.e., matrix row) correspoigdin the FP one in the matrices in
which the focal point has been removed. In my déiashare of FP is always higher or
equal (except in one case) than the share of XFP.

| made pairwise comparisons of choice distributiongh a binomial test. The
frequencies of FP, XFP and the corresponding pesadue listed in Table 3.3.

The hypothesis is confirmed for noNe, where thdéediince is always significant (p-
value = 0). It is also confirmed in two other me#s: DomCol_M (p = 0.03) and PD_L
(p=0.12).

Even tough just in one out of four games the défifiees were significant in all the three
versions, an overall trend is clearly visible. lhlaut one matrix, the frequency of FP
choices was higher (or equal in the case of PD hd that of XFP ones, indicating that
FP was indeed perceived as more attractive.

Comparing the two distributions, they result sigrahtly different with p=0.006, by a

binomial test?

% Two-tailed binomial test with HO: probability observing “FP frequency > XFP frequency” = 0.5; H1:
probability# 0.5
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Matrix Freq. FP  Freq. XFP ) .P-value .
Binomial (one-tailed)
DomcCol HA low 7% 75% 0.50
DomCol HA middle 73% 55% 0.03
DomCol HA high 72% 63% 0.22
noNE HA low 43% 12% 0.00
noNE HA middle 37% 13% 0.00
noNE HA high 52% 20% 0.00
PD HA low 13% 5% 0.10
PD HA middle 20% 20% 0.50
PD HA high 42% 33% 0.23
WL HA low 93% 85% 0.12
WL HA middle 70% 7% 0.73
WL HA high 52% 47% 0.36

Table 3.3: Frequencies of FP and XFP choices forwoplayers, and corresponding p-values

In order to understand the rationale for the hugerénce in the significance among the
noNe and the other games, | will now analyze thmagsingularly.

In the DomCol game FP and HA coincide. This makgsassible to understand whether
the lack of effect is due to an unsuccessful tiamnsation of FP into XFP, to a shift of

subjects from strategy FP to HA (once FP is rempwvadto a joint effect of both causes.
According to the second hypothesis, in DomCol_FRrioes the frequency of R1 is due
to the joint effect of both strategies (FP and HWhen facing DomCol_XFP matrices,

subjects who were applying HA strategy would naraye behavior, while subjects who
were previously playing according to FP would ngulitsbetween the two remaining

strategies: HA and EQ. According to Hypothesis &, ahd FP are much more attractive
than EQ, therefore the percentage of subjects whddiswitch from FP to EQ should be
small.

The noNe game is the best in order to study thecefif FP. First of all the difference

between the focal payoffs and the other payofisvident. The focal payoff for the row

player is in fact always the highest availablehia tnatrix. Second, keeping HA and FP

strategies distinct allows me to single out thee@f of any modification of these
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features. It is therefore not surprising to obseavstatistically significant difference
between FP and XFP matrices.

In PD the percentage of subjects choosing FP is Tdws is not surprising since in R2
EQ and HA coincides. Moreover, EQ is a dominardtegy for both players, making it
particularly attractive. In general, even though thfferences are not significant, | still
observe a larger percentage of subjects choosintgdPXFP.

In WL, in two out of three matrices, the frequeméyhe FP choices is higher than that of
XFP ones, although the differences are not stedifi significant. As | will show when
discussing Hypothesis 4, | interpreted this reaslevidence of the fact that the position

of the focal cell is not relevant to increase aediity.

Hypothesis 2 (importance of FP and HA over EQ)

| expect that when some key features are preskyens will be attracted to them more
than to the equilibrium strategy. In players' pptam, key features provide “salient” and
“obvious” solutions to the game. Only when thesatdees are absent, players reason
more strategically and in some cases recognizedb#ibrium strategy.

This hypothesis is supported in particular by thesesved behavior in DomCol. In
DomCol_FP_L, row players choose the equilibriunatetgy only 23% of the time, even
though it is the best response to a strictly domtirsrategy for the column player. In
DomCol_XFP_L, R2 is still chosen only by the 25%oé subjects, supporting the idea
that HA low variance strategy is more appealingagents than the pure EQ one. As
predicted, when both features are removed EQ girddtecomes more appealing and it is
chosen by the 37% of the subjects.

Also in PD, | found evidences of the important roleFP and HA. In fact, when HA
variance passes from low to high (according to nggolthesis this should reduce its
attractiveness) the frequency of FP passes from tb3842%, even though R2 remains a
strictly dominant strategy.

Nothing can be added on this discussion lookingashes noNe and WL, since in the
first there are no pure strategy Nash equilibribilevin the second the equilibria are two,

one for each row.
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Hypothesis 3 (effect of variance)

It is reasonable to assume that a certain numbetagers will select the strategy with
the highest expected value, assuming, more or itepéicitly, that their opponents’
choices are equally likely. This behavior is relaly well-known for normal form games
and has been defined as “Level-1” or “Naive” (Staht Wilson, 1995; Costa-Gomes et
al., 2001; Camerer et al. 2004). What has not lbaeen into account so far is the role
played by perceived risk in influencing “Level-Ypes. According to the literature, what
matters for “Level-1" players is the strategy’s egfed value. This might be true when
games are played repeatedly, in particular in 8dna with random matching where few
inference can be made from the past actions obpipenent, but for one-shot games this
assumption sounds unreasonable. In one-shot garbgxts face each game just once,
therefore their gain will not be computed as ther s the outcomes of a series of trials.
It is more reasonable to expect that subjectsfadllis their attention on single payoffs,
rather than on the average value of a strateggedimeir payment will correspond to a
single drawn from the set of payoffs of the choskategy.

In line with previous findings (Warglien et al.,99), | assume that the attractiveness of
the highest expected value strategy is also a ifumaif its riskiness: the higher the
variance, the lower its attractivenessteris paribusTo the best of my knowledge, no
published studies have systematically investig#tedole of perceived risk, as measured
by payoff variance, in determining the fraction players who exhibit behavior
compatible with Level 1 type.

| present in Table 3.4 the comparison between tbguency of HA L and HA H for
games DomCol, noNE, and PD.

The table shows that the share of HA always deeseaghen the variance of HA
increases from low, to high.

Comparing the two distributions, the differenceultssindeed significant with p=0.03,
according to a two-tailed binomial tést.

| tested pairwise differences between matrices with L and those with HA_H, using a
binomial one-tailed test. For games DomCol and noMte test revealed that the

differences were not statistically significant. Bkeofor the PD were instead significant

* Two-tailed binomial test with HO: probability of odawing “HA_L frequency > HA_H frequency” = 0.5;
H1: probability# 0.5
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(p-value=0.00). It is particularly interesting tbserve that the effect of the variance is so
large in the PD, even though it is the only game/ivich HA coincides with a dominant
equilibrium strategy. These data show that increpghe strategy variance without
affecting its dominance is sufficient to inducehétsn behavior.

On average, the frequency of HA passed from 80% (lariance case) to 65% (high

variance case).

HAlow HAhigh Binomial test

variance variance one-tailed
DomCol FP 77% 72% 0.34
DomCol XFP 75% 63% 0.12
NoNE FP 57% 48% 0.23
NoNE XFP 88% 80% 0.16
PD FP 87% 58% 0.00
PD XFP 95% 67% 0.00

Table 3.4: Frequencies of HA choices for row playst and corresponding p-values obtained by

comparing low and high variance frequencies

Hypothesis 4 (nature of focality)

While Hypothesis 2 simply postulates that the pmeseof focal points induces changes
in behavior, Hypothesis 4 measures the relativeribution of a series of attributes on
the focality of outcomes.

This point is important because it extends theamotif focal point and its properties well
beyond the domain of equilibrium considerationgsymmetric) coordination games.

It has already been shown that the share of FRehas always higher than that of XFP
ones, but | ask myself why some of the differeramesmore remarkable than others.
There are 4 attributes of a game outcome whichdgguto be relevant in determining
focality:

1. payoff magnitude (“significantly” greater thdretother payoffs)

2 symmetry of payoffs

3. position of the cell
4

Pareto-efficiency
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“Payoff magnitude” refers to the magnitude of a payoff, when compared with the
other payoffs which the same player can get elsesvlethe matrix. For example, in
DomCol_FP_H, the payoff of the focal point is “sigrantly” greater than the other
payoffs, giving 70 ECUs against 50 of the secorghést payoff. Conversely, in the PD
games, the payoff of the focal point is not sigrafitly greater, as in PD_FP_L there are
3 other cells which can give the row player the sq@yoff as the FP cell (40 ECUS).
“Symmetry of payoffs” indicates that the payoffstbé two players are identical within
the cell.

“Positioned of the cell” refers to the positiontbe FP in the matrix, following the idea
that certain cells are more salient than othersie@dly, in a 2x2 matrix, the top-left cell
(R1,C1) is considered as the most salient one.

The choice of “Pareto Efficiency” (PE) as an atiti instead of “Nash Equilibrium”
differentiates my definition of focal point fromguious definitions used in the literature.
| assume that players do not initially reason egigially in a game-theoretical sense:
therefore, | consider more important for the fayatif an outcome to be Pareto-efficient
rather than an equilibrium.

A FP is an outcome (a cell) and not a strategyceSionly choices of strategies are
observed and motivations for choices are not, tregegjies yielding a FP were built in
such a way that outcomes other than the FP lodicpkarly unattractive. In all games
but DomCol, the remaining cells give the lowestsilole payoff to the row player. In
addition, except in the WL, this cell gives the Hegt possible payoff to the column
player; hence, subjects should avoid picking FEhély believe that the column player
might go for the highest payoff, which in many gamalso coincides with the
equilibrium strategy for the column player.

In these games, two types of FP were constructkd.fifst is a FP which satisfies the
attributes of “payoff magnitude”, “symmetry of pdigd, “position of the cell”, and
“PE”. The second is a FP which satisfies “symmetirpayoffs”, “position of the cell”
and “PE”, but not “payoff magnitude”. Just in themCol_FP_L the FP does not satisfy
Pareto efficiency.

Three types of XFP outcomes were also construthedfirst was obtained by breaking

the symmetry of payoffs, so that XFP satisfies #t&ibute of “position”, “payoff
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magnitude”, and “PE”. Since some FPs were not fyaig “payoff magnitude”, the
corresponding XFP is not satisfying that attribaie well. Therefore, breaking the
symmetry of those cells will leads to an XFP thattssies only “position” and “PE”. The
last XFP is that of WL, which is obtained simply &lyifting the strategies so as to have
all cells with symmetric payoffs outside the maiagbnal. Therefore, this XFP satisfies
the attributes of “payoff magnitude”, “symmetrypdyoffs” and “PE”.

Table 3.5 lists attributes and choice frequenaesfsample of payoff matrices. The data
clearly show that some of these attributes arengwoitant source of focality whereas

others are not.

PD noNe WL DomCol
Strategy FP XFP FP XFP FP XFP FP
(matrix) lowvar lowvar | lowvar lowvar |lowvar lowvar | low var
Payoff X X X X X
magnitude
Symmetry of X X X X X
payoff
Position of cell X X X X X X
Pareto X X X X X
efficiency
Frequency 13% 5% 43% 12% 93% 85% 7%

Table 3.5: Attributes and choice frequencies for @aample of cells

In PD_FP_L, the FP strategy is not particularlycessful, being chosen only by 13% of

the players. This suggests that the joint preseftsymmetry of payoffs”, “position of

the cell’”, and “PE” is not sufficient to trigger dality. Nonetheless, breaking the
symmetry further reduces the attractiveness otéig(lPD_XFP_L is chosen only by the
5% of the subjects). This impression is confirmed dbserving the frequency in

noNe_FP_L and noNe_XFP_L, that passes from 43%2%6. 1
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Comparing noNe_XFP_L and PD_FP_L suggests thatitfpos and “PE” are not

important attributes to determine the focality ofcall, and this applies also for
“symmetry” and “payoff magnitude” when taken sepeaia

WL_XFP_L confirms that “position” is not an imponta attribute, as well as
DomCol_FP_L indicates that “PE” is not necessartyigger focality.

noNE_FP_L, WL_FP_L, WL_XFP_L, and DomCOL_FP_L shioew “symmetry” and

“payoff magnitude” combined are sufficient to makeell focal.

Hypothesis 5 (feature-based weak similarity hypsid)e

The main goal of this study is not simply to shdvatt Nash Equilibrium is a poor
predictor of strategic behavior, but also to shiwat tdifferences in choices between
games sharing the same equilibrium structure folpredictable patterns, governed by
the presence vs. absence of the key features dedlmazve.

My data show that Nash Equilibrium cannot explanserved choice behavior. Except in
DomCaol, the difference in choice shares betweemtagix with all key features and that
without key features is significant, witkk@.02 (binomial test, two-tailed).

A focal point (according to my definition) is onétbese features, capable of influencing
choices regardless of a game equilibrium structunave shown that, even when FP is a
strictly dominated strategy, it can still attracsignificant fraction of players' choices.
This effect was observed in several games, witfemdiht equilibrium structures, both
symmetric and non-symmetric.

Another key feature which influences strategic badrais HA when it is perceived as a
“safe” option (low variance). Also in this case, Hiatermines similar effects in different
games, and the importance of the “safety” attribateevealed by the emergence of an

inverse relationship between the share of playleessing HA and its variance level.

Altogether, my results show that some featuresctafbehavior in the same direction,

regardless of the game-theoretical properties @kthategic situation at hand. Therefore,
it may be hypothesized that strategically differgatnes are perceived as similar when
they share some key features.

With 2x2 games this investigation is not possikliace few manipulations can be done

without altering the equilibrium structure of thange. It is therefore difficult to create
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matrices that look similar from a descriptive pouoft view, but that have different
equilibrium structures.

This is one of the reasons that has motivated mmeirioother experiments using 3x3
matrices, that allow for larger manipulations. Asvill present in Chapter 4, results
obtained with 3x3 matrices suggest that indeedtegfigally different games are

perceived as similar when they share some keyresatu

3.4.2 Analysis of response times and correlations

For insights into the choice process, | now anatliferences in response times.
Figure 3.4 shows average response times, disadgcedsy game class and matrix

version.

28.0

Response time (seconds)
= N
® ©
o o

-
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=)

8.0

DomCol DomCol DomCol noNelow noNe noNe high PDlow PD middle PD high WLlow WL middle WL high
low middle high middle

——FP —-m—- XFP

Fig. 3.4: Average response time in seconds, for damatrix

Some recent studies use response time (RT) as asne@axplore subjects’ decision-
making processes, as competitors of other morensipemethods based on the study of
neural activity. Both Rubinsten (2007) and Pioveaad Wengstrém (2009) analyze the
relationship between response times and socia¢metes. Rubinstein’s study finds that
fair decisions take a shorter RT than egoistic énational) ones, whereas Piovesan and
Wengstrom (2009) seem to find the opposite, althotige two experimental designs

differ in many respects. In a recent fMRI study gaming behavior, Kuo et al. (2009)
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found that subjects took a much longer time, onraye to choose a strategy in
dominance-solvable games than in coordination gaares different areas of the brain
were activated when players faced instances ofvibbeclasses of games. According to
these findings, the authors suggested the existaroe different “strategizing” systems
in the brain, one based on analytical reasoningdatiberation and the other on intuition
and a “meeting of the minds”.

As proposed by Kuo et al. (2009), | also hypothegtypothesis Hthat matrices with a
focal point trigger intuitive reasoning and heneguire a shorter RT than matrices
without a focal point, which are presumed to a¢gwenalytical reasoning.

| do not expect the relation between RT and typgaoiie to be as notable as reported by
Kuo et al. (2009), as the two game types in thtedyswere indeed strategically different,
whereas in my case they only differ in the presexi@focal point, as defined earlier.
That RT in games with FP is shorter than RT in gamé&hout FP (XFP) is clearly
visible from Figure 3.4. According to a pairetest, individual RT for matrices with FP
is significantly shorter than that for matriceshaitit FP (p=0.00, two-tail€d Hence, my
data support the hypothesis that matrices withogalf point require more cognitive
effort. Note that the significance of results holdéhough some subjects did not select
the focal point strategy in the matrices which egmd it, and those who did not
presumably employed the same type of analyticalo@ag used for games without FP.
The second important finding is the increased RTiciwttan be observed when the
variance of the HA strategy increases (from lowtedium, to high). The increasing
pattern is clear-cut in Figures 3.4 and 3.5, whsblows average RT when games are
disaggregated according to variance level. Therdigushow that an increase in the
variance leads to larger RT.

Figure 3.5 shows also that as variance of HA irgg#saso does the variance in RT.

RT averages 14.2 in the low variance case, 16.42eirmiddle-variance case, and 17.85
in the high variance case. Pairwise differencesdiiidual RT are significant according
to a paired-test, two-tailed (p=0 for all cases: low var-migldiar, low var-high var, and
middle var-high vé.

*The same result was obtained by a non-parametticowtin signed rank test (p=0.00, two-sided).
®The same result was obtained by a non-parametticowtin signed rank test (p=0, two-sided).
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Fig. 3.5: Average response time as a function of Hdariance level

| then compared the two “extreme” cases accordinigpese findings, i.e., matrices with
focal point and low variance - which should be fhstest to process - and matrices
without focal point and with high variance - whishould instead require the highest
cognitive effort. The difference in RT is indeednarkable, increasing on average from
14.34 to 19.44 from the first to the second grodigo in this case, the differences in

individual RT are significant (pairgetest test, p=0, two-tailed).

3.4.3 Equilibrium analysis

In the previous analysis, | used pure strategy MNagllibria as a benchmark to evaluate
observed frequencies. Any manipulation of the dpsce features has always been
considered as strategically irrelevant, sincedtribt change the set of pure strategy Nash
equilibria. 1 now compare the descriptive powerfafir other stationary concepts, in
order to find which one best fits my data, and séether any of them can capture
effects due to changes in key features.

The stationary concepts tested are: Quantal Resdémailibrium (QRE; McKelvey and
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Palfrey, 1995), Action Sampling equilibrium (Seltamd Chmura, 2008), Cognitive
Hierarchy (Camerer et al., 2004), and Payoff Samgplequilibrium (Osborne and
Rubinstein, 1998). Of these, only Nash is non-patam whereas the others have one
free parameter each.

| provide now a brief description of the paramesiationary concepts analyzed. For a
detailed explanation see section 2.5.

According to QRE, players make their choices adogrdb relative expected utility and
use a quantal choice model. Players also assunteother players apply the same
strategy. The possibility of errors in the decisioaking process is taken into account.
Action Sampling equilibrium is discussed in Selsard Chmura (2008). According to
this model, players best respond to a sample (e &f which is the unique free
parameter of the model) of observations of strategilayed by their opponents. The
parameter is generally set at 7, which is why tloeleh is often considered to be non-
parametric. Using a grid-search method, | foundvidlee yielding the most accurate fit
of the data.

Cognitive Hierarchy (Camerer et al., 2004) dividashjects into different strategic
categories, according to their level of sophisiarat Each subject assumes to be more
sophisticated than the others, and best responaithéos’ behavior by assuming that the
other players belong to levels from O to k-1 (whletis the level of sophistication of the
subject). Types are distributed according to a d@wmisdistribution with parameter
lambda.

Payoff Sampling (Osborne and Rubinstein, 1998)nslar to action sampling. In this
model, players take one sample of actions for @ach strategy available, and then play
the strategy with the highest average payoff. Tiglel too has one parameter, since the

samples have the same size.

First, | calculated estimates with sample sizegirapfrom 1 to 10 for Action Sampling,
and Payoff Sampling. | then compared estimateddanserved frequencies by the mean
square deviation (MSD) and find the parameter vaihat minimized it (grid-search). |
found optimal sample size parameter values of 4d@dh Action Sampling and Payoff
Sampling. Similarly, | calculated QRE with valugddambda in the interval 0.01-3, with
increment of 0.01. For QRE, the parameter valuelwbest fitted the data was 0.06. For
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the Cognitive Hierarchy model, the best-fitting gnaeter was 0.6 (estimate of fithess for
values of the parameter ranging from 0.5 to 2, wsfdps of 0.1).

Figure 3.6 shows observed and estimated frequerioreRow 1.

In the analysis, together with stationary conceptalso include the random choice

model.
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Fig. 3.6: Observed and estimated frequencies for vo 1 choices.

Nash Equilibria (triangles), Action Sampling (dashe line), Cognitive Hierarchy (thin continuous
line), QRE (thin continuous line, with empty squars), Payoff Sampling (dotted line), Random
Choice (continuous horizontal line), Observed Fregencies (thick continuous line, with small

squares)

At first sight, Nash and Action Sampling seem tof@en poorly, overestimating the
frequency of EQ strategies. Moreover, they oftenndb capture the modifications in
variance of HA, or in FP.

In DomCol, PD, and WL Nash is not affected in argywy the key features, while in
noNe no effect is produced by the variance of HA.

Action Sampling often coincides with one of the gaash Equilibria. Interestingly, it

never changes due to the modification of the fpoaht except in the noNe. Furthermore,
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in both DomCol and noNe Action Sampling equilibriisrthe same independently of the
variance of HA.

Payoff Sampling clearly performs better than eittNash or Action Sampling. In
DomCol and noNe even small changes in payoffs aftebut in both PD and WL the
focal point is irrelevant. Nonetheless, the estemadre not precise, and the differences
between estimated and observed frequencies sonsetixeceed 20%.

Cognitive Hierarchy is clearly one of the bestrastiors, but it is disappointing to notice
that in noNe and PD its predictions are not infeezhby the key features. Moreover, in
DomCol and WL the predictions are not affectedng way by the presence or absence
of the focal point.

Of all the stationary concepts, QRE seems to bébdis¢ estimator. It always takes into
account payoff variance, and in DomCol and noNe tis focal point.

Figure 3.7 shows MSD scores for stationary concepid the uniformly distributed
random choice model. Since in several games Nashdad more than one prediction, |
chose the one closest to the observed frequerdaetheless, results show that NE is

the worst predictor.
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Fig. 3.7: Overall mean squared distances of fiveaionary concepts

60



The figure confirms my previous observations. Thisre clear-cut difference in the
accuracy of fit: Nash equilibrium and Action Samgliequilibrium perform poorly,
whereas Payoff Sampling, Cognitive Hierarchy, anBEQperform clearly better.
Random choice falls between the two groups, oubp@ifig Nash and Action Sampling.
However, observed frequencies get seldom clodeet®®%, indicating that the estimates
of the Random model are far from predictive and tisaperformance is just a statistical
artifact.

Differences in performances were tested by a tweebi-test | compared the observed
frequencies for the first row with the estimatestloé stationary concepts and of the
uniformly distributed random choice model.

The statistical analysis confirms the results: BRE and Cognitive Hierarchy performs
significantly better than Nash, random choice, Antion Sampling (g0.01). The third-
best model is Payoff Sampling, which performs eatban Nash and Action Sampling
(p=0.01) and random choice (p<0.1). Random choexopns better only than Nash
(p<0.11), whereas Nash and Action Sampling are statilt indistinguishable.
Concluding, as suggested by the analysis of agtgeghoices, Nash equilibrium
performs poorly and captures almost none of theceffof the descriptive features. Of all
the other stationary concepts analyzed, QRE isb#st estimator. This result is quite
interesting, as in previous studies (e.g., Selteh@hmura, 2008) QRE was the second-
worst performer, better only than Nash. With thatdiees | take into consideration, QRE

is able to capture even minute modifications, amgjaverreactions.

3.5 Conclusions

The aim of this research is to shed a new lighthenrole that descriptive features play
in agents’ perception of interactive situationsgd am the influence that these features
have on agents’ strategic behavior.

| show that initial behavior in normal form gameayrbe explained by a set of very
simple behavioral rules which eschew optimizatiod are triggered by the presence of
salient features: two of such features are a “fquaiht” and a strategy with high

expected value and low variance.

’Similar results were obtained with a two-sided \&on signed rank test.
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More specifically, | show that the attractive powéifocal points extends to asymmetric
games and non-equilibrium outcomes, and identify attributes (“payoff symmetry”
and “payoff magnitude”) which, when jointly preseate the two factors most frequently
responsible for making an outcome focal.

| also show that the presence of a strategy wigh kpected value and low variance (a
“safe”, attractive strategy) is a strong choiceaatior.

Together, the strategy yielding the focal point dhd safe strategy explain most of
players’ choices. Subjects treat formally equivalgames differently when they differ
with respect to descriptive features.

Analysis of response times shows that matrices faitlal points are faster to process
than matrices without them, and that there is actlirelationship between the variance
level of the HA strategy and average response times

Lastly, | explore the predictive power of Nash diguum and other non-standard
stationary concepts: QRE performs best, followed dmognitive hierarchy, payoff
sampling equilibrium, random choice, action sangpliand Nash equilibrium. None of
the stationary concepts considered, despite tliéaridg ability to capture the data, can

fully reproduce the magnitude of feature-based ghain behavior.

On the whole, the results obtained deserve a daapestigation. Even though when
observing games as a whole the effects are cldem &nalyzing games one by one these
effects often disappear. For example, only in fout of twelve cases the difference
between the version with or without FP of the sanarix was significantly different
(see Table 3.2).

Similarly, in only two out of six cases the difface between HA low variance and HA
high variance was significant (see Table 3.3).

While in this experiment trends are clearly visja®t much can be added looking at
single games. In my opinion, this is due to thathtions of using 2x2 matrices, where
more strategies collapse in the same action, anerevpayoffs can be just slightly
modified without altering the game strategic stinet

For the same reason, even if this experiment shiosatsmanipulating descriptive features
triggers different behavior in strategically ideali games, it does not allow me to

investigate whether different games sharing theeséaatures are perceived or not as
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similar.

At this stage the research can be extended in ixgotobns: the first is investigating 2x2

games but focusing on one key feature at a tinee sdtond is studying more features
simultaneously in 3x3 games.

Focusing on one feature in 2x2 games would solegptbblems related to having more
strategies in the same row, but it would still atbbw me for proper manipulations of the
payoffs. | therefore decided to run a new experimesing 3x3 games. In this way |

obtained much clearer results and | was able tesiiyate the effects of descriptive

features on similarity perception across games.
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Chapter 4 — Testing Feature-Based Choice and Simiigy
Perception in 3x3 Games in Normal Forr

4.1 Introduction

The experiment presented in Chapter 3 and run @ith normal form games, lead to
interesting results, suggesting the lines for ¢ghiezmrand more systematic investigation of
my research questions about the role of descrifgaeires as drivers of choice behavior.
Focal Points as | defined them in Section 3.4.&ns® exert an attraction independently
from the equilibrium structure of the game. Howeversome games this attractiveness
is limited, most probably overwhelmed by the effeat equilibrium and HA strategies.
Similarly, the strategy giving the highest expectatue (HA) looks preferred when it
provides a payoff that is not particularly high lsaffe, than in those cases in which the
payoff is higher but also riskier. This result lee®n obtained in all the games observed,
but with different magnitudes.

In order to obtain stronger insights, | ran a secemperiment using two-person 3x3
normal form games. The use of 3x3 matrices allowedto keep separated the three
different strategies of interest: EQ, HA, FP. Mprecisely, since | am interested in the
effect produced by two specific descriptive feasufihe presence or absence of a focal
point, and the role played by the variance in ttratsgy giving the highest average
payoff) on the frequency of equilibrium choicesg tise of 3x3 matrices allowed me to
assign to each row either one of these featurgbeoequilibrium strategy.

With this experimental design | obtained much ®&eaesults than those of Chapter 3,
and | was also able to investigate the issue oflaiity perception across games, driven
by the presence of descriptive features.

In this experiment, | also introduced an analydisndividual behavior following the
approach presented in Costa-Gomes et al. (2001)daiy showed that the model is not

able to capture the dynamics due to the manipulatidhe descriptive features.

8 A paper co-authored with Giovanna Devetag andeetily submitted has been based on the experiments
and results discussed in this chapter
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In this experiment, | used 30 3x3 games in normahfbelonging to five well-known
game types. Four of them were games strategicadéigitical to those used in the first
experiment. The fifth is a game with a unique pateategy Nash equilibrium, not
solvable through the iterated elimination of donhébstrategies.

For each of these games, | created six differersimes by manipulating the two features
of interest.

This new experiment not only confirmed the resalttained in the first experiment, but
provided also new evidences supporting my hypothe®a the one hand, the results
strongly support the conjecture that descriptivatifees have a major role in the
perception of similarity, overriding the effect tife equilibrium structure of the game.
Therefore games that are strategically different, #hat share the same descriptive
features, trigger similar behaviors. On the othand) games that are strategically

identical, but that are descriptively different uo@ agents to behave differently.

The rest of the chapter is organized as followstige 4.2 describes in detail the matrices
used in the experiment; section 4.3 summarizes elkperimental design, its

implementation, and my hypothesis. This section kel brief since just minor changes
were made to the procedure used in the previousrement. Section 4 illustrates the
results: first the aggregate analysis (sectionsl4a#d 4.4.2), then individual response
times (section 4.4.3). In section 4.4 data areyaedl according to five non-standard
equilibrium concepts (Nash, QRE, Payoff Samplingtiegn Sampling and Cognitive

Hierarchy), while in section 4.4.5 | analyze indiwal behavior using the model

proposed by Costa-Gomes et al. (2001). Sectiooahbludes.

4.2 The games

The payoff matrices used in the experiment aredigt Table 4.1.
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HA low var HA middle var HA high var
C1l c2 C3 C1l c2 C3 C1 c2 C3
R1 352( 3522t 35,3( HA R1 60,2 20,28 25,3( HA R1 80,2 10,2t 15,3( HA
i R2 55f 80,8( 5,8t FF R2 55 80,8 58t FF R2 55f 80,8C 5.8t FF
R3  10,2( 10,1t 40,25’ EQ R3 10,2 10,1t 40,25 EQ R3 10,2 10,1¢ 40,25’ EQ
g FP  EQ/HA FP  EQ/HA FP  EQ/HA
g C1l c2 C3 C1l c2 C3 C1 c2 C3
a
R1  352( 352f 35,3( HA R1 60,2 20,28 25,3( HA R1 80,2 10,28 15,3( HA
& R2 556t 50,28 5,8t FF R2 558 50,28 58t FF R2 556t 50,28 58t FF
= R3  10,2( 10,1t 40,25’ EQ R3 10,2 10,1t 40,25 EQ R3 10,2 10,1t 40,25’ EQ
XFP  EQ/HA XFP  EQ/HA XFP  EQ/HA
C1 Cc2 C3 C1 Cc2 C3 C1 Cc2 C3
R1 351t 352( 35,3( HA R1 551t 252( 25,3( HA R1  751f 152 15,3( HA
i R2 5,48 757¢  10,8( FF R2 5,4t 757 10,8( FF R2 5,4t 757t 10,8( FF
R3 153t 52t 40,2( QES R3 153t 52t 40,2 QES R3 153t 52t 40,2( QES
° FP  QES/HA FP  QES/HA FP  QES/HA
z
e C1l c2 C3 C1l c2 C3 C1 c2 C3
R1 351t 352( 35,3( HA R1 551t 252( 25,3( HA R1 751t 152 15,3( HA
i R2 54t 50,2¢ 10,8 XFF R2 54t 50,28 10,8( XFP R2 54t 50,28 10,8( XFP
= R3 153t 52& 40,2 QES R3 153t 528 40, QES R3 153t 52t 40,2( QES
XFP  QES/HA XFP  QES/HA XFP  QES/HA
C1 Cc2 C3 C1 c2 C3 C1 c2 C3
R1  351C 35,1t 35,1( HA R1  551C 251f 251( HA R1 70,1C 20,1f 15,1C HA
& R2 10,5C 70,7C 5,7¢ FF R2  10,5C 70,7C 57% FF R2 10,5 70,7 5,7t FF
R3 51C 10, 40,15 EQ R3 51C 10, 40,15 EQ R3 51C 10, 40,15 EQ
2 FP  EQ/HA FP  EQ/HA FP  EQ/HA
g C1 c2 C3 C1 c2 C3 C1 c2 C3
=)
R1  351C 35,1t 35,1( HA R1  551C 251t 25/1( HA R1  70,1C 20,1¢ 15,1C HA
& R2 10,5 50,28 5,7¢ XFP R2 10,5( 50,28 5,7 XFP R2 10,5 50,28 5,7t XFP
= R3 51C 10, 40,15 EQ R3 51C 10,f 40,15’ EQ R3 51C 10, 40,15 EQ
XFP  EQ/HA XFP  EQ/HA XFP  EQ/HA
C1 Cc2 C3 C1 c2 C3 C1 c2 C3
R1 351C 35t 3535 EQ/MHA| R1 251C 60%f 20,200 EQ/HA| R1 151C 80fF 10,10’ EQ/HA
& R2 10,3t 3535 5,3t FF R2 10,3t 353t 5,6C FF R2 10,3t 353t 58C FF
R3 15,1¢ 351( 10,3t DOM R3 15,1 351( 10,2¢ DOM R3 15,15 35,1C 10,15’ DOM
FP  EQ/HA FP  EQ/HA FP  EQ/HA
o
o C1 c2 C3 C1l c2 C3 C1 c2 C3
R1 351C 35t 3535 EQ/MHA| R1 251C 60%f 20,200 EQ/HA| R1 151C 80fF 10,10’ EQ/HA
& R2 10,3t 352f 5,3t XFP R2 10,3t 352¢ 5,6C XFP R2 10,3t 352f 5,8 XFP
= R3  15,1f 35,1C 10,3t DOM R3 15,1t 351C 10,28 DOM R3 15,15’ 35,1C 10,15’ DOM
XFP  EQ/HA XFP  EQ/HA XFP  EQ/HA
C1l c2 C3 C1l c2 C3 C1 c2 C3
R1 60,60° 354t 53¢ FF R1 60,60° 354t 53t FF R1 60,60 354t 5735 FF
i R2 453t 4545 353t HA R2 50,3t 50,50 20,3t HA R2 60,3t 60,60° 5,3t HA
R3 35 353t 3535 COS R3 35 353t 3535 CO< R3 35 353t 3535 COS
FP HA COSs FP HA COs FP HA CcOoSs
—
2 C1 Cc2 C3 C1 Cc2 C3 C1 c2 C3
R1 353t 4545 453t HA R2 20,3t 50,50 50,3t HA R2 5,3t 60,60 60,3t HA
& R2 53t 354t 60,60° XFP R2 53t 354t 60,60° XFP R2 53t 354t 60,60° XFP
= R3 3535 353t 35¢% COos< R3 3535 353t 35FE COs< R3 3535’ 353t 35°% COs<
COS HA XFP COos HA XFP COos HA XFP

Table 4.1: Summary of all experimentally investigagd games, grouped by type of game, level of HA

variance, and presence of FP. * : pure strategy NasEquilibria
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The labels for the strategies used from now on &€ for the equilibrium strategy, FP

for the strategy leading to the FP, XFP for thategy in which the Focal Point has been
removed, and HA for the strategy with the highestrage payoff. COS is a strategy
which gives a constant payoff (present only in Wi game) and DOM is a dominated

(albeit weakly) strategy. Lastly, QES is a quasiilgrium strategy, in the sense

explained in sections 4.2.1 and 4.4 (see discussiogsults).

| selected 5 3x3 game types and, as | did in thpe®xent presented in Section 3.2, |
created 6 versions of each game. In some casesNastv equilibria emerged, but the
original ones were maintained.

The base games were the same presented in theysesperiment, with the addition of
a new one: a game with a single pure strategy Eagsiilibrium not solvable through the
iterated elimination of dominated strategies (UrkgN

In all games, | was able to keep apart the stravagythe highest average payoff (HA)
and the strategy leading to the Focal Point (FR)DoémCol, noNe, and UnigNe the
strategies HA, FP, and EQ lie each in a separate lvat in the PD game strategies HA
and EQ collapse in row 1 (R1).

With this 3x3 version of the WL, strategies HA aRB are kept separate, but a pure
strategy Nash equilibrium is present in each rdwerdfore EQ will not be analyzed for
that specific game.

As before, the different versions of HA were crdateeping unaltered the average
payoff in the row, but with different levels of vance.

The FP in this experiment is slightly differenthae it is located in the cell at the center
of the matrix (R2,C2). In the WL, where three cedstaining symmetric payoffs were
present, all symmetric cells were positioned altmg main diagonal, ordered from the
one containing the highest payoff (R1,C1) to the a@ontaining the lowest payoff
(R3,C3).

My analysis focuses almost entirely on the behasfdhe row players; therefore, unless
otherwise specified, any description of results sindtegies will be from the row player's
perspective.

Again, | identify each matrix by the acronym idéyitig the game type, and by two

acronyms identifying its features. So “FP” indicag matrix with a focal point, while
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“XFP” a matrix without focal point. “L”, “M” and “H correspond to the three levels of
variance of the strategy with the highest payofisu

Also in this case, | created the different versiohthe same game modifying as little as
possible the base game. For example matrices DorR@€oL and DomCol_XFP_L
differ only for the (R2,C2) cell.

Except in one matrix (WL_FP_L), the average payafffthe HA strategy was kept
unchanged in the different versions of the sameegand only the payoff distribution
was modified so as to change the value of payafanae.

In all but the WL game, FP was removed breakingytametry. In the case of the WL,
this was not possible without altering the gameicstre, so | obtained the matrices
without FP by moving the FP from the top-left cg#l1,C1) to a less “focal” position
(R2,C3).

With the exception of the WL, the location of eathategy was kept unchanged in the
different versions, so to avoid spurious effects tluthe position in the matrix.

4.2.1 The Games in detail

In DomCol, C3 is a strictly dominant strategy foetcolumn player. The best response
for the row player is R3. Therefore, (R3,C3) is timey pure strategy Nash equilibrium of
the game.

In noNe (as the name suggests) there are no pategt Nash equilibria. Nonetheless,
(R3,C3) is labeled as QES - quasi equilibrium stygt This definition refers to a specific
literature on similarity perception (Rubinstein,889 Leland, 1994, 2006) according to
which two outcomes that are “sufficiently closegmi be perceived as identical. In this
case, C3 is a dominant choice in 2 out of 3 caRésahd R2), while in the last row is not
“much worse” than the other options. | suggest tiexh the strategy might be perceived
in its complex as dominant. Under this hypotheRi3,is the best response to a player
choosing C3, therefore (R3,C3) is a quasi-equuitri Analysis of both row and column
players’ behavior supports this hypothesis.

In UnigNe, there is a unique pure strategy Naslhlibgum in (R3,C3), non reachable

through iterated elimination of dominated stratsgie
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In all these three games, R1 corresponds to thestrbegy, while R2 to the FP (or the
XFP) strategy. XFP is obtained by breaking the sgtnynof the payoffs, but also
reducing the payoff magnitude (as it will be ddsed in detail when discussing
Hypothesis 4). In HA_FP_H, the highest payoff fbe trow player is identical to the
payoff at the focal point.

In the PD, EQ and HA strategies coincides to R1,i&Pcated in R2, while R3 is a
strategy that is weakly dominated by EQ. In PD_FRw pure-strategy Nash equilibria
are present, one in EQ and the other in FP; ithalbther matrices there is only one pure
strategy Nash equilibrium in EQ. The magnitudeha EP in this game is considerably
smaller than that of the games previously discusaed XFP was obtained reducing
slightly the magnitude of the payoff of the row yda As it will be presented when
discussing Hypothesis 4, a moderate payoff mageitactates a FP with a limited
attractive power, while an XFP closely similar toetoriginal FP induces similar
behaviors.

In the WL each row has a pure strategy Nash equuitiy therefore in this game the EQ
strategy is not taken into consideration. Sinogas not possible to break the symmetry
of the FP without altering the structure of the garcreated the matrices without FP
simply reallocating the rows in order to have nmsyetric cells on the main diagonal. In
WL_XFP_L this was not perfectly possible and thp-ligft cell is actually symmetric,
but according to the definition of FP it is not satered strongly focal, since it lacks of
both Pareto efficiency and payoff magnitude.

In WL_FP action R1 corresponds to strategy FP,qR&rategy HA, and R3 to a strategy
giving a constant payoff (COS). Since in WL_XFP tbe/s have been reallocated, R1
corresponds to strategy HA, R2 to strategy XFP,RBdo a strategy COS.

4.3 Experimental design and behavioral hypotheses

4.3.1 Experimental design and implementation

The experiment was run in exactly the same contitias the experiment with 2x2
matrices, therefore | will present here only sorasidinformation, remanding to Chapter

3, section 3.1, for further details.
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The experiment was conducted at the Computable Expetrimental Economics Lab
(CEEL) of the University of Trento, in 5 sessions1® subjects each. Of these 16
subjects, 12 were randomly assigned the role of ptayer and 4 the role of column
player, for a total of 60 observations for row @esyand 20 for column players. Roles
were kept fixed throughout the experiment.

Since also in this case my interest was on in&davior, subjects played the 30 matrices
in random order, being matched randomly at evemndowith a player of the opposite
role, and receiving no feedback until the end eféRkperiment.

The experiment was computerized, written in ther&eTlanguage (Fischbacher, 2007)
(see Figure 4.1 for a sample of the software iatax).

Periodo

1 di £ Tempo rimasto [seck 23

LE AZIONI DELL'ALTRO GIQCATORE

Codice matrice: 22 Colonna 1 Colonna 2 Colonna 3

Riga 1 (35,30) (35,5) (35,35)

Riga 2 (40,40) (40,35) (30,35)
LE TUE AZIONI

Riga3 (35,40) (50,50) (5.,35)

Scelgo la riga numero lIl

Fig. 4.1: Game interface(printed and presented to participants as an exampl of the type of

graphical interface they would face during the expeément)

At each round, subjects had to select their prefestrategy by typing the corresponding
row number in the small box at the bottom of theeen and pushing the “Continue”
button.

The final payment was again determined by the anésoof 3 matrices, randomly
selected.
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After the experimental session, subjects playedHb# and Laury lottery (Holt and
Laury, 2002), with real payments. Hence, playensllfpayments were the sum of their

earnings from the 3 matrices selected and theinwgs from the lottery.

4.3.2 Behavioral hypotheses

In this experiment, | will test the same hypothepessented in Chapter 3, with the
addition of two new ones. The first new hypothesiscalled “feature-based strong
similarity hypothesis” and is about the effect ofsdriptive features on similarity
perception among games with different strategiocstire. The second is included in

Hypothesis 7, extending it in the direction suggedty the results of the 2x2 experiment.

Hypothesis 1 (importance of FPfpr each game type and each variance level of HA,
choice distributions in matrices with FP differ rmo choice distributions in the

corresponding matrices without FP.

Hypothesis 2 (importance of FP and HA over)E®@hen the variance of HA is low,
strategies FP and HA capture the majority of chwicegames with a FP, and strategy

HA captures the majority of choices in games witreo&P.

Hypothesis 3 (effect of variancell other features remaining fixed, when theiaface of

HA increases, its share decreases.

Hypothesis 4 (nature of focaljtythe share of the FP strategy increases witmtimeber
of attributes defining a FP.

Attributes of FP:

1. payoff magnitude (“significantly” greater thather payoffs for the row player)
2 symmetry of payoffs

3. position of the cell
4

Pareto-efficiency
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Hypothesis 5 (feature-based weak similarity hypsifiea “key feature” has a similar
effect in strategically different games by infleerg choice behavior in the same

direction.

Hypothesis 6 (feature-based strong similarity hiapst3: all other features remaining
fixed, the choice distributions in matrices whicate atrategically different but similar
with respect to key features are closer - sta#ijic- than the choice distributions of

matrices which are strategically equivalent butedifvith respect to key features.

Hypothesis 7 (effect of key features on responsestimatrices with FP trigger intuitive
reasoning, whereas matrices without FP trigger yéical reasoning; this difference
appears in longer average response times for reatmgthout FP, other things being
equal. Furthermore, matrices with HA high variamegquire more cognitive effort and
are therefore longer to process than those witHddAvariance, ceteris paribus.

4.4. Results and Discussion

This Section is divided into four sub-sections:tire first | present an overview of
aggregate data and discuss each hypothesis. Isetend and third, | present the
response time analysis and the equilibrium analgsmarately; finally, in the fourth, |

investigate individual behavior using a main-streaodel.

4.4.1 Analysis of aggregate choices

A data overview is given in Figures 4.2 to 4.4. fedgure presents the observed
frequencies of a different row of the matrix, iretBO games. For easier understanding,
the six different versions of each game are groupgdther, and frequencies of FP and
XFP matrices are represented by different lines ¢eRtinuous line; XFP, dashed line).
Table 4.2 reports the experimentally investigatachgs, with specified the frequency of

each row.
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HA low var HA middle var HA high var
c1 c2 c3 c1 c2 c3 c1 c2 c3
R1 3520 3525 3530 459 HA R1 60,20 20,25 2530 279 HA R1 80,20 1025 1530 230 HA
a R2 555 8080 585 3gy FP R2 555 8080 585 429 FP R2 555 80,80 585 4304 FP
R3 10,20 10,15 40,25* 179, EQ R3 10,20 10,15 40,25* 3295, EQ R3 10,20 10,15 40,25* 3395 EQ
5 FP  EQ/HA FP  EQ/HA FP  EQ/HA
Q
£ c1 c2 c3 c1 c2 [ox] c1 c2 c3
o
R1 3520 3525 3530 ggy HA R1 60,20 20,25 2530 480, HA R1 80,20 10,25 1530 330 HA
& R2 555 5025 585 20 FP R2 555 5025 585 79 FP R2 555 50,25 585 5y FP
= R3 10,20 10,15 40,25 18y EQ R3 10,20 10,15 40,25* 450, EQ R3 10,20 10,15 40,25* gp95 EQ
XFP  EQ/HA XFP  EQ/HA XFP  EQ/HA
c1 c2 c3 c1 c2 c3 c1 c2 c3
R1 3515 3520 3530 59 HA R1 5515 2520 2530 379 HA R1 7515 1520 1530 200, HA
a R2 545 7575 10,80 329, FP R2 545 7575 10,80 5099 ~ FP R2 545 7575 10,80 5goy, FP
R3 1535 525 40,20 1795 QES | R3 1535 525 40,20 139 QES| R3 1535 525 40,20 200 QES
° FP  QES/HA FP  QES/HA FP  QES/HA
=z
2 c1 c2 c3 c1 c2 [ox] c1 c2 c3
R1 3515 3520 3530 739% HA R1 5515 2520 2530 530 HA R1 7515 1520 1530 530 HA
a R2 545 5025 1080 79, XFP | R2 545 5025 1080 79, XFP | R2 545 5025 10,80 o XFP
= R3 1535 525 40,20 209 QES| R3 1535 525 40,20 4095 QES| R3 1535 525 40,20 479, QES
XFP  QES/HA XFP  QES/HA XFP  QES/HA
c1 c2 c3 c1 c2 [ox] c1 c2 c3
R1 3510 3515 3510 439% HA R1 5510 2515 2510 280, HA R1 70,10 20,15 1510 200, HA
a R2 10,50 70,70 575 479  FP R2 10,50 70,70 575 459  FP R2 10,50 70,70 575 430, FP
R3 510 105 40,15% 109 EQ R3 510 105 40,15* 279 EQ R3 510 10,5 40,15% 3795 EQ
® FP  EQ/HA FP  EQ/HA FP  EQ/HA
P4
g c1 c2 c3 Cc1 c2 [ox] Cc1 c2 c3
R1 3510 3515 3510 759 HA R1 5510 2515 2510 ggoy, HA R1 70,10 20,15 1510 470 HA
& R2 1050 50,25 575 13y XFP | R2 10,50 50,25 575 39 XFP | R2 1050 50,25 575 120, XFP
= R3 510 105 40,15% 1295 EQ R3 510 10,5 40,15* 28y, EQ R3 510 10,5 40,15% 4295 EQ
XFP  EQ/HA XFP  EQ/HA XFP  EQ/HA
c1 c2 c3 c1 c2 c3 c1 c2 c3
R1 3510 355 3535* g7g, EQ/MHA| R1 2510 605 20,20* ggo, EQMHA| R1 1510 80,5 10,10* ggy, EQ/HA
a R2 10,35 3535* 535 109 FP R2 10,35 3535 560 179, FP R2 10,35 3535 580 100 FP
R3 1515 3510 10,35 30, DOM | R3 1515 3510 10,25 39 DOM | R3 1515* 3510 10,15%* 10y, DOM
FP  EQ/HA FP  EQ/HA FP  EQ/HA
o
o c1 c2 c3 c1 c2 c3 c1 c2 c3
R1 3510 355 3535% gpy, EQ/MHA| R1 2510 605 20,20* g79 EQ/MHA| R1 1510 80,5 10,10* ggy, EQ/HA
& R2 10,35 3525 535 gy XFP | R2 10,35 3525 560 59 XFP | R2 10,35 3525 580 10 XFP
= R3 1515 3510 10,35 30 DOM | R3 1515 3510 10,25 gy DOM | R3 1515* 3510 10,15% 220, DOM
XFP  EQ/HA XFP  EQ/HA XFP  EQ/HA
c1 c2 c3 c1 c2 [ox] Cc1 c2 c3
R1 60,60* 3545 535 579, FP R1 60,60* 3545 535 5gy, FP R1 60,60 3545 535 100, FP
a R2 4535 4545* 3535 4209, HA R2 50,35 50,50% 20,35 330, HA R2 60,35 60,60* 535 720, HA
R3 355 3535 3535 5, COS| R3 355 3535 3535 gy COS| R3 355 3535 3535* 18y, COS
FP HA  COSs FP HA  CcOs FP HA  cOs
p
= c1 c2 c3 c1 c2 c3 Cc1 c2 c3
R1 3535 4545* 4535 48y, HA R2 20,35 50,50* 50,35 380, HA R2 535 60,60 60,35 g50 HA
a R2 535 3545 60,60* 489, XFP | R2 535 3545 60,60* 5095 XFP | R2 535 3545 60,60* 120 XFP
x R3 3535* 3535 355 30, COS| R3 35353535 355 1295 COS| R3 3535*3535 355 9239 COS
COS HA  XFP COS HA  XFP COS HA  XFP

Table 4.2: Summary of all experimentally investigatd games, with specified the frequency of each

row. * : pure strategy Nash Equilibria
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Fig. 4.4: Observed frequencies of row 3 choices

Each figure shows two lines, one corresponds tacehfvequencies in games with FP

(FP, continuous line), and the other to choice deggties in games without FP (XFP,
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dashed line). Since in the versions of the WL gavitk and without FP the cells were
the same — only their position in the matrix waarged — Figures 4.2 to 4.4 group cells
of that game according to type, and not accordmghe row in which they were
positioned. Therefore Figure 4.2 presents WL fregies of HA strategies, Figure 4.3

those of FP strategies, and Figure 4.4 those of §&i@%&:gies.

At a first examination of the data choice frequenciook markedly different in the
various versions of the same game. Even more thathe 2x2 case, here the
manipulation of the descriptive features leadsrenthtic changes in strategic behavior.
The most impressive example is noNe_H where thguéecy of FP choices falls from
60% in the FP treatment, to O in the XFP treatment.

The effect of FP is striking, especially in gamesiol, noNe, and UnigNe.

It is also evident the downward trend of HA chojoebken the variance of the strategy
increases (see Figure 4.2). The WL games apparéathot to respect this trend, but it

will be shown later that this is just an experina¢m@irtifact.

The frequency of EQ choices as well, seems larglyenced by the manipulation of
the descriptive features. Even in a game as DontGat should not be affected by any
manipulation having a strictly dominant strategy doe of the players) the frequency of
equilibrium choices passes from less than 20% wdiefeatures are present, to more
than 60% when they are removed.

In all games, differences in the choice distribogioof matrices “FP, HA low var” and
"XFP, HA high var”- the two extreme casesare statistically significant at least at a p

level of 0.01, according to a chi-square test.

4.4.2 Discussion of the hypotheses

Hypothesis 1 (relevance of FP)
In the collected data, the share of FP choicesdways higher (and equal in only one
case) than that of XFP ones (see Figure 4.3). lenpaitwise comparisons of the choice

distributions using both a chi-square test ancharhial test.
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The reason why | used two tests is that they inyatst different Hypotheses, both of
interest for my research. The chi-square allowstmneompare the frequencies of two
matrices, and see whether | can reject the nulbthgsis of the distributions of the three
available strategies being equal. The binomiallegstme compare whether the observed
frequencies of FP choices are the same in twordiftamatrices.

How do the two test differ? Let's see an examplgpese that Game 1 has a 20%
frequency of row 1 choices, 40% of row 2, and 40%owv 3, while Game 2 has 20% of
row 1, 1% of row 2, and 79% of row 3. Suppose nbat 1 am interested in row 1, the
binomial test will not reject the hypothesis thag two distributions are similar, but the
chi-square will, since the frequencies of the thr@ss are pretty different in the two
games. In other words, the binomial test allowstongee the effect of FP on just the FP
strategy, while the chi-square allows me to seeetfexts of FP even on other strategies.
This distinction is necessary when studying masrigigger than 2x2.

The frequencies of FP, XFP and the correspondinglyes are listed in Table 4.3.

In the first three game categorieomCol, noNE and UnigNE the average difference
in share between FP and XFP is 38% and the conopassstatistically significant in all
9 pairs with p-value < 0.01, for both tests perfedn

Also in the PD games, the frequencies of XFP wesays smaller than or equal to the
corresponding frequencies of FP, but the differaacsatistically significant only in the
pair with HA medium variance (chi-square test, pse&0.1; binomial test, p-value<0.5,
one-tailed). There are at least two possible extians for that: first, and most
importantly, according to the attributes of Hypdise4, the FP in the PD game is weak;
consequently, the related strategy is chosen byrfenbjects than in any other game.
Second, the FP is eliminated by breaking the symymgith a minimal change in the
column player's payoff and no changes in the roayel's payoff; in this way, an
inattentive player could not notice the difference.

Also in WL, FP frequencies are higher than thos&IeP, although the differences are
not statistically significant. One reason (explomredepth when discussing Hypothesis 4)
is that XFP is obtained by simply shifting the gatisition without altering its content.

This change apparently does not affect cell fogalit

77



The frequency of WL HA high variance is obtaineddwynming the frequencies of FP
and HA, since - for structural reasons - two ideadtfocal points appear in that matrix,
one in each strategy.

To verify the overall effect of FP, | compared ttistributions of FP and XFP using a

binomial test (two-sided). The distributions difegnificantly wit p=0.

Matrix Freq. FP Freq. XFP P--value ) -P-value )
chi-square  binomial (one-tailed)
DomcCol HA low 38% 2% 0.00 0.00
DomCol HA middle 42% 7% 0.00 0.00
DomCol HA high 43% 5% 0.00 0.00
noNE HA low 32% 7% 0.00 0.00
noNE HA middle 50% 7% 0.00 0.00
noNE HA high 58% 0% 0.00 0.00
UnigNE HA low 47% 13% 0.00 0.00
UnigNE HA middle 45% 3% 0.00 0.00
UnigNE HA high 43% 12% 0.00 0.00
PD HA low 10% 5% 0.58 0.24
PD HA middle 17% 5% 0.07 0.04
PD HA high 10% 10% 0.20 0.50
WL HA low 57% 48% 0.60 0.46
WL HA middle 58% 50% 0.62 0.46
WL HA high 82% 77% 0.73 0.65

Table 4.3: Frequencies of FP and XFP choices forwoplayers, and corresponding p-values

As regards the importance of the focal point, aalysis of column players’ behavior is
particularly interesting.

The DomCol game presents a strictly dominant sisater the column player, whereas
both noNE and UnigNE present a strategy yieldirgghtyhest payoff in 2 out of 3 cells
and a slightly lower payoff in the third cell: hena large share of FP on the part of

column players indicates that its importance issaterable, in view of the available

78



alternatives. The frequencies of FP, XFP and of (theasi)-dominant strategies for
column players are listed in Table 4.4.

Matrix Freq. FP (EQ) Freq. XFP (EQ) _P'Value _
binomial (one-tailed)
DomCol HA low 30% (70%) 5% (95%) 0.05
DomCol HA middle 50% (50%) 0% (100%) 0.00
DomCol HA high 35% (65%) 5% (95%) 0.02
noNE HA low 25% (75%) 0% (100%) 0.03
noNE HA middle 45% (55%) 0% (100%) 0.00
noNE HA high 30% (70%) 5% (90%) 0.05
UnigNE HA low 60% (40%) 15% (70%) 0.00
UnigNE HA middle 45% (55%) 30% (70%) 0.26
UnigNE HA high 60% (40%) 25% (70%) 0.03

Table 4.4: Frequencies of FP and XFP choices for loonn players, and corresponding p-values

In brackets, frequencies of EQ and QES strategies icorresponding matrices

When the FP is present, 100% of column players saéd or the (quasi) EQ strategy,
and very few of them violate strict (or quasi) daamce when the focal point is absent,
as shown by the values of EQ shares for XFP; hgrlagers do seem to understand the
game and show compliance with the basic principfasdividual rationality. The choice

of the FP strategy by column players cannot theedfe attributed to error or confusion.

Since several strategies have frequency O, thesqiiare test cannot be applied. |
therefore used the binomial, one-tailed test. Nerage difference between FP and XFP

is 32.8%, and in all but one case it is significavith p-values< 0.05.
Altogether, results of both row and column playassfirm the hypothesis and show that,

when the difference between FP and XFP outcomewigent, the effect on subjects'

choice behavior is both quantitatively and statedty significant.
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Hypothesis 2 (importance of FP and HA over EQ)

The idea behind this hypothesis is that when soeyeféatures are present players will
be attracted to them more than to the equilibrismategy, becoming the corresponding
strategies “salient” and “obvious” solutions to ty@me. Once the features are removed
players are forced to reason more strategicallyiargbme cases are able to recognize
the equilibrium strategy.

Table 4.5 summarizes my findings regarding Hypagh2s

G Frequencies of FP + HA Frequencies of HA with
ame . .
low var low var in matrices XFP
DomCol 83% 80%
noNE 83% 73%
UnigNE 90% 75%
PD 97% 92%
WL 99% 48% (+48%)

Table 4.5: Observed frequencies of FP + HA choic@&s matrices with HA low var, and HA choices in

matrices with HA high var

As hypothesized, when both key features are st(BfRg HA with low variance), these
strategies capture the large majority of playetsdices. When FP is eliminated HA
increases its attractive power, leading to almlestdame frequencies as in the previous
case. The case of DomCol is emblematic, as in DdnKFo L only 17% of players
choose EQ even though it is the best response émlann player choosing a strictly
dominant strategy, and as in DomCol_XFP_L (wheren@B removed) HA is selected
by 80% of players.

Looking at Table 4.5, it is noteworthy that the &elbor in noNE follows a similar pattern
to that in DomCol and UnigNE, although noNE does imave any pure strategy Nash
equilibria.

This finding is consistent with the “similarity jgchent” approach (Rubinstein, 1988;
Leland, 1994, 2006); indeed, strategy C3 of noNEy rha considered as “almost-
dominant”, because it yields the highest payof? iout of 3 cases, and a not significantly

lower payoff in the third case. Since choosing &8e best response for a column player
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choosing an “almost-dominant” strategy, the acpoofile (R3, C3) may be considered
as a “quasi-equilibrium” in pure strategies. Thypdthesis is also supported by behavior
of column players, as the choice distributions ionfCol and noNE are very similar
(Table 4.4).

Data from the PD and WL games strongly support Hyigothesis: less than 5% of
players choose an action other than FP or HA, athan the PD games HA=EQ by
construction, and in the WL games the remainingtegy is weakly dominated.

The only case which is apparently contradictinthat of the WL_L game, in which 48%
of subjects choose HA and another 48% XFP. Howewvethe WL game, the XFP
outcome was created by simply moving the FP celtida the main diagonal, without
changing the payoffs. This shows that moving a &Pfom a central position does not
reduce its focality. For this reason, data shoedniberpreted as 96% of players choosing

HA+FP, in line with my hypothesis.

Hypothesis 3 (effect of variance)
In discussing this hypothesis, | first present tleults for games DomCol, noNE,
UnigNE and PD, and separately those for the WL garnable 4.6 reports data for the

first four games.

Matrices HA_ low HA r_niddle HA_high Chi-square Binomia_l test

variance variance variance test (one-tailed)
DomCol FP 45% 27% 23% 0.02 0.01
DomCol XFP 80% 48% 43% 0.00 0.00
NoNE FP 52% 37% 20% 0.01 0.00
NoNE XFP 73% 53% 53% 0.00 0.02
UnigNE FP 43% 28% 20% 0.00 0.00
UnigNE XFP 75% 68% 47% 0.00 0.00
PD FP 87% 80% 80% 0.34 0.23
PD XFP 92% 87% 68% 0.00 0.00

Table 4.6: Frequencies of HA choices for row playst and corresponding p-values obtained by

comparing low and high variance frequencies
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The table shows that the proportion of HA choicesrdases monotonically as the
variance of HA increases from low to high. In ohlyo cases it remains constant when
passing from medium to high (noNE without FP andviAt FP).

| tested differences between choice distributionsiatrices with HA-low variance and in
those with HA-high variance using the chi-square gne binomial one-tailed test.

For games DomCol, noNE, and UnigNE, both tests alevleat the differences are
statistically significant (§0.01; except in two cases, in which p=0.02). Disttions in
the PD games without FP are likewise significadifferent (p-value <0.01). That of the
PD game with FP is the only case in which the diffiee is not significant, although it
follows the same trend observed in the other games.

The case of the PD is particularly interesting,ceirHA corresponds to EQ by
construction and is weakly dominant. Here, incmegsihe payoff variance without
affecting its dominance induces a shift in behgvmaking subjects find less appealing
the equilibrium choice in comparison with the othero available strategies (that
remained unchanged).

On average, the frequency of HA passes from 68%menlow variance case, to 43%
when the variance is high.

A different approach must be used for analyzing dathe WL game. Here, the effect of
variance cannot be observed directly, but it hdsetinferred from the proportion of COS
choices (COS is the strategy delivering a constaayoff). Due to equilibrium
constraints, while in low and middle variance nas, strategies HA and FP were
distinct, in the HA high var two focal points apped one in the FP strategy and another
in HA. Therefore, instead of testing whether insieg the variance of HA reduced its
share, | verified whether it increased the shar€0f. In the WL matrix with FP, the
frequency of COS strategy passes from 2% in theviawmatrix, to 8% in the middle var
matrix, to 18% in the high var matrix. Instead, Wi without FP, the frequency rises
from 3%, to 12%, to 23%. In both cases, chi-square binomial tests show that the
differences between low and high var matrices tatstically significant (p<0.01). Thus,

also in WL Hypothesis 3 is confirmed.
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Hypothesis 4 (nature of focality)

This hypothesis aims to measure the relative daution of a series of attributes on the
focality of an action profile. The attributes ah®$e considered in the experiment with
2x2 games. The attribute related to the positiothefcell has however to be adapted
when considering matrices with more than 2 acteraslable to each player.

As already studied in Warglien et al. (1999), iBx8 matrix the most salient cell is the
one located at the center of the matrix. For thativation, in this experiment on 3x3

games, | decided to consider (R2,C2) as the masi, finstead of the (R1,C1) one that
was considered the most focal in the 2x2 games.

The four attributes of a game outcome which | judgebe relevant in determining
focality are:

1. payoff magnitude (“significantly” greater thdretother payoffs)

2 symmetry of payoffs

3. position of the cell
4

Pareto-efficiency

“Payoff magnitude” refers to the magnitude of a ayoff, when compared with the
other payoffs the same player can get elsewher¢hén matrix. For example, in
DomCol_FP_L, the payoff of the focal point is “sifizantly” greater than the other
payoffs, giving 80 ECUs (Experimental Currency Whagainst 40 of the second-highest
payoff. Conversely, in the PD game, the payofflad focal point is not significantly
greater, as in PD_FP_L there are 4 other cellswban give the row player the same
payoff as the FP cell (35 ECUSs).

“Symmetry of payoffs” indicates that the payoffstbé two players are identical within
the cell.

“Position of the cell” refers to the position ofetleell in the matrix. The FP was always
located at the center of the matrix, except inWHegame, where (due to the presence of
three symmetric cells with increasing magnitudehsetric cells were positioned on the

main diagonal, with payoff magnitude decreasingnftbe left to the right.
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“Pareto Efficiency” (PE) indicates that it is naigsible to find a cell other than the focal
point in which at least one of the players obtanketter payoff without reducing the
payoff of the other one.

Strategies corresponding to the FP cell were bnilsuch a way that the possible
outcomes other than the FP were particularly uaetitre. In all games, one of the two
remaining cells gives the lowest possible payoffaw players, and in all games, except
the WL one, the remaining cell yields the secondelst payoff. In addition, one of these
two cells gives the highest possible payoff to ootuplayers; hence, a player should
avoid picking FP if he thinks that his opponentlwhoose the action corresponding to
the highest payoff (corresponding to the equilibristrategy for column players).

In these games, two types of FP were constructethd DomCol, noNE, UnigNE, and
WL games, FP satisfies the attributes of “payoffgmuude”, “symmetry of payoffs”,
“centrality of the cell”, and “PE”. In the PD gamd¥ satisfies “symmetry of payoffs”,
“centrality of the cell” and “PE”, but not “payofhagnitude”.

Three types of XFP outcomes were also construthedfirst is XFP for games DomCaol,
noNE, and UnigNE, obtained by breaking the symmefrpayoffs and reducing their
magnitude, so that the cell satisfies only theilatte of “centrality” and “PE”. The
second XFP is that of WL, which is obtained simbly shifting the strategies so as to
have all cells with symmetric payoffs outside thaimdiagonal. Therefore, this XFP
outcome satisfies the attributes of “payoff magmétly “symmetry of payoffs” and “PE”.
The last XFP type is that of the PD games, whicbhtained by simply reducing the
payoff of column players. Since both payoffs welready relatively small, the payoff
decrease in this case is slight. This XFP satistiestrality of the cell” and “PE” (in 2
out of 3 matrices).

Table 4.7 lists attributes and choice shares feample of payoff matrices. The data
clearly show that some of these attributes arenggortant source of focality whereas
others are not.

In the PD_FP_L game, the FP strategy is not pdatilyuattractive, being chosen only by
10% of players. As the difference with PD_XFP_Lnist large, | infer that the joint
presence of “symmetry of payoffs”, “centrality dfet cell” and “PE” is not sufficient to

trigger focality.
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Games DomCol, noNE, and UnigNE, can be analyzetdlypisince their FP and XFP
cells share the same attributes. The FP strateghhdse games is highly attractive,
reaching a share ranging from 32% to 47% in the l@w case. In addition, in all
versions, the differences between FP and XFP avayal significant, suggesting that
“symmetry of payoffs” and “payoff magnitude” (thétrédbutes removed in XFP) are a
key conditions for focality. On the other hand,c&irXFP is rarely selected, it seems that
“PE” and “centrality of the cell” are two attribi®f minor or no importance, as already
indicated by the PD data.

DomCol, noNE,
PD UnigNE WL PD |DomCol

FP
Strategy FP XFP _ XFP FP XFPlow| DOM mfg;e
(matrix) lowvar lowvar | Mdd® middle var oy var  var | low var

var var
Payoff X X X X
magnitude
Symmetry of X X X X X
payoff
Centrality ofcel X X X X X X
Pareto X X X X X X X
efficiency
Frequency 10% 5% 42% 7% 57% 489 3% 2%

Table 4.7: Attributes and choice frequencies for aample of cells

In WL, the FP has the strongest attractive powdihodigh in all versions of WL the

share of FP is always higher than that of XFP,difference is never significant, again
indicating that “centrality of the cell” plays a mar role in determining focality.

Lastly, | consider the separate effects of “symgnefrpayoffs” and “payoff magnitude”:

although the two attributes show considerable ctitre power when together, neither
seems to create a focal point when alone. In PD_XFBnly 3% of subjects chose
strategy DOM, although it contains a symmetric ¢alding an “acceptable” gain to
both players. Similarly, in DomCol_XFP_L, only 2%row players chose strategy XFP,

which yields the highest (although not symmetraingcompared with other matrix cells.
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Altogether, these results confirmed what observethe previous experiment with 2x2
games: cell focality in a non-symmetric game ismtyadue to the joint effect of “payoff
magnitude” and “symmetry of payoffs”, whereas “cality of the cell” and “PE” play a

minor role.

So far | have stated that the attractiveness oisRRIe to its structure, meaning that its
features make it a “natural” cooperative choicethe absence of communication or
feedback. An alternative explanation may be thatis-lehosen because it yields the
highest payoff sum (or joint-max). Fairness hasnbs@mmonly used to explain out-of-
equilibrium play, and behavioral models such ag tifaCosta-Gomes et al. (2001)
include an “Altruistic” type, who systematically tspfor the cell with the highest payoff
sum. In order to test whether players select Fledbas fairness motivations, | analyze
the relative attractiveness of the “fair” cell, mefd as the one with the highest payoff
sum.

In all games in which a FP is present, it alwaysegponds to the fair cell. However, in
PD_FP_L, PD_FP_H, and WL_FP_H, also another celtigithe same payoff sum as FP
(in strategies EQ/HA, EQ/HA, and HA). In all maggwith FP, the frequency of fair
strategies ranges from 32% to 87%. The only exoepis PD_FP_M, in which the
strategy leading to the only fair cell — FP — igyothosen by 17% of subjects, the first
evidence of the scarce importance of payoff surodilyas a criterion of choice

Let me now examine fair cells in matrices witho& Hhe cases of PD and WL are not
informative: in PD, fair cells are always selechgdthe EQ/HA strategy, and another fair
cell appears in XFP as well in PD_XFP_M and PD_XH#PIn the WL, the FP is not
really removed, but it is only shifted to a diffateposition and this change does not
affect its salience. | therefore analyze the cdggmes DomCol, noNE, and UnigNE. In
these games, XFP is the fair cell in 8 out of 9rioas, but the share of the corresponding
strategy ranges from 0% to a maximum of 7%, anchatrices with FP from 32% to
58%. This difference further supports the hypothdbat attractiveness of FP is not
related to being the cell with the highest payafins rather to the features mentioned
above.

In particular, the symmetry and magnitude of payoffake FP an “obvious” choice for

both, triggering spontaneous coordination. Clegrgyoff symmetry makes the FP a fair
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outcome by definition (as is the result of applythg “equality rule” which Mehta et al.,
1994, find as the most frequently used in a sefessignment games), but | argue that
subjects select it for reasons which have to db Bithelling salience or team reasoning
(Sugden, 1993; Mehta et al., 1994; Bacharach, 1829dsley et al, 2010): that is,
subjects choose it following cognitive processem @& those which are triggered by
equilibrium focal points in games of pure coordioat

Hypothesis 5 (feature-based weak similarity hypsit)e

The data presented until now show that Nash Egqiuhib cannot give account for
observed choice behavior.

For all game types, the difference in choice distiiobns between the matrix with all key
descriptive features and that without these featigalways significant, with a p-value
of less than 0.01, even though the equilibrium cttmes of the games remained
unaltered. More than this, the key descriptive ezt seem to affect all games in a
similar way.

A focal point (according to my definition) is onésuch features, capable of influencing
choices regardless of a game equilibrium structunave shown that, even when FP is a
strictly dominated strategy, it can still attracsignificant fraction of players' choices.
This effect was observed in several games, witferdiht equilibrium structures, both
symmetric and non-symmetric.

Another key feature which influences strategic védrais HA when it is perceived as a
“safe” option (low variance). Also in this case, Hiatermines similar effects in different
games, and the importance of the “safety” attribsteevealed by the emergence of an
inverse relationship between the proportion of etaychoosing HA and its variance

level.

Altogether, the results show that both FP and HAawae affect behavior in the same
direction, regardless of the game-theoretical pitogseof the strategic situation to hand.
Therefore, it may be hypothesized that strategicdifferent games are perceived as
similar when they share these key features, defimis similar games that trigger the
same strategic behavior in subjects.
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The next hypothesis goes further, pointing not dhby direction of the effects but also
their magnitude.

Hypothesis 6 (feature-based strong similarity hippsts)

It has been shown above that games with the samiébeigm structure which differ
only in key features lead to different choice disitions.

It has been also shown that (weak similarity hypsi$) both the key features of interest
in this research influence different games in trae way.

| submit now that games with different equilibrilgtructures but the same key features
lead to choice distributions that are statisticafiglistinguishable. This hypothesis has
been called “strong similarity” since it assumeattthe effect of the key features is

strong enough to hide the equilibrium structur¢hefgame.

) Binomial test, two-tailed Binomial test, two-tailed
Chi-square test
HA/no HA FP/no FP
noNE UnigNE PD noNE UnigNE  PD noNE UnigNE PD
DomCol 0.72 047  0.00 0.58 1.00 000 | 057 0.46 0.00
HA low var
P noNE 0.21 0.00 0.46  0.00 0.13 0.01
UnigNE 0.00 0.00 0.00
DomCol 0.05 0.83  0.00 0.01 1.00 0.00 | 046 0.85 0.00
HA middle var
Ep noNE 0.18  0.00 044  0.00 0.71 0.00
UnigNE 0.00 0.00 0.00
, DomCol 0.23 0.88  0.00 0.82 0.82 000 | 014 1.00 0.00
HA high var
P noNE 0.16  0.00 1.00  0.00 0.14 0.00
UnigNE 0.00 0.00 0.00
DomCol 0.36 0.04 0.02 0.52 0.66 0.12| 0.3( 0.04 0.61
HA low var
noNE 0.26 001 1.00 0.02 0.36 1.00
XFP _
UnigNE 0.05 0.03 0.21
DomCol 0.85 0.08 0.00 071 0.04 0.00 | 1.00 0.68 1.00
HA middle var
noNE 0.23 0.00 0.13  0.00 0.68 1.00
XFP _
UnigNE 0.02 0.03 1.00
DomCol 0.03 0.07 0.00 0.04 019 000 | 024 0.32 0.49
HA high var
noNE 0.02 0.00 0.58 0.13 0.02 0.04
XFP _
UnigNE 0.04 0.03 1.00

Table 4.8: Comparison of games with same key feates and different strategic structures. Shaded p-

values<0.1
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Table 4.8 lists p-values obtained by comparing gamigh the same key features and
different strategic structures, with p-values<Ohlded in gray. | omit WL because,
comparison-wise, its strategic structure is tofedgnt.

As shown in the previous hypotheses, frequenciffsrdsignificantly when the same
game type is compared with and without features.

Table 4.8 shows that, for games DomCol, noNE anidNI, in most of the comparisons
frequency distributions do not appear to be sigaittly different among games sharing
the same features. This suggests that playergegirebehavior is the same in situations
in which the game structure changes but featuesnaintained. This is a first important
indicator of the fact that features are more inilied for the decisional process than the

equilibrium strategy.

In further support to my hypothesis, it must beedothat the frequencies of DomcCaol,

noNE and UnigNE are all significantly different ¢acding to a chi-square test) from one

another only in the XFP_H case, when all features@moved and hence the real game
structure is more clearly visible.

These results may be interpreted in two ways: eithe features are so salient as to
prevent players from perceiving the strategic $tm&of a game, or players correctly

perceive a game strategic structure but base sdtrategic choices on other features (and
expect other players to do so as well).

Analysis of response times indicates that the éxgtlanation is more likely.

4.4.3 Analysis of response times and correlations

| now investigate the choice process with a diffiérapproach that has received new
attention in recent years: the analysis of resptinses (RT).
Figure 4.5 shows average response times, disadgcedy game class and matrix

version.
In Hypothesis 7 (effect of key features on respdimees), | claim that matrices with a

focal point trigger intuitive reasoning and heneguire a shorter RT than matrices

without a focal point, which are presumed to a¢&wenalytical reasoning.
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Nonetheless, the individual RT for matrices with iERBignificantly shorter than that for
matrices without FP, according to a paitedst (p<0.01, two-tailé§l Hence, these new
data support the hypothesis that matrices withogalf point require more cognitive
effort, as data of the previous experiment alreadgwed. The result is particularly
robust, considering that of all the subjects com®@d, many did not select the focal point
strategy, therefore it is reasonable to assumetlioae subjects employed the same type

of analytical reasoning in both games with and authFP.
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Fig. 4.5: Average response time in seconds, for damatrix

Also in this experiment, | observed an increased iglen the variance of the HA

strategy increases. The increasing pattern is-clean Figures 4.5 and 4.6, which shows
average RT when games are aggregated accordingriemee level. The figures show
that increasing the variance leads to large ineeasRT.

Average RT is 17.71 seconds in the low variances,c26.98 seconds in the middle
variance case, and 23.66 seconds in the high wa&riaase. Pairwise differences of
individual RT are significant according to a pairseb-tailedt-test (p=0 for all cases:

low var-middle var, low var-high var, and middleraragh var®).

Comparing the two “extreme” matrices (i.e., matieath focal point and low variance -

which should be the fastest to process - and neatrigthout focal point and with high

° The same result was obtained by a non-parametficoMéin signed rank test (p<0.01, two-sided).
19 The same result was obtained by a non-parameiitao¥én signed rank test (p=0, two-sided).
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variance - which should instead require the highegnitive effort), the difference in RT
is remarkable, increasing on average from 17.6trs#scto 24.27 seconds from the first
to the second groups. Also in this case, the diffees in individual RT are significant

(paired two-tailed-test test, p=0).

26.00

24.00

23.66

22.00

20.00 -

Response time (seconds)

18.00 -

16.00 - .

14.00

—x— Average ¢ HA, low var m  HA, middle var A HA, high var

Fig. 4.6: Average response time as a function of Hariance level

As Table 4.9 shows, no significant correlations evésund between individual RT,
degree of risk aversion, and either number of F&icels or number of HA choices.
Differently, a significant correlation was foundtiween individual response times and
number of EQ choices. The correlation coefficisnpasitive and is .272 (Spearman's rho
coeff., p=0.036, two-tailed) when choices from thmedified PD game (in which
EQ=HA) are included, and is .331 (Spearman's rheff¢op=0.01, two-tailed) when
choices from modified PD are excluded, leaving dplyre” EQ choices.

This finding shows that players who are more likilychoose the equilibrium strategy
take longer time to respond, as found by Kuo et24109). These correlation results also
indicate that choices of FP or HA generally deffincen imperfect or simplified strategic

reasoning, rather than beliefs in other playerationality. In fact, if the latter were the
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case, i.e., if players always correctly identiftb@ equilibrium strategy even when they
did not select it, | would not observe higher resgmtimes for EQ choosers.

Res_ponse H&L

Time
HA -0.174 -0.082
FP -0.107 0.028
EQ 0.272 0.226

Table 4.9: Correlations among the various types othoices, Response Time, and degree of risk

aversion (measured using the Holt & Laury test). Shded p.values0.05

4.4.4 Equilibrium analysis

In this section | investigate how five well knowtatsonary concepts fit my data, in order
to verify whether any of them is able to capture #ffects due to modification of key
descriptive features.

In this experiment the stationary concepts testedtl®e same discussed in Chapter 2:
Quantal Response Equilibrium (henceforth QRE; MeKgland Palfrey, 1995), Action
Sampling equilibrium (Selten and Chmura, 2008), iiibge Hierarchy (Camerer et al.,
2004), and Payoff Sampling equilibrium (Osborne Rudbinstein, 1998). Of these, only
Nash is non-parametric, whereas all the others bagdree parameter.

First, | calculated estimates with sample sizegirapfrom 1 to 10 for Action Sampling,
and (due to computability restrictions) from 1 téo® Payoff Sampling. | then compared
estimated and observed frequencies by the meamesdasiation (MSD) and found the
parameter value which minimizes it. The optimal pnsize parameter was 9 and 1 for,
respectively, Action and Payoff Sampling. | caltethQRE with values of lambda in the
interval 0.01-3, with steps of 0.01. For QRE, tlaegmeter value which best fitted the
data was 0.1. Given the complexity of calculatingEestimates with 3x3 matrices, |
used the software: GAMBIT (McKelvey et al., 201®or the Cognitive Hierarchy
model, the best-fitting parameter was 0.7 (estinoatitness for values of the parameter
ranging from 0.5 to 2, with steps of 0.1).

Figures 4.7, 4.8, and 4.9 show observed and egtihiegquencies, divided by row.
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(thin continuous line, with empty squares), Cognitie Hierarchy (dotted line with small x), Random

Choice (continuous horizontal line), Observed Fregencies (thick continuous line, with small
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Fig. 4.9: Observed and estimated frequencies for vo 3 choices.

Together with stationary concepts, | also incluteertandom choice model.

At a first glance it appears clearly that Nash Astlon Sampling perform poorly. They
generally underestimate the frequency strategy &Awell as that of FP. Instead, they
overestimate the frequency the equilibrium stratdgycept in the WL, Nash rarely
forecasts any choice corresponding to FP. Alsgeriterally does not capture the changes
in HA variance. An example is DomCol, where bottrshNand Action Sampling give the
same estimates in all six versions of the game.

Action Sampling often coincides with one of the gahMash Equilibria, and shows a
large responsiveness to changes in payoffs. Eventenimodifications can change the
expected frequency from 0 to 100%. This happensxample in the WL where, at each
variation of HA, the Action Sampling equilibrium icgides each time with a different
Nash equilibrium.

Cognitive hierarchy also performs poorly. Althoughktimates are closer to observed
values, the model does not capture the effectbafiges in features, and often maintains
the same estimates in different versions of the esayame. In particular, model

predictions are not affected in any way by the @mee or absence of a focal point.

94



Payoff Sampling performs better than either NasiAaron Sampling. It is affected by
small changes in payoffs, but shows a minor respensess to changes than Action
Sampling. Nonetheless, the quality of the fit i8l $dw, since in several cases the
estimates are far from the observed value, evemavitiscrepancy of more than 20%.

As in the 2x2 experiment, QRE seems to be thedstshator.

Figure 4.10 shows MSD scores for stationary corscapid the uniformly distributed
random choice model. Since in several games Ndshted more than one prediction, |
chose the one closest to the observed frequendmetheless, NE resulted the worst
predictor.

This figure is similar to the one obtained with 2ot&ta, except for the fact that in this
case Cognitive Hierarchy performs slightly worsantayoff Sampling.

Also in this experiment, Nash equilibrium and Aati®ampling equilibrium perform
poorly, whereas Cognitive Hierarchy, Payoff Sampland QRE perform significantly

better. Random choice falls again between the twaygs.
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Fig. 4.10: Overall mean squared distances of fiveaionary concepts
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Differences in performances were tested by a tweesi-test. | compared the observed
frequencies for each matrix row with the estimatkthe stationary concepts and of the
uniformly distributed random choice model.

The statistical analysis confirmed that QRE per®rsaignificantly better than Nash,
random choice, Action Sampling, Cognitive Hierarcfpr0) and Payoff Sampling
(p<0.1). The second-best model is Payoff Samplingclvigerforms better than Nash
and Action Sampling (p=0) and random choice (p=Pit not Cognitive Hierarchy.
Cognitive Hierarchy performs significantly bettdrabh Nash (p=0), Action Sampling
(p=0.01) and random {0©.1). Random choice performs better only than Nash.05),
whereas Nash and Action Sampling are statisticatlistinguishable.

4.4.5 Analysis of individual behavior

In this section | analyze individual behavior in rggmes following the approach in
Costa-Gomes et al. (2001), previously introduce&tahl and Wilson (1995).
Before starting the data analysis, | summarizéligribe article presenting the model.

Costa-Gomes, Crawford and Broseta, American EconomiReview, 2001

Costa-Gomes et al. (2001) is an experimental rekeaimed to investigate strategic
sophistications.

Experimental subjects had to play 18 games in niefonan, and were not given
feedback in order to avoid learning. The experimeas implemented using MouselLab,
a software that allows researchers to keep tradkefnformation search pattern other
than the final choices of agents. Here, | will jdscuss the results and the model related
to individual choice.

The authors identify nine types of strategic bebtigvthat they use in the model to
classify subjects. The “types”, which summarizeidenange of possible decision rules a
player can apply in a game, aAdtruistic (an agent aiming at the cell that maximizes the
sum of his own and his opponent’s payoHgssimistiqa maximin agent, choosing the

! Similar results were obtained with a two-sideddtion signed rank test.

96



strategy with the highest minimum payoffaive(an agent picking the strategy with the
highest average value, under the assumption tleabgponent’s choices are equally
likely), Optimistic (a player aiming at the highest payoff for hejseél? (an agent that
best responds to a Naive opponebt), (an agent that is able to single out a dominated
strategy to then assign equal probability to theaiaing choices of her opponeni)2
(an agent that does two rounds of iterated elironatof dominated strategies),
Equilibrium (an agent that selects equilibrium &gges), Sophisticatedan agent that
best responds to the probability distribution of bpponent’s decisions). Of the nine
types, just eight are actually used in the reseasaice two of them Naive and
Optimistig coincide in all the games.
The model presented in the paper is a mixture mib@elassumes a specific distribution
of types, and assigns to each type the probabidftyerror (trembling hand). The
distribution of types, as well as the probability error of each type, is estimated
according to a maximum likelihood, error-rate methth follows that this model has a
large number of parameters.
The log-likelihood function is the following:
InL(p,e|x) = ZN:In{i pk rl[l—(c—l)gk/C]XLc &, /c]Tc_ch} |

i=1 k=1 c=234
where T indicates the total number of games in which sttbjehoose among ¢ possible
decisions (in 11 games each subject could chodseebr 2 possible choices, in 6 games
among 3, and in 1 game among 4% &re the x choices that subject i made coherent
with type Kk, in games in which he had c possibl®iats;, p=(p,...pc) with
i pk =1denotes subjects’ common prior type probabilitiésd € = (&, ..., ) denotes
k=1
the types’ error rates.
With eight types, the model has 15 independentpeters.
The parameters estimated based on the strategiceshof agents (and not on the

information search pattern) in the baseline treatraee reported in Table 4.10.
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Naive

Altruistic  Pessimistic L L2 D1 D2 Equilibrium Sophisticate
Optimistic
Estimated frequenc 0% 0% 19.9% 34.4% 298% O 16.0% 0
Error rates 28.5% 23.3% 27.6% - 16.5%

Table 4.10: Parameters of types, estimated in Cpstaomes et al. (2001)

Similar estimates have been obtained for the dtkatments as well.

According to these results, subjects appear touiie gophisticated, since the majority of
them (all except the 20% acting naively) is ablegoognize the equilibrium strategy, or
at least to exert some sort of analysis of thetesjra structure of the game (locating a
dominant strategy, or taking into account a possii@havior of the opponent and best

respond do it).

The application of the model to my data

| first proceed by classifying each choice accaydima pre-defined set of strategic types
taken from Costa-Gomes et al. (2001).

According to this stream of literature, each ageglbngs to a strategic type only, and
never switches type throughout the course of theeement. This hypothesis is in clear
contrast with the hypotheses that drove my rese#nenefore | decided to test a new set
of types, which admit the possibility that agerttarmge their choices as a function of the
characteristics of the payoff matrix they face, docordance with a feature-based

approach.

Of the thirty payoff matrices used for my experimeseventeen had to be excluded
because more than one strategy belonged to the siaategic type. Although using all
thirty matrices would have generated a more refiestimation, my restricted sample
size is still close to that used in other studses(for example Stahl and Wilson, 1995).
Of the nine types presented in Costa-Gomes e2@01(), only four could be applied to
my games. Types D1, D2, and L2 always coincidedl &quilibrium, therefore | created
a unique type that groups them all, labeled “Efuiim”. Pessimistic and Naive
coincided as well, and | labeled the correspondypg “Pessimistic/Naive”. Also, | did
not include Sophisticated that was computationalisactable with 3x3 games. The four
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strategic types applied to the behavior of the rplayer are then: Altruistic,

Pessimistic/Naive, Optimistic, Equilibrium. For baaf them, the corresponding strategy
could be identified in each matrix. In a few cas#® same strategic behavior is
compatible with more than one type, therefore leehdp having more than thirteen

observations per subject.

The results of the estimations are as follows: %%y players are “Pessimistic/Naive”
(49% error), 24.5% “Equilibrium” (52% error), 24.4%ltruistic” (68% probability of
error), and less than 0.1% “Optimistic” (72.8% eyrdhe high error rates suggest that
these types are not suited to capture my data.

Further, the shares obtained through the maximukelitiood estimation differ
significantly from those in Costa-Gomes et al. (BOQAccording to their findings |
should have observed around 80 percent of “Equilibt, no “Altruistic’, and 20 per
cent of the remaining two types combined. Thikstg difference can be explained by
taking into account the game features.

The “Altruistic” and “Optimistic” types are the ognprescribing the selection of a Focal
Point strategy. “Altruistic” always selects the Bb®oint strategy, while “Optimistic”
does so in 2 out of 3 cases. As in the games itaddames et al. (2001) no Focal Points
were available, the difference in share of the féifitic” type seems to corroborate the
hypothesis that Focal Points are attractive.

Also the large frequency of “Pessimistic/Naive” égpcan be explained by the game
features. This type in fact always selects thetexgsawith the highest average payoff
(HA). In my matrices, strategy HA gives the highagerage payoff (Naive), being at the
same time the maximin strategy (Pessimistic). Itherefore perceived as a “safe”
strategy.

Type “Equilibrium” is less frequent than in Gostai@Ges et al. (2001), as in my games
the pure strategy Nash Equilibria were coincideith & dominant strategy for the row
player only in two out of thirteen matrices (copesding to the PD), as opposed to their
experiment in which a large part of the games hadriatly dominant strategy. Note,
incidentally, that whenever the equilibrium strategs strictly dominant, the
“Equilibrium” type by definition coincides with Ne&. More generally, it may be argued

— and could be object of future research — thatneher subjects select a dominant
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strategy, they do so not necessarily because #mgnize the dominance relation, but
because they select the strategy with the highgstated value.

The strategic types in Costa-Gomes et al. (2001¢ wet suitable to capture behavior in
my games, as they do not capture the effect ofgdrae features. Furthermore, their
behavioral model assumes that a player belongs¢otype only. My results strongly
suggest that strategic behavior is feature-depdéndaraspect that is not captured by any
model that assumes a distribution of relativelyamant decision rules in the population.

In order to try to capture feature-dependent bedravcreate three new types to be added
to “Optimistic”, “Naive”, “Altruistic”, and “Equilibrium”: “Focal-Equilibrium” (subjects
choose the Focal Point strategy when availablesantth to “Equilibrium® when FP is
not available), “Focal-Naive” (subjects choose Hirew available and switch to “Naive*”
when FP is not available), and “Naive-Equilibriurtsubjects choose HA when the
strategy is not too risky - when the variance is land middle - and switch to
“Equilibrium® when the variance is high).

| run again the estimation using the maximum ltketid method. Type frequencies and

error rates are summarized in Table 4.11.

Focal- Naive- . [ Focal- L .
Naive Equilibrium Naive Equilibrium Equilibrium Optimistic Altruistic
Estimated 37% 21% 18% 15% 6% 2% 1%
frequency
Error rates 48% 46% 22% 42% 51% 93% 24%

Table 4.11: frequencies and error rates of the neand old types

With the new types error rates are lower, althosigjhconsiderably high. The two most
frequent types take into account the possibilityaothange in the decision rule and
capture more than 50 per cent of subjects.

The “Naive-Equilibrium” subject is non-strategic &ha “safe” option is available, but
becomes strategic when no such option exists. Rerntwat this interpretation is

consistent with the analysis of response timesclvBhows that equilibrium choices take
a much longer time than FP or HA choices, on awerag

“Naive” and “Equilibrium” perform quite well; moreer, the frequency of the latter is
also close to that estimated in Costa-Gomes €2@01), despite a higher error rate in

my case.
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The types that admit the possibility to changetsgia behavior capture 64 per cent of
the experimental subjects, performing much belten the types that admit no variation.
The role of FP seems patrticularly relevant in scigjehat are not strategic. Moreover,
almost nobody is categorized in “Optimistic” andlttdistic”, supporting the idea that
the focality of a cell is not simply given by theepence of a high but asymmetric payoff
(which would have been captured by the “Optimistigie), nor that the attractiveness of
a cell with a high payoff sum lasts when the celot focal anymore (which would have
been captured by the “Altruistic” type).

The effect of the HA strategy is indeed remarkabtethe types that take it into account
(labeled as “Naive”) are the three most frequepésy

The individual analysis hence confirms the aggmegasults, namely: agents’ strategic
behavior is a function of a game features, (nonhbgwm) focal points have a strong
attractive power, and payoff variance plays an irtggd role in determining the
attractiveness of the strategy giving the highestage payoff.

4.5 Conclusions

This second experiment, run using 3x3 matricesficoa and brings further evidences in
support of my hypotheses.

Data show that cells that meet my definition of &ldeoint (symmetry of the payoffs and
payoff magnitude) exert a strong attractive powersubjects, being perceived as a
natural coordinative choice for subjects that havegossibility to communicate directly
or indirectly (subjects had no way to signal thetention and feedback was not given).
It is interesting to notice that these focal poirgsult salient even in non-symmetric
games, and that they don’'t have to be equilibridroiaes to hold. Cells that satisfy
symmetry of the payoffs and payoff magnitude areyspealing that they are perceived
as a coordination device even when a strictly damtistrategy is available.

The second result is the large effect that the fhbayariance plays in increasing the
appeal of the strategy giving the highest averaggofb. This result is of particular
relevance since reconsider the importance of tineetl1l” (or Naive) strategy. What data

show is that in order to be appealing, this styatess to give a high average payoff with
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a low variance, in other words the possible outctva® to be reasonably safe. When a
strategy has an high average payoff but the simgieomes are too different among each
other (let's say that one of them is particularighh but the other two are low) the
strategy is chosen much less than when it presaetsame expected payoff with a
certain — even if not too high — outcome (for exenphen the three possible outcomes
are not particularly high, but they are identical,the outcome is known regardless of the
other player’'s choice). This result sounds parédyl logic if considering one shot
games, where any process of learning does notplake and where each low payoff is
particularly harmful and cannot be compensatedigasquent trials.

Starting point of my research was the willingnessirtvestigate whether similarity
perception in games is related to the manipulatibdescriptive features, and whether
the presence of these features may overcome thet &ff the equilibrium structure. In
the experiment, subjects react in similar waysames with the same features, regardless
of their game-theoretical category, suggesting thiatilarity perception is indeed
triggered by these out of equilibrium features ntbisn by the real equilibrium structure.
Similarly, agents apply different strategies to gamwith the same equilibrium structure,
differing only by some descriptive features.

Analysis of response times supports my hypothesdesying that the presence of focal
points reduces the time needed to analyze a gathéarhoose a strategy, likewise the
increase of variance in the HA strategy producesenease in response time. In general,
it is possible to deduce that games with strongatures are easier to process.

Moreover, equilibrium choices take longer than otbeoices, indicating that out-of-
equilibrium choices are not due to beliefs in otpkyers' irrationality, but rather to the
use of simplified and/or incorrect mental repreagohs of the strategic situation to hand
(Devetag and Warglien, 2008).

As suggested in the first experiment, Nash equuifbrfits poorly the data, while of the
five stationary concepts taken into account (QREsH payoff sampling, action
sampling, cognitive hierarchy) the best in fittiregults QRE.

Lastly, individual data supports the results oladiin the aggregate analysis, since the
most commonly used “types” in which subjects artegarized — types that do not admit
change behavior — fits poorly the observed datati@nother hand, types that consider

the possibility of adapting strategic behavior adoty to changes in the key descriptive
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features, better fit my data.

Since in both the experiments presented | was fogusnly on the final choices of

agents, | decided to run a third experiment in otdeexplore subjects’ decision making
process through eye-tracking technique. This nepegment allowed me to discover a
strict relationship between the way a game is aeay(information search pattern) and

the strategic behavior of the subject (where withtegic behavior | define the subject’s
final choice).
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Chapter 5 — Investigating the decisional process hand the
strategic choices, using the eye-trackef

5.1 Introduction

Results presented in Chapter 3 and 4 suggest gsttsado not have a unique and
standard way to solve the interactive situatiorytfece, but rather that they have a
number of possible procedures and decide whicht@mg@ply according to the strategic
structure of the game and to its key descriptiaduies.

In this third experimental research, | move my rdtm from strategic behavior
(intended as the strategic choice of agents) taléoesional processes behind it.

In experimental economics, the study of agentsatsgic behavior in interactive
situations has received much attention. To openhilaek box of human strategic
thinking a new field of research has been developedhe last years, focusing
simultaneously on choices and on the decisionatgases that lead to them. These
processes have been investigated either from alogical point of view, through the
use of EEG and fMRI (functional Magnetic Resonar@@amerer et al., 2005; Kuo et al.,
2009) machines, or by tracking information searatigons.

Standard game theory does not make any assumptibow information is collected by
decision makers, but assumes that they are alol@ltct and process any available piece
of information relevant to the situation at handsérved differences in behavior (i.e.,
different strategies applied to the same interactituation) are often motivated as based
on different beliefs.

It is, however, possible that subjects that beldifferently in the same situation do so
because they collect information through a diffénaformation search pattern, maybe
even discarding some of the available pieces ofimétion. This would obviously affect
the mental representation of the situation, leatingdjfferent strategic behaviors.

To be able to discriminate among these possibldapapons and to understand the

relationship between choice process and strateghawor of subjects, Costa-Gomes et

12 A paper co-authored with Luca Polonio and Giovabesetag will be based on the experiments and
results discussed in this chapter
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al. (2001), Hristova and Grinberg (2005), Funakakt(2010), Knoepfle et al. (2010),
and other scholars have focused their attentiothenstudy of the information search

pattern.

In this third experiment, | study whether the kegnttires and the structure of the game
affect the information search pattern, and whetheranalysis of this pattern can be used
to predict the choices of agents. The main goahf research is to shed light on the
processes that lead to a choice, therefore | dedignd ran a third experiment using a
setup that allowed me to observe how the finalgexiis reached.

The main hypothesis is that the presence/absendee\offeatures activates different

choice processes and induces subjects to focusattiention on different subsets of the

decision matrix. This in turn leads to choices ttidfier according to the presence and
type of key features involved, as shown in the joev behavioral experiments. Hence, |

assume that the key features play a great rolaapisg subjects’ mental representation
of the strategic situation at hand and in influagdheir information processing mode, in

a way that will be better clarified in the sectidhat follow.

Subjects in my experiment played a sequence ofn{abrform) games that were

displayed on a computer monitor. During the expenman eye-tracker recorded every
1 millisecond subjects’ eye movements, mapping daealion and gaze on the currently
displayed matrix. This machinery allows the expeirter to know in detail which parts

of the matrix subjects were looking at during théormation search phase, in which
order, and for how long.

The advantage of the eye tracker over other metbgws developed for the same
purpose is that it gives subjects free accessyauaailable information. For example, an
alternative technique that is commonly used by arptal economists is MouselLab
(Costa-Gomes et al., 2001; Johnson et al., 200@¢c&Br et al., 2011). In a MouseLab
experiment, the relevant information (typically tgame matrix) is hidden behind an
opaqgue panel, and subjects can select one paheopdnel at a time by moving the
mouse pointer (or clicking) on it. Once selectddttpart of the panel will disappear
revealing the piece of information (usually the @#y behind it. The MouseLab

technique, despite its widespread use, may havedtherback of reducing to an

106



exclusively conscious decision a process that isposed by both conscious and
unconscious parts, besides introducing exogenosis ¢or information acquisition that
may have an important effect on agents’ decisipnatess. Moreover, since payoffs are
not shown simultaneously, memory issues are liteelye involved as well.

For these reasons, the MouselLab may not be the appsbpriate tool to capture the
processes that lead to choice (Knoepfle et al.920@ang et al., 2010; Glockner and
Herbold, 2011). Thus, | preferred to use the egekr in order to have the matrix fully
displayed on the screen, as in the experimentsiqugly described. With this
experimental setup, subjects could observe theimiair as long as necessary to take
their decision. No effort was required to acce$ésrmation and memory issues were cut

out.

This chapter is organized as follows: section 5t2sents the experimental design
(sections 5.2.1 and 5.2.2), the specific charasttesi of data collected with the eye-link
(section 5.2.3), and the behavioral hypotheses4pb.hh section 5.3, | compare choice
behavior observed in this experiment with that ol in the experiment described in
Chapter 4. In section 5.4, | analyze the data okup patterns (fixations, section 5.4.1;
saccades, section 5.4.2; preliminary analysis basdthal choices, section 5.4.3); while
in section 5.5 some correlations. Section 5.6 dises the results and section 5.7

concludes.

5.2 Games, experimental design, and behavioral preons

In this experiment, | used the same games of Exjai 2. In this way, | was able to test
the effects of very different experimental procesuon choice behavior. Once showed
that the experimental methodology has just a mimgact, | focused on the decisional
process behind the strategic behavior of agents.

For a summary of the matrices presented to theestshjsee Figure 4.2.
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5.2.1 Experimental design

The experiment was conducted at the EPL lab (Emperial Psychology Laboratory) of
the University of Trento.

Because of the peculiar characteristics of eye-éirgeriments (as well as of those run
with the fMRI), non-standard experimental procedurave been developed.

In Knoepfle et al. (2010), subjects participatethatexperiment in sessions of 6 subjects
each and only one (or two) of them was recorded thie eye-tracker. This subject was
taken in a different location, not to allow for amgeraction with the other participants.
He did not know for sure which information was po®d to the others, nor whether the
others participants were fictitious. The only infation he received came from the
experimenter.

In Kuo et al. (2009) the subject that was partitigain the fMRI session was paired
with another subject drawn randomly from a pool pafssible opponents, that had
participated in a separate, previously run, sessiothis experiment as well, subjects did
not see the other participants, nor had any céytaimat the session from which the
paired subject was drawn was run in the same dondiaind with the same information.
In my experiment, because of the structure of stpeemental lab and the fact that only
one eye-link machinery was available, each sultjadtto participate in the experiment
individually and was paired with another one thaswot playing simultaneously. Given
these constraints, | decided to use a new expetahéesign similar to the one of Kuo et
al. (2009).

As in Experiment 2, | was mainly interested in behavior of the row player. Therefore
| decided to collect data with the eye-link for r@layers only, and match them with
column players in Experiment 2. In this way, eaaW player was randomly paired with
a different opponent that had participated in aipres session of Experiment 2.

43 subjects were eye-tracked, all participatintharole of row player.

Before the experiment started, a printed copy efitistructions was given to the subject
and read aloud by the experimenter. Control questieere administered to assure that
the mechanism of the experiment was understoodtraéhslated instructions and control

questions are reported in Appendix D and B.
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Subjects were explicitly told that they would playthe role of row player, and that their
choices would be matched with those of other stbjgat had played before. The table
with the list of choices of 20 column players fdir3 games was quickly shown to the
subjects, in the attempt to make the final outcomtheir choices less artificial and more
credible.

It was specified that the payment would be caledlabased on the outcomes of 3
randomly selected games. Similarly, subjects knleat they would be paired with 3

different opponents, also randomly selected. Thehaism of selection — which | will

explain later on — was made explicit.

In this experiment, | used a head mounted, videsmthaeye tracker, model “EyeLink II”,
version 1.11. The software for the decision tasks wvritten in Matlab, using the
Psychophysical Toolbox version 2.5.4 and the Ey#<Liloolbox version 1.4.4 to
interface with the eye-tracker hardware.

After subjects had worn the headband and the canvegee calibrated, subjects played
four practice games. During the calibration procedthey were asked to fix nine points
located in different parts of the screen, to alline experimenter to record the current
eye and head position. The calibration was followgda validation phase, identical to
the calibration one, aimed to verify whether theorded positions were sufficiently
accurate. If necessary, both calibration and vabdavere repeated.

Before each matrix was shown, subjects had to fpoiat at the bottom of the screen,
located outside the area covered by the matrigrdeer to reduce as much as possible the
biases related to the starting fixation point. Mofsthe subjects moved directly from the
fixation point to the top left of the matrix, showi a natural tendency of analyzing
images with eye movements from left to right anohfrtop to bottom. This is most
probably a bias due to the western writing habit.

After the practice trials, thirty games were preednn three sessions of ten games each,
in order to give to the subjects the possibilitydake a short pause between the sessions,
and to re-calibrate the cameras if necessary. Tderan which the 30 matrices were

displayed was random and different for each subject
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Once the experiment was concluded, subjects hadrtplete a questionnaire analyzing
cognitive abilities, personality traits, and riskeasion. The translated questionnaire is

presented in Appendices E and C.

Participants were paired with a randomly selectpgooent and paid based on the
outcomes of three randomly selected games. Afterpbeting the questionnaire, subjects
were presented two urns: the first containing 3f$.t&ach corresponding to one of the
matrices played, the second containing 20 tags,f@neach possible opponent. It was
then asked them to draw 3 tags from each urn, deroto select the games and the
opponents.

The experiment lasted on average 1 hour, and teeage payment was 10 Euros (the

average payment was calibrated according to thdetnes of the EPL lab).

5.2.2 Implementation

As said, participants always played as row playlareach round, they had to select their
preferred strategy by pressing the keys “1”, “2";'&’, on the keyboard. Their hand was
positioned on the keys before calibrating the camand they had the chance to practice
before the beginning of the experiment. Each kayesponded to one of the row of the
matrix: key 1 to row 1, key 2 to row 2, key 3 taw8.

No feedback was given to the subjects until theadritle experiment.

In order not to increase pupil dilatation during #gxperiment, the matrix was designed
with white lines on a black background. Payoffs eveellow for the row player and red
for the column player.

Figure 5.1 shows a representation of the softwaterface. Since on printout the black
background makes the figure not so clear, | dectdegiresent here a modified copy of
the interface on a white background.

The real interface can be seen in Appendix F.
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Fig. 5.1: Game interface

| decided to present matrices as it is usually danewith both row and column players’
payoffs in the same matrix, rather than dividingnthinto two matrices - one with the
payoffs of the row player and another with thosett@ column player. This second
alternative has been used extensively in the tileeg Costa-Gomes et al., 2001; Hristova
and Grinberg, 2008; Knoepfle et al., 2010), butndfit unnatural and unnecessarily
complex. With payoffs divided into two matrices,ist not only extremely costly for
subjects to gather information about the opponeyoffs, but also more difficult to
understand and visualize the relationships amomg stinategies of the two players.
Moreover, the need to move the gaze continuousiy fone side of the screen to the
other creates a large amount of noise, making alee whclear and difficult to analyze.

In order to reduce noise as much as possible, inmEed the information displayed on
the monitor, keeping only the payoffs and elimingtianything else. For example, |
eliminated the tags with the names of rows and maohki It was straightforward for
subjects to understand and remember (once exp)aihatithe row actions are labeled
according to the order in which they are preseniéarefore the top row is “Row 1”
(corresponding to key 1), the middle one is “Row(@rresponding to key 2), while the
bottom one is “Row 3” (corresponding to key 3). Bamy, the left column is “Column

17, the central one is “Column 27, the right oné¢@olumn 3”.
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In addition, payoffs were positioned as far as fsdrom each other, with those of row
player and those of column player not on the same This made it easier to distinguish
saccades and fixations. For example, if both rod @iumn players’ payoffs lay on the
same latitude, a subject cannot observe the papbftee row player without passing
with his gaze on the column player's payoffs aslwéus increasing the noise in the
data.

To make the matrix even clearer, the two playeeg/gffs were presented in different

colors.

5.2.3 Eye-tracking data

At each round, subjects were presented with a 3 pgayoff matrix. In each matrix, |
defined 18 areas of interest (AOIs), one for eddh® 18 payoffs in the game.

Figure 5.2 shows the areas that have been useadgtioot the analysis, where the small
numbers in italic report the labels used to idgnghch AOI. The picture of a real
interface with AOIs can be seen in Appendix F.

Each cell contains two areas of interest: thedeé coincident with the payoff of the row
player, while the right one correspondent to thgoffaof the column player. The AOIs
of the row players are numbered from 1 to 9, whetkase of the column player from 10
to 18.

AOIs do not overlap, nor cover the whole area efrtratrix, but approximately half of it.
In this way, AOIs include only fixations and saceadwhose interpretation is not
ambiguous. | adopted round AOIs instead of the nused square ones (Hristova and
Grinberg, 2009; Knoepfle et al., 2009), since Irfdunore reasonable for an area to be
centered on the payoff and to include all pointhinia given distance from the center.
Even though a large part of the matrix was notudet! in the AOIs, the majority of both

fixations and saccades observed fell inside thesAOI
For each subject and round, the eye-tracking mactdgnorded three types of variables.

The first two are how many times (fixation countidafor how long (fixation time) a

subject fixed a point inside an AOI. Since thes® tvariables are usually strongly
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correlated, | will mostly refer to the first varl@bwhen analyzing the data (fixation
count).
The third variable is given by the number and tgpesaccades, that is eye-movements

from one AOI to the next.
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Fig. 5.2: Areas of interest with corresponding labls (in italic)
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Considering all possible pairs of AOIs and assuntirag each pair can be connected by
two saccades (one for each direction), the numbeaacades that could be observed is
high. Including the saccades within the same A®¢& possible saccades equals 324.
However, not all of them are informative for my pases, so | focused on a subset of
them, dividing the saccades of interest in logaatkgories that | will present in section
5.4.2.

5.2.4 Behavioral hypotheses

The experiment has two main purposes: first, testigate whether the presence/absence

of key features influences subjects lookup pattassvell as choices in systematic and
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predictable ways. Second, to test whether a caagfallysis of the lookup patterns can be
used to forecast the strategic behavior of agents.

| formulate the following research hypotheses:

Hypothesis 1 (sensitivity of fixations and saccaddse distribution of fixations and
saccades differs across games and is sensitivettotbe equilibrium strategy of the

game and the presence of key descriptive features

Hypothesis 2scarce relevance of equilibrium strategy) games in which strategies
HA, FP and EQ are distinct, the AOIs in EQ (or tedhato it) are less gazed at than AOls

of the other strategies

Hypothesis 3 (relevance of the FRiie presence of a FP increases the fixationseof th
AOls corresponding to the FP cell, as well as teguency of infra-cell saccades within
AOI

Hypothesis 4 (correlation between choices and lpgbatterns):players who select HA
focus on their own payoffs and are more prone @yae the game by row; players who
select FP are more prone to analyze the game byi.ee] they present more infracell
saccades) and pay more attention to the focal gleljers who select EQ are on average
more prone to a complete game analysis, exploriotp Iplayers’ payoffs through

different types of saccades (i.e., both by row/owiland infracell)

Hypothesis 5 (correlation between demographic aedsgnality scales, choices, and
lookup patterns)HA is perceived as a safe choice when its varigtev, therefore HA

choices and RPr saccades (i.e. Row Player obsemgngayoffs by row) are expected to
be positively correlated with risk aversion; chagsHA does not require to have any
belief about the behavior of the opponent, theeetdA could be negatively correlated
with working memory, short term memory, cognitiveflection, need for cognition,

premeditation, and math anxiety; since EQ choieegsiire a careful examination of the
game and to develop specific beliefs on the oppdmeerhavior, they are expected to be
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positively correlated with working memory, shortnte memory, cognitive reflection,
need for cognition, premeditation, and math anxiety

Hypothesis 1 is motivated by the fact that the Rasp Time analysis presented in
Chapters 3 and 4 has shown that more complex gaewgsre a longer time to be
studied, interpreted as a greater cognitive effémnilarly, | expect that fixations and
saccades can also be affected by the complexitheogame. Hypotheses 2 and 3 are
motivated by hypotheses 2 and 1 presented in Cisafteand 4, that discussed the
prominent importance of FP and HA strategies otrategies of equilibrium.

Hypothesis 4 is of key importance for this studgnjecturing that specific patterns of
information search can be used to predict agetisice behavior. Hypothesis 4 is also
important to discriminate between explanations fifequilibrium behavior based on
“strange” beliefs that players may form regardirgeit opponents’ behavior and
explanations based on the use of boundedly ratichalce heuristics that rely on
incomplete information processing patterns. In,fécthe first group of explanations is
correct, we should not, in principle, expect toegetany difference in subjects’ look up
patterns.

Hypothesis 5 tests whether strategic behaviorl&eae to cognitive capacities and innate
predispositions, consequently whether specific attaristics of the individual might be

used to predict his behavior.

5.3 Analysis of strategic behavior

| first present a brief analysis of aggregate obwiand response times (RT) and compare
these results with those of Experiment 2, in otdeassess the possible effects on choice
behavior of the different experimental methodolsgemployed. This is important in
order to verify the validity of results obtainedtlwithe eye-tracker. In fact, a major
debate concerning eye-tracking experiments regaels the ecological validity, due to
the unnatural situation in which subjects are askquhrticipate.

The analysis of aggregate choices shows that ba&hatbiserved in this context is not

significantly different from that observed duringctassical computerized behavioral
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experiment, therefore | can safely conclude that uke of non-standard experimental
techniques did not introduce any major confounds.

43 subjects participated in the experiment. Thrge-teacked observations had to be
discarded because the quality of the calibratios twa low. Therefore the subject pool is
composed by 43 subjects in the aggregate analysisbg 40 subjects in the lookup

pattern analysis.

5.3.1 Analysis of aggregate choices

| present here a summary of the aggregate resuttsput discussing their implications

for my hypotheses, but simply comparing them whtbse presented in Chapter 4.

A data overview is given in Figures 5.3 to 5.5.Uf&g5.3 reports frequencies of row 1
choices, Figure 5.4 those of row 2, and Figuretbdse of row 3. In each figure the
continuous line represents the frequencies in oegnwith FP, while the dashed those in

matrices without FP.

At a first glance, the data look similar to thosserved in Chapter 4. The differences in
the distribution of choices between matrices witkd avithout FP is evident, as well as
the effect due to the increase in the variancerafeggy HA.

A first statistical validation that results obtaihm the two experimental conditions are
similar comes from the comparison (chi-square testjveen choice distributions in the
FP_L and in the XFP_H version of each game. In @Grag, these differences were
statistically significant at the 1% level; hereyttare still always significant, even though

at the 5% level.
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Fig. 5.4: Observed frequencies of row 2 choices

1.00

DomCol DomCol DomCol noNe noNe noNe UnigNE UnigNE UnigNE  PD low
middle

PD  PDhigh WL low WL WL high
high middle middle

XFP

0.80 -

0.20 -

0.00

low middle high low middle high low

——FP—-m—-

Fig. 5.5: Observed frequencies of row 3 choices

DomCol DomCol DomCol noNe noNe noNe UnigNE UnigNE UnigNE  PD low
middle

PD  PDhigh WL low WL WL high
high middle middle

XFP

117



Table 5.1 reports the frequencies of FP (XFP)e&tiatn each matrix, and the p-values of
the pairwise comparisons of the choice distribigidohi-square test and one-tailed

binomial test).

Freq. FP Freq. XFP P_'Value , _P'Value _
chi-square  binomial (one-tailed)
DomCol HA low 37% 5% 0.01 0.00
DomCol HA middle 42% 7% 0.01 0.00
DomCol HA high 30% 12% 0.10 0.03
noNE HA low 40% 16% 0.01 0.01
noNE HA middle 35% 12% 0.01 0.01
noNE HA high 42% 14% 0.01 0.00
UnigNE HA low 49% 23% 0.04 0.01
UnigNE HA middle 30% 14% 0.16 0.06
UnigNE HA high 49% 23% 0.02 0.01
PD HA low 19% 9% 0.30 0.17
PD HA middle 30% 26% 0.70 0.40
PD HA high 37% 14% 0.05 0.01
WL HA low 33% 51% 0.50 0.82
WL HA middle 37% 47% 0.75 0.32
WL HA high 67% 2% 0.53 0.79

Table 5.1: Frequencies of FP and XFP choices forwoplayers, and corresponding p-values

As observed in Chapter 4, in all games except \Wé ftequency of FP strategy is higher
in matrices with a focal point than in those withduAccording to the binomial test, in
the games DomCol, noNe, and UnigNe, the differancehoice frequencies is always

significant with £0.05 (except in UnigNe_M where.1).
Figure 5.6 reports the frequencies of HA strategya function of the variance level.

The downward trend that | was expecting is obsercedfirming that the increase in

variance reduces the appeal of the HA strategy.
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5.3.2 Analysis of response times

Differences in response times measured in the rapédd experiment are surprisingly
more marked than those observed in Chapter 4.

Figure 5.7 shows clearly that RTs are much langgaimes without FP.

Less obvious is whether RTs are significantly d@fdcby the modification of HA

variance. Figure 5.8 suggests that indeed the BRE@ses as the variance of strategy HA
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Fig. 5.7: Average response time in seconds, for damatrix
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According to a paired t-test (two-tailed), the wmdual RT for matrices with FP is
significantly shorter than that for matrices withdétP (p=0). The same test shows also
that the RTs for matrices with HA low var are sfgrantly shorter than those with HA

high var (p=0).

Overall, this analysis confirms that this new expent has lead to the same results
observed in Chapter 4. This supports the hypothbasisexperiments run with the eye-
tracker are a valid alternative to the classic cot@mpbased experiments, in that the
results obtained with the former methods are Igrgemparable to those obtained using

the latter, more traditional methods.

5.4 Analysis of lookup patterns

In my analysis, | consider only fixations longeath100 milliseconds, which has been
proved a sufficient threshold to discriminate bedwdéxations and other ocular activities
(Manor and Gordon, 2003; Funaki et al., 2010). Hevel also analyzed data including

shorter fixations, obtaining the same results.
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5.4.1 Overview of the fixations

The numbers of fixations for each game were: 9&t8omCol, 9895 for noNe, 9640
for UnigNe, 9046 for PD, and 8473 for WL. It is irediate to see that different games
activate different levels of overall attention. Tweak link is the most intuitive game (the
one requiring less attention), whereas noNe iggdrae that requires the highest level of
attention. In general, games containing “intuitisglutions (PD, WL) are faster to be
processed than those that require the developnientmmre complex strategy (DomCol,

noNe, UnigNe).

Figure 5.9 shows the total number of fixations,jdld by game, by FP, and by level of
HA.
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Fig. 5.9: Total fixations divided by game, by FP, ad by HA level

This figure confirms the impression that more itt@ games require less observations
to be processed. What is new (and in line with niypdtheses and with the results
presented in Chapter 2 and 3) is that the levelntfitiveness is due to both the

equilibrium structure of the game and to the desiee features present.
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The distribution of fixations across games appeaskedly different. Some games
(DomCol, UnigNe, and PD) are particularly sensitiee the modifications of key
descriptive features, as shown by their fixationsreasing by 50% or more when
comparing FP_L and the XFP_H games. UnigNe seesssféature-sensitive and only a
slight increase in the number of fixations is olbedr while the fixations of WL are

almost constant across different versions.

Figure 5.10 shows the total fixations for each AOI.

In italic the labels of the AQOIs, in bold the rélat frequency of fixations within each
cell, while inside each circle the total frequemndyixations in that AOI. The area of the
circle is proportional to the number of fixations.

This figure provides an intuitive idea about thiatige importance of each AOI and of

each cell.
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Fig. 5.10: Total fixations by area of interest. Initalic the labels of the AOIs, in bold the relative

frequency of fixations within each cell
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A reasoning process consistent both with standardegtheory assumptions and with
equilibrium play would require a thorough analysit every AOIl and every cell.
However, an eyeball examination of the graph shinasthis is not the case.

The most looked at AOI is number 2, which corresisoio the row player’s payoff in the
cell immediately above the focal point. The sectwmd most looked AOIls are 5 and 14,
which correspond to the focal point cell.

Looking by column, for both players the least olsedrAQOIs are those on row 3. The
most observed row player's payoffs are instead éHaging on row 1, i.e., the row
corresponding in most cases to strategy HA. Instad@n looking at column player’s
payoffs, the most observed payoffs are those lagingow 2. This indicates that agents
consider strategy HA for themselves, and try atsartderstand whether the opponent is

likely to run the risks implicit in the choice oPEF

Looking at the fixations per cell, the FP cell (R22) is the most looked at. The second
most observed is (R1,C2), that is, the cell immedlfaabove the FP. A possible reason
for this interest is that this cell plays a keyerah matrices with FP, in suggesting a
possible state of uncertainty between strategy Hé sirategy FP. To a row player who
is unsure about which strategy to choose, this oelifact, represents a measure of
“regret”. In the case in which he chooses stratdgyand his opponent chooses strategy
FP, then the row player’s outcome will be the andOI 2, and he will perceive the loss
as the product of a “wrong” choice. This hypothesiplains also why the most fixed
AOl is in fact AOI 2.

Lastly, it clearly appears that the cells of thedtow are the least looked at, despite the

fact that in more than half of the matrices rono&esponds to the equilibrium strategy.

Figure 5.11 shows the boxplot of subjects’ relatregiuencies of fixations for each AOI.
In a boxplot all data are grouped in a single fegtitat summarizes their distribution. The
central “box” sides are drawn in correspondenctheffirst and third quartile, while the
line that can be seen inside the box representsnéidian (the second quatrtile). The
dashed line parting from the box connects the fitsrd) quartile with the minimum

(maximum) observed value. Outliers are represeasedbts laying outside the graph.
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Fig. 5.11: Boxplot of relative frequencies of fixabns by area of interest, for each subject.

This type of graphic gives a glimpse of the disttibn of fixations and indicates clearly
that subjects have a very different way to apprdhelgame, devoting different attention
to different AOIs.

Some AOIs show a similar distribution among sulgiete. AOI 16 is fixed from 0% to
5% of the times, presents a small variance, analutigers.

Other AOIs show instead a great variability: foample, AOI 5 (corresponding to the
row player’s payoff in the focal cell) is observiedm 3% to 22% of the times, presents
no outliers but a large variability. In fact, 50%tbe subjects observe that AOI with a
frequency ranging from 3% to 9%, while the othef®b@om 9% to 22%. It is also
interesting to note that the distribution of theafions of AOI 8 (the AOI immediately
below the focal one) is particularly skewed, widts of the subjects observing that AOI
with a share that goes from 2% to 5%, while theeoth0% with a range oscillating
between 5% and 14%.

Figure 5.12 reports the absolute and relative ®aqiges of fixations in the matrices with
FP and without FP (XFP), by cell.
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Fig. 5.12: Absolute and relative frequency of fixabns divided by cell, in matrices with and without
FP

The figure confirms what already observed in thalysis of response times, in fact more
fixations have been registered in XFP than in FRrioes. However, the relative
frequencies of fixations are similar in the matsiegth and in those without focal point,
indicating that the increase in attention is equsfilit among the cells. Nonetheless, the
focal cell (R2,C2) and cell (R1,C2) are observedenim FP matrices, and this is a

confirming evidence of the attractive power of figoaints.

Figure 5.13 presents the absolute and relativauénecy of fixations in each of the three
variance levels of the HA strategy, by cell.

Looking at the figure, it is interesting to notitdeat each cell is always observed less
frequently in matrices with HA low var, than in maés with HA middle var, and finally
in matrices with HA high var. This observation mmpatible with what observed in the
RT analysis, since HA high var matrices take thegést time to be analyzed, while HA
low var matrices take the shortest.

The relative frequencies show the same patternrdbgs of the variance level,
indicating that even though the modification of ttagiance induces subjects to look with

more attention at the matrix, it does not affeetphocess with which subjects analyze it.
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Fig. 5.13: Absolute and relative frequency of fixabns divided by cell, in matrices with different
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5.4.2 Overview of the saccades

| define AOI_R the AOIs of row players’ payoffs ¢m 1 to 9), and AOI_C those of
column players’ payoffs (from 10 to 18).

| consider the following eight typologies of sacead

Row Player by row (RPr)eye-movements from one AOI_R to another AOI_Rthia
same row of the payoff matrix (e.g., from 1 to 2from 1 to 3). Saccades that remain
within the same AOI are excluded. See figure 5tlih, continuous line with arrows.
Column Player by row (CPreye-movements from one AOI_C to another AOI_Ghe
same row (e.g., from 16 to 17, or to 18). Saccaldaisremain within the same AOI are
excluded. See figure 5.14, dashed line with arrows.

Mixed Payoffs by row (MPr)eye-movements from an AOI_R to an AOI_C or vice-
versa, located in the same row (e.g., from 1 to $&rcades that remain within the same
cell will be analyzed separately, so | do not cdeshere a saccade connecting, say, AOI
1 with AOI 10. See figure 5.14, thin continuouseliwwith squares.

Row Player by column (RPa@ye-movements from one AOI_R to another AOl_Rhi&

same column of the payoff matrix (e.g., from 1 too# from 1 to 7). Saccades that
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remain within the same AOI are excluded. See figudet, thin continuous line with
circles.

Column Player by column (CR®ye-movements from one AOI_C to another AOI_C, in
the same column of the payoff matrix (e.g., fromtd25, or 18). Saccades that remain
within the same AOI are excluded. See figure 5dbghed line with circles.

Mixed Payoffs by column (MPceye-movements from an AOI_R to an AOI_C or vice-
versa, located in the same column (e.g., from 84fp Saccades that remain within the
same cell will be analyzed separately. See figutd,xashed line with squares.

Payoffs infracell (INF):eye-movements from an AOI_R to an AOI_C or vicesag
within the same cell (e.g., from 5 to 14). See 1fggH.14, thick continuous line with
arrows.

Same Payoff (SAMEgye-movements remain within the same AOI.
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Fig. 5.14: Summary of the saccades of interest, italic the labels of the AOI.

RPr: thin continuous line with arrows; CPr: dashed line with arrows; MPr: thin continuous line
with squares; RPc: thin continuous line with circles; CPc: dashed line with circles; MPc: dashed line

with squares; INF: thick continuous line with arrows
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Saccades can be interpreted as the informatiorctsgaatterns that (according to my
hypotheses) are closely related to the subjectsdmal rule. Therefore, the analysis of
saccades can give an insight on the decisionalusée by the decision makers, and thus
can help predict choice behavior.

For example, a subject mainly exploring the payoéitrix with RPr saccades is likely to
use an information search pattern that will leathselection of strategy HA. Indeed, it
is plausible to expect that such an agent calculdte average expected value of all
strategies available and picks that with the higbeg, a process that requires summing
(and therefore observing) payoffs by row.

RPc saccades (Row Player by column) are compaiilile the detection of dominant
strategies for the row player, while CPr (ColumayRelr by row) with the detection of
dominant strategies for the column player, i.ethwerformance of the first step of
iterated dominance.

A subject that explores the matrix in a complex wasing RPc, CPr, and CPc saccades
will probably choose the equilibrium strategy EQ Would, in fact, explore the payoffs
taking into account the relationships among stiage@ pattern compatible with search
for Nash equilibria.

Finally, INF is compatible with a choice processdxh on the analysis of matrix cells,
induced either by the presence of salient outcosaes as focal point, or by decision
rules that focus on payoff sums (the Altruist typesk-level models) or differences

(based on altruism or inequality aversion).

Figure 5.15 reports the distribution of saccades.

The figure shows that the most frequent saccade®|pe the “SAME” type which is not
informative) are RPr (Row Player by row) and INFayBffs infracell). The third most
frequent category is that of CPc saccades. Sacaadalsing Mixed Payoffs are rarely
registered.

This first observation suggests that subjects tendompare the average payoff of the
different strategies (RPr and CPc), rather tharkifmp for dominance (RPc and CPr).
However, this pattern does not prevent subjects ftomparing payoffs within the same

cell, supporting my hypothesis that people lookgaoeously for focal points.
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Fig. 5.15: Absolute frequency of saccades, dividdxy category

Figure 5.16 presents the boxplot of the relatiegiency of saccades, for each matrix.
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Fig. 5.16: Boxplot of relative frequency of saccade for each matrix
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Looking at the figure, it can be noticed that sdesaconnecting payoffs of different
players are rarely used. A large variance is olesefor RPr saccades, with frequencies
going from a minimum of 17% to a maximum of 27%.

Except for RPr, the other classes of saccades digiributions that are relatively stable

across games.

| now analyze the absolute and relative frequerfcgagcades by type, distinguishing
between matrices with (FP) and without (XFP) fopaint, and for different levels of
variance of the HA strategy.

Figures 5.17 and 5.18 show again that the totalbeuraf saccades is higher for matrices
without focal points, and that this number incresaséh the increase of HA variance.
Nonetheless, as already observed discussing thebdigon of fixations, the relative
frequency is not affected by the manipulation & key descriptive features as much as
expected. Saccades in matrices with and withowl fpaint show a similar distribution.
A larger difference is observed when comparing ioedr with HA low variance and
those with HA high variance. In the first case —ewh choosing the first row is
considered a “safe” strategy — RPr saccades are usad, while CPc and INF saccades
are less used. This suggests that in presencealeatrategy agents spend more time in
analyzing and pondering it, and less time in cagréng) the possible strategic behaviors

of the opponent.
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Fig. 5.17: Absolute and relative frequency of sacdas, in matrices with and without FP
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Fig. 5.19: Absolute frequency of saccades, by game

Figure 5.19 shows how saccades are distributedssaddferent games and payoff
matrices, excluding SAME saccades. As the graphvshthere is a clear and stable
prevalence of RPr and INF over all typologies ofcsales in each of the 30 games,
despite substantial variations in absolute levdtoAsaccades connecting payoffs of
different players are always the least recordeds $hggests that subjects apply a similar

information search pattern in all the games.
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However, a careful comparison of the frequenciesamcades and fixations in different
matrices, suggests that subjects indeed adaptitii@imation search pattern when facing
less intuitive games.

For example, in DomCol_FP_H RPr saccades are ttet used, followed by INF, and

then by CPc. It is sufficient to remove the focalinp (let's take the case of

DomCol_XFP_H) to induce a huge change in the amalygth CPc that becomes the
most used type of saccade (almost doubling itsuirqy), followed by RPr and INF

(with the same frequency).

Figure 5.20 presents the boxplot of the relatiegfiency of saccades for each subject.
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Fig. 5.20: Boxplot of relative frequency of saccade for each subject

The data show that subjects have extremely diffeemhniques to analyze the matrices.
While almost no one uses saccades connecting gagbftiifferent players (MPr and
MPc), the three most used types of saccades (RFr,dnd CPc) show a huge variance.
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The variance of RPr ranges from 2% to 74%, witheadiam of 20%, indicating that a
large number of subjects use almost exclusively ##cades. INF saccades range from
1% to 46% with a median of 12%, while CPc saccdaes 0% to 38%, with half of the

subjects using this type of saccades less thanf@be dimes.

5.4.3 Preliminary analysis of correlation betweenlwices and lookup patterns

This section presents an analysis of fixations sactades dividing them according to
subjects’ final choices. This analysis is a fitgpsaimed to verify whether it is possible
to forecast agents’ choices on the basis of tlogikup patterns. In the experiment, 40
subjects played 30 games each, for a total of 1&@dices. Of these, 40% were
categorized as HA choices, 16% as FP, 15% as EQ,asAEQ/HA, 9% as XFP, 4% as
COS, and 2% as DOM In this section, | will not take into account C@8d DOM
choices, which are not informative, and that coway the 6% of the strategic behavior
observed in the experiment.

Two other questions that emerge from looking atdheice distribution are why agents
have chosen XFP strategies, and whether agentsiogoBQ/HA strategies have done
so because of the EQ aspect of that strategy @ulseof the HA aspect. | try to address

these questions in what follows:

Figure 5.21 shows the relative frequency of fixasiger cell (obtained by summing the
fixations of the AOIs of both players), groupinggéther games according to agents’
final choice.

As expected, the focal cell (R2,C2) has by far highest frequency (22%), and it is
particularly fixed at by agents choosing FP or >dtfategies.

All the cells laying in row 3 are the least fixddgs than 10%), with the only exception
of (R3,C3) (the Nash Equilibrium cell) for agentsosing EQ (14%).

People choosing EQ show the smallest variabilitprgncells, while those choosing FP
show the highest one.

13 Where HA indicates a strategy giving the highestrage payoff, FP a strategy containing the focal
point, EQ the equilibrium strategy, EQ/HA a stratélgat is both the equilibrium one and a strateiging

the highest average payoff, XFP a strategy thanéoly contained the focal point, COS a strategyngj\a
constant payoff, DOM a dominated strategy.
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It is interesting to notice that the frequenciesixdtions of agents choosing FP and XFP
are almost identical (they never differ more th&t);1the same holds for agents choosing
HA and EQ/HA (they never differ more than 2%).
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Fig. 5.21: Relative frequency of fixations dividedy cell and by final choice

Figure 5.22 shows the relative frequency of fixasiof the Row Player’'s payoffs by
row, and of the Column Player’s Payoffs by columgain divided according to agents’
choices.

Both HA and EQ/HA choices show a much higher fremyeof fixations in row 1 (28%)

and a prominent attention for their own payoffse(tihequency of fixations on row
player's payoffs is 62%), coherently with my hypedlbs. Moreover, row 1 fixation
frequency is double the frequency of row 3 (28%suer13% for HA, and 15% for
EQ/HA).

The opposite is observed for EQ choices, wheregdlaive frequency is slightly higher
for the column player’'s payoffs than for the rovay#r's ones (55% of fixations are
made looking at column players’ payoffs).

Both row 3 and column 3 are the least observed) te exception of column 3 for
agents choosing EQ (20%), who dedicate to thisnenlalmost the double of attention

compared to other agents.
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Agents choosing FP and XFP dedicate more attemtioow 2 and column 2 (the row
and column containing the focal point) than anyeoth

Again, agents choosing FP and XFP show an almestihl distribution of fixations, as
well as those choosing HA and EQ/HA.

The variance of frequency is minimal for EQ chojogkile maximal for HA ones (even

though all choices except EQ have a similar vaBanc
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Fig. 5.22: Relative frequency of fixations dividedby payoffs, row (or column) and by final choice.

PRP indicates “Payoffs of Row Player”, while PCP idicates “Payoffs of Column Player”

Figure 5.23 summarizes the relative frequency ohegpe of saccade, divided according
to the final choice made by agents. The most evidesult is that agents choosing HA
and EQ/HA observe mainly their own payoffs, andytte it by row (in both cases RPr
has a frequency higher than 35%).

Agents choosing EQ show the most complex patteranaflysis (the variance is the
lowest, indicating that they tend to observe th@lmmatrix very carefully, and they do
it with several different lookup patterns). Furtmere, they observe more than any other
the column player’'s payoffs by column (they uses ttyipe of saccade more than the
double than the other players, 23% versus a maxiofuli%).
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Agents choosing FP or XFP mainly observe their payoffs by row (25%), or observe
both players’ payoffs within the same cell (infrhsaccades, 25%).

Saccades that connect column player’'s payoffs @iér CPc) are not largely used by
subjects, with the exceptions of those choosing EQ.

Agents choosing FP and XFP show again a very girpd#tern, as agents choosing HA
and EQ/HA do.
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Fig. 5.23: Relative frequency of saccades, dividdyy final choice

A guestion that | have already addressed in theiquie chapters is whether developing a
more sophisticated strategy requires more time, \@hdther certain choices can be
labelled as “instinctive” since they are taken #igantly faster. In other words, do EQ

choices require higher response times than HA &®1 F

Figure 5.24 reports the average fixation time fachetype of choice. | have decided to
use this measure rather than response times suee ghthered using the eye link
allowed me to exclude from the dataset all fixati®@oo short to be mentally processed
(less than 100 milliseconds) and the time sperd s#ccades. The resulting unit of
analysis is the net time spent into actively obisgythe matrix. As the figure shows, EQ
choices require a much longer time to be taken|endll other choices require a much
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shorter (and similar across choices) time. EQ d@wiequires 40% more time than
choices HA, EQ/HA, and FP, and 24% more time th&P Xhoices.

Even though the difference is not large, it is lies#ing to notice that XFP choices are
those who require the second highest time, thiswme (according to my hypotheses)
they do not have particularly relevant features thgger an instinctive response.

When looking at the average fixation time for eaniyle fixation, there is no difference
among the various strategic behaviors, indicathmg the higher time required for EQ
choices is not due to longer fixations but to géamumber of them.

12000

10000 -

8000 -
6000 -
4000 -
2000 +
0 - ‘ ‘ ‘ ‘
EQ HA EQ/HA FP XFP

Fig. 5.24: Average fixation time (in millisecondsjor each type of choice

The results presented in this section support glyomy hypotheses and suggest that
lookup patterns differ largely when analyzed acocmdo the final strategic behavior
they have led to.

People choosing HA focus clearly on their own pésjadnd analyze them by row.

Those choosing EQ analyze the game more carefulijth-carefully meaning both for
longer and with more complex lookup patterns — dedicate large attention to column
player’s payoffs.

Lastly, agents choosing FP use relatively moreaodll saccades and dedicate particular
attention (larger frequency of fixations) to thedbcell.

People choosing EQ/HA seem to do so more becaube ¢1A features contained in the
strategy than because of the equilibrium embedaléd i
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Similarly people choosing XFP strategies show &ulpopattern very similar to that
showed by those choosing FP. This is not surpriang can be easily justified
hypothesizing that for a subset of subjects the Wayfocal point is removed is not
sufficient to cancel its focality. Therefore foete subjects the XFP version of the game
Is still considered as a matrix with a focal poantd it is analyzed accordingly.

These first results suggest that the final chogkcationgly correlated with the lookup
pattern, and that the latter could be used to sgstaky predict agents’ strategic

behavior.

5.5 Correlations Analysis

5.5.1 Correlations of individual strategic choiceand lookup patterns

One of the main purposes of this research is totifgea relationship between strategic
behavior (the final choice) and information seapditern (eye-movements). For this
reason, | calculated the correlation between soam@ables of interest, with the single
subject as unit of analysis. | decided to use gheaBnan correlation coefficient since |
could not assume the normal distribution of thealdes, nor a linear correlation among
them (which are both necessary assumptions forutee of the Pearson correlation
coefficient), and since some variables showed gelaariability across subjects (the
Pearson correlation coefficient is in fact mores#@re to outliers than the Spearman).
Tables 5.2 to 5.5 shows the correlation resultad8d coefficients are those that resulted
statistically significant at the 5% level.

The variables of interest are:

Average timethe average time (in milliseconds) that the stijsed to observe a matrix
and choose his strategy

Gender the gender of the subject (1 for female, O fotena

“TYPE choices”: the number of “type” choices thhetsubjects made (with “TYPE”
being either EQ, FP, ..., or DOM)
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“TYPE saccades”: the number of “type” saccades thatsubject made (with “TYPE”
being either RPr, CPr, ..., or SAME)

“TYPE AOI": the number of “type” fixations that th&ubject made (with “TYPE” being
either AOI 1, ..., or AOI 18)

“TYPE cell”: the number of fixations that the sutjenade in “type” cell (with “TYPE”
being either (R1,C1) cell, ..., or (R3,C3) cell)

Average EQ FP HA EQ/HA cos DOM
Time Gender choices choices choices choices choices choices
Average Time 0.364 0.267 -0.245 -0.044 -0.023 0.027
Gender -0.351  -0.107  0.326 -0.058 -0.046 0.227
EQ choices 0.364 0.002  -0.555 -0.023 0.159 0.243
FP choices 0.267 -0.107 -0.727 -0.683 -0.506 0.091
HA choices -0.245  0.326 -0.555 0.525 0.182 -0.141
EQ/HA choices 0044  -0.058 -0.023 -0.683 0.153 -0.594
COS choices -0.023  -0.046 0.159 -0.506 0.182 -0.027
DOM choices 0.027 0.227  0.243 0.091 -0.141  -0.594
RPr 0.507 0.149  -0.175  -0.154 0.420 0.256 -0.098 -0.027
Cpr 0.805  -0.279 0.330  0.473  -0.492 -0.195 -0.090 0.064
MPr 0.765 0037 0.239 0464  -0.345 -0.306 -0.229 0.187
RPc 0570  -0.363  0.332 -0.080  -0.057 0.237 0.050 -0.063
CPc 0.697  -0.469 0.674 0.194  -0.482 -0.112 0.103 0.178
MPc 0.764  -0.123 0.407 0.313  -0.372 -0.288 0.012 0.197
INF 0.812 -0.174 0.440  0.387  -0.448 -0.241 -0.056 0.183
SAME 0.929 -0.194 0.354 0.183 -0.149 -0.021 -0.020 0.057
AOI'1 0.790 0.043  0.002 0.108 0.099 0.011 -0.032 0.090
AOI 2 0.748 0.063  -0.075 0.011 0.252 0.150 -0.069 -0.051
AOI'3 0.903 -0.085 0.342 -0.024 0.021 0.171 0.099 0.012
AQI 4 0.809 0.078  0.027 0.115 0.102 0.033 -0.041 0.073
AOI'S 0.757 0.026  -0.079 0.221 0.095 0.004 -0.237 -0.037
AOI 6 0.926 -0.065 0.461 0.165 -0.209 0.055 -0.009 0.064
AQI'7 0.645 0.026  0.071 -0.161 0.281 0.226 0.000 0.071
AOI 8 0.579 -0.022 -0.065  -0.084 0.339 0.245 -0.151 -0.045
AOI'9 0.782 -0.306  0.480 0.013 -0.068 0.186 -0.128 -0.021
AOI'10 0.890 -0.295 0.461 0.347  -0.441 -0.155 -0.030 0.128
AOI'11 0.892 -0.295 0.479 0.322  -0.414 -0.077 -0.024 0.065
AOI 12 0.819  -0450 0.643 0.194  -0.444 -0.003 0.102 0.036
AOI'13 0.905 -0.278  0.470 0.345  -0.427 -0.139 -0.036 0.123
AOI 14 0.875  -0.312 0.470 0.389  -0.481 -0.147 -0.068 0.055
AOI 15 0.841  -0.368 0.600 0.263  -0.478 -0.076 0.097 0.100
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AQI 16 0.845  -0.358 0.581 0.197  -0.365 -0.037 0.017 0.145
AOI 17 0.849  -0.323 0.546 0.249  -0.377 -0.037 0.006 0.097
AOI 18 0.793  -0.446 0.677 0.190  -0.443 -0.024 0.091 0.101
(R1,C1) Cell 0.928 -0.154  0.215 0.254 -0.169 -0.050 -0.037 0.051
(R1,C2) Cell 0.927 -0.139  0.168 0.163 -0.050 0.084 -0.030 -0.063
(R1,C3) Cell 0.913 -0.243  0.524 0.059 -0.205 0.142 0.085 0.003
(R2,C1) Cell 0.957 -0.189  0.362 0.307 -0.295 -0.090 -0.044 0.086
(R2,C2) Cell 0.939 -0.145 0.242  0.363 -0.250 -0.132 -0.137 0.043
(R2,C3) Cell 0.922 -0.278 0.575 0.269  -0.414 -0.039 0.026 0.070
(R3,C1) Cell 0.869 -0.195 0.357 -0.003  -0.027 0.119 0.045 0.092
(R3,C2) Cell 0.805 -0.184  0.220 0.028 0.087 0.175 -0.076 -0.012
(R3,C3) Cell 0.834  -0.397 0.682 0.072 -0.288 0.106 0.027 0.075

Table 5.2: Correlations between the various categas of data and the average time needed by each

subject to complete an experiment, the gender, arttie possible strategies

RPr CPr MPr RPc CPc MPc INF SAME

Average Time | 9507 0.805 0.765 0.570 0.697 0.764 0.812 0.929
Gender 0.149 -0.279 0.037 -0.363 -0.469 -0.123 -0.174 -0.194
EQchoices | 0175 0.330 0.239 0.332 0.674 0.407 0.440 0.354
FPchoices | .0.154 0.473 0.464 -0.080 0.194 0.313 0.387 0.183
HAchoices | 0.420 -0.492 -0.345 -0.057 -0.482 -0.372 -0.448 -0.149
EQ/HA choiceq 0.256 -0.195-0.306 0.237 -0.112-0.288 -0.241 -0.021
COS choices | .9.098 -0.090 -0.229 0.050 0.103 0.012 -0.056:0.020
DOM choices | .0.027 0.064 0.187 -0.0630.178 0.197 0.183 0.057
RPr 0.211 0.299 0544 0.081 0.182 0.07 0.471
Chr 0.427 0.731 0.683 0.790 0.708
MPr 0.299 0.719 0.224 0.428 0581 0.866 0.662
RPc 0.544 0.427 0576 0.398 0.236 0.537
CPc 0.081 0.731 0.428 0.764 0.624 0.695
MPc 0.182 0.683 0.581 0.398 0.739 0.750
INF 0.070 0.790 0.866 0.236 0.624 0.739 0.749
SAME 0.471 0.708 0.662 0.537 0.695 0.750 0.749

AOCI'1 0.766 0.483 0.584 0.455 0.276 0.483 0.499 0.749
AQI2 0.873 0439 0501 0571 0.297 0451 0.367 0.724
AQI3 0.615 0.613 0.581 0.606 0.639 0.729 0.654 0.890
AQI4 0.713 0.492 0.649 0.387 0.263 0.416 0538 0.732
AQI'S 0.793 0481 0.614 0550 0.235 0.433 0.431 0.704
AQI6 0.533 0.693 0.719 0.650 0.651 0.719 0.744 0.883
AQI7 0.782 0.326 0.503 0.456 0.170 0.19¢ 0.364 0.597
ACI8 0.894 0.292 0.432 0558 0.115 0.169 0.22 0.546
AQI9 0.511 0.543 0.512 0.622 0.573 0.531 0579 0.795
AQI 10 0.210 0.869 0.828 0.381 0.734 0.735 0.916 0.817
AOCI'11 0.255 0.917 0.777 0.454 0.820 0.767 0.868 0.824
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AOI 12
AOI 13
AOI 14
AOI 15
AOI 16
AOI 17
AOI 18

(R1,C1) Cell
(R1,C2) Cell
(R1,C3) Cell
(R2,C1) Cell
(R2,C2) Cell
(R2,C3) Cell
(R3,C1) Cell
(R3,C2) Cell
(R3,C3) Cell

0.084
0.261
0.208
0.123
0.209
0.235
0.052
0.548
0.696
0.397
0.469
0.533
0.294
0.618
0.714
0.245

0.822
0.899
0.885
0.833
0.857
0.875
0.798
0.744
0.728
0.751
0.838
0.779
0.836
0.650
0.606
0.713

0.616
0.737
0.730
0.628
0.729
0.732
0.595
0.765
0.682
0.641
0.784
0.771
0.692
0.670
0.646
0.595

0.456
0.485
0.533
0.509
0.419
0.444
0.438
0.457
0.601
0.588
0.521
0.628
0.595
0.586
0.590
0.555

0.897
0.805
0.840
0.888
0.802
0.807
0.896
0.540
0.575
0.806
0.684
0.632
0.838
0.566
0.463
0.822

0.773
0.844
0.873
0.864
0.684
0.718
0.787
0.643
0.627
0.777
0.735
0.751
0.851
0.485
0.430
0.702

0.834
0.851
0.852
0.828
0.856
0.847
0.834
0.761
0.640
0.779
0.794
0.751
0.836
0.647
0.556
0.777

0.783
0.849
0.821
0.796
0.798
0.801
0.760
0.872
0.858
0.892
0.879
0.859
0.879
0.806
0.775
0.829

Table 5.3: Correlations between the various categas of data and the eight categories of saccades

AOlI1 AOI2 AOI3 AOlI4 AOI5 AOI6 AOI7 AOI8 AO09 Aol Aol Aol Aol Aol Aol Aol Aol Aol
10 11 12 13 14 15 16 17 18

Average
Time 0.790 0.748 0.903 0.809 0.757 0.926 0.645 0.579 0.782 0.890 0.892 0.819 0.905 0.875 0.841 0.845 0.849 0.793
Gender 0.043 0.063 -0.085 0.078 0.026 -0.065 0.026 -0.022306 -0.295 -0.295 -0.450 -0.278 -0.312 -0.368 -0.358 -0.323 -0.446
EQ choices| 9002 -0.075 0.342 0.027 -0.07¢ 0.461 0.071 -0.06! 0.480 0.461 0.479 0.643 0470 0.470 0.600 0.581 0.546 0.677
FPchoices| 0108 0.011 -0.024 0.115 0221 0.165 -0.161 -0.084013 0.347 0.322 0.194 0.345 0.389 0.263 0.197 0.249 0.190
HAchoices| 9.og9 0.252 0.021 0.102 0.095 -0.209 0. 0.339 -0.068 -0.441 -0.414 -0.444 -0.427 -0.481 -0.478 -0.365 -0.377 -0.443
EQ/HA
choices 0.011 0.150 0.171 0.033 0.004 0.055 0.226 0.245 860.1-0.155 -0.077 -0.003 -0.139 -0.147 -0.076 -0.030.037 -0.024
COs
choices -0.032 -0.069 0.099 -0.041 -0.237 -0.009 0.000 5D.1-0.128 -0.030 -0.024 0.102 -0.036 -0.068 0.097.01D 0.006 0.091
DOM
choices 0.090 -0.051 0.012 0.073 -0.037 0.064 0.071 -0.045021 0.128 0.065 0.036 0.123 0.055 0.100 0.145097. 0.101
RPr 0.766 0.873 0.615 0.713 0.793 0.533 0.782 0.894 0.511 0.210 0.255 0.084 0.261 0.208 0.123 0.209 350.20.052
Chr 0.483 0.439 0.613 0.492 0.481 0.693 0.326 0.292 0.543 0.869 0.917 0.822 0.899 0.885 0.833 0.857 0.875 0.798
MPr 0.584 0.501 0.581 0.649 0.614 0.719 0.503 0.432 0.512 0.828 0.777 0.616 0.737 0.730 0.628 0.729 0.732 0.595
RPc 0.455 0.571 0.606 0.387 0.550 0.650 0.456 0.558 0.622 0.381 0.454 0.456 0.485 0.533 0.509 0.419 0.444 0.438
CPc 0.276 0.297 0.639 0.263 0.23t 0.651 0.170 0.11ft 0.573 0.734 0.820 0.897 0.805 0.840 0.888 0.802 0.807 0.896
MPc 0.483 0.451 0.729 0.416 0.433 0.719 0.198 0.16¢ 0.531 0.735 0.767 0.773 0.844 0.873 0.864 0.684 0.718 0.787
INF 0.499 0.367 0.654 0.538 0.431 0.744 0.364 0.222 0.579 0.916 0.868 0.834 0.851 0.852 0.828 0.856 0.847 0.834
SAME 0.749 0.724 0.890 0.732 0.704 0.883 0.597 0.546 0.795 0.817 0.824 0.783 0.849 0.821 0.796 0.798 0.801 0.760
AOI'1 0.865 0.780 0.887 0.791 0.738 0.808 0.733 0.590 0.626 0.557 0.421 0.625 0.516 0.471 0.511 0.487 0.372
AQI2 0.833 0.788 0.869 0.725 0.692 0.778 0.603 0.497 0.533 0.387 0.537 0.521 0.432 0.426 0.457 0.341
AQI3 0.780 0.739 0.704 0.909 0.637 0.604 0.780 0.723 0.761 0.736 0.773 0.755 0.772 0.713 0.725 0.718
AOI 4 0.887 0.788 0.797 0.756 0.846 0.722 0.583 0.633 0.577 0.411 0.633 0.494 0.456 0.568 0.536 0.386
AOI'5 0.791 0.869 0.704 0.739 0.704 0.847 0.661 0.521 0.530 0.350 0.558 0.571 0.415 0.459 0.510 0.331
AOI'6 0.738 0.725 0.909 0.756 0.651 0.617 0.810 0.786 0.799 0.746 0.838 0.814 0.812 0.773 0.791 0.731
AOI'7 0.808 0.692 0.637 0.846 0.704 0.864 0.643 0.488 0.432 0.300 0.438 0.312 0.280 0.496 0.464 0.274
AQI8 0.733 0.778 0.604 0.722 0.847 0.617 0.666 0.361 0.355 0.214 0.370 0.315 0.228 0.390 0.411 0.195
AQI9 0.590 0.603 0.780 0.583 0.661 0.810 0.643 0.644 0.661 0.678 0.669 0.663 0.644 0.719 0.723 0.695
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AOI'10 0.626 0.497 0.723 0.633 0521 0.786 0.488 0.361 0.644
AOI'11 0.557 0533 0.761 0.577 0530 0.799 0.432 0.355 0.661

AOI'12 0.421 0.387 0.736 0.411 0.350 0.746 0.300 0.21/ 0.678

AOI'13 0.625 0537 0.773 0.633 0558 0.838 0.438 0.370 0.669

AOI 14 0516 0521 0.755 0.494 0571 0.814 0.312 0.315 0.663

AOI'15 0.471 0432 0772 0456 0415 0.812 0.280 0.22¢ 0.644

AOI 16 0511 0426 0713 0568 0.459 0.773 0.496 0.390 0.719

AOI'17 0.487 0.457 0.725 0.536 0510 0.791 0.464 0.411 0.723

AOI'18 0.372 0.341 0.718 0.386 0.331 0.731 0.274 0.19¢ 0.695

(R1,C1)

Cell 0.890 0.765 0.824 0.844 0730 0.823 0.710 0.605 0.672 0.892 0.836 0.714 0.841 0.763 0.719 0.789 0.758 0.663
(R1,C2)

Cell 0.839 0.899 0.902 0.815 0.815 0.845 0.675 0.672 0.695 0.787 0.823 0.692 0.787 0.767 0.707 0.721 0.732 0.642
(R1,C3)

Cell 0.644 0.664 0.937 0.622 0575 0.903 0.526 0.451 0.787 0.844 0.892 0.908 0.871 0.873 0.903 0.853 0.855 0.879
(R2,C1)

cell 0.772 0.688 0.825 0.823 0.708 0.891 0.630 0.548 0.701 0.896 0.887 0.786 0.947 0.855 0.836 0.856 0.840 0.762
(R2,C2)

Cell 0.721 0.763 0.828 0.739 0.850 0.888 0.565 0.610 0.734 0.814 0.838 0.721 0.849 0.889 0.775 0.746 0.799 0.704
(R2,C3)

Cell 0.598 0.564 0.855 0.597 0.579 0.925 0.445 0.406 0.756 0.875 0.908 0.909 0.942 0.937 0.965 0.876 0.890 0.901
(R3,C1)

Cell 0.763 0.695 0.801 0.819 0.701 0.827 0.848 0.732 0.772 0.787 0.779 0.685 0.747 0.664 0.644 0.833 0.794 0.657
(R3,C2)

Cell 0.713 0.745 0.768 0.753 0.816 0.800 0.816 0.874 0.831 0.664 0.697 0.591 0.678 0.637 0.568 0.727 0.769 0.586
(R3,C3)

cell 0.479 0.462 0.795 0.505 0.474 0.827 0.472 0.409 0.880 0.811 0.853 0.906 0.830 0.834 0.867 0.896 0.902 0.936

Table 5.4: Correlations between the various categas of data and the eighteen areas of interest

(R1,C1) (R1,C2) (RLC3) (R2C1) (R2,C2 (R2,C3) (R3,Cl) (R3,C2) (R3,C3)

Cell Cell Cell Cell Cell Cell Cell Cell Cell
Average Time | 0928 0.927 0.913 0.957 0.939 0.922 0.869 0.805 0.834
Gender -0.154 -0.139 -0.243 -0.189 -0.145 -0.278 -0.195 180  -0.397
EQ choices 0.215 0.168  0.524 0.362 0.242 0.575 0.357 0.220 0.682
FP choices 0.254 0.163 0.059 0.307  0.363 0.269 -0.003 0.028 0.072
HA choices -0.169 -0.050 -0.205 -0.295 -0.250 -0.414 -0.027  08D. -0.288
EQ/HA chaices 9,050 0.084 0.142 -0.090 -0.132 -0.039 0.119 0.175 0.106
COS choices | 0,037 -0.030 0.085 -0.044 -0.137 0.026 0.045 ©.07 0.027
DOM choices | 0,051 -0.063 0.003 0.086 0.043 0.070 0.092 -0.012 .07®
RPr 0.548 0.696 0.397 0.469 0.533 0294  0.618 0.714 0.245
Cpr 0.744 0.728 0.751 0.838 0.779 0.836 0.650 0.606 0.713
MPr 0.765 0.682 0.641 0.784 0.771 0.692 0.670 0.646 0.595
RPc 0.457 0.601 0.588 0.521 0.628 0.595 0.586 0.590 0.555
Cpc 0.540 0.575 0.806 0.684 0.632 0.838 0.566 0.463 0.822
MPc 0.643 0.627 0.777 0.735 0.751 0.851 0.485 0.430 0.702
INF 0.761 0.640 0.779 0.794 0.751 0.836 0.647 0.556 0.777
SAME 0.872 0.858 0.892 0.879 0.859 0.879 0.806 0.775 0.829
AOCI'1 0.890 0.839 0.644 0.772 0.721 0.598 0.763 0.713 0.479
AQI2 0.765 0.899 0.664 0.688 0.763 0.564 0.695 0.745 0.462
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ACI3 0.824 0.902 0.937 0.825 0.828 0.855 0.801 0.768 0.795
AOI 4 0.844 0.815 0.622 0.823 0.739 0.597 0.819 0.753 0.505
ACI5 0.730 0.815 0.575 0.708 0.850 0.579 0.701 0.816 0.474
AOI'6 0.823 0.845 0.903 0.891 0.888 0.925 0.827 0.800 0.827
ACI'7 0.710 0.675 0.526 0.630 0.565 0.445 0.848 0.816 0.472
ACI 8 0.605 0.672 0.451 0.548 0.610 0.406 0.732 0.874 0.409
ACI9 0.672 0.695 0.787 0.701 0.734 0.756 0.772 0.831 0.880
AOI'10 0.892 0.787 0.844 0.896 0.814 0.875 0.787 0.664 0.811
AOI'11 0.836 0.823 0.892 0.887 0.838 0.908 0.779 0.697 0.853
AOI'12 0.714 0.692 0.908 0.786 0.721 0.909 0.685 0.591 0.906
AOI'13 0.841 0.787 0.871 0.947 0.849 0.942 0.747 0.678 0.830
AOl 14 0.763 0.767 0.873 0.855 0.889 0.937 0.664 0.637 0.834
AOI'15 0.719 0.707 0.903 0.836 0.775 0.965 0.644 0.568 0.867
AOI 16 0.789 0.721 0.853 0.856 0.746 0.876 0.833 0.727 0.896
AOI 17 0.758 0.732 0.855 0.840 0.799 0.890 0.794 0.769 0.902
AOI'18 0.663 0.642 0.879 0.762 0.704 0.901 0.657 0.586 0.936
(R1,C1) Cell
(R1,C2) Cell
(R1,C3) Cell
(R2,C1) Cell
(R2,C2) Cell
(R2,C3) Cell
(R3,C1) Cell
(R3,C2) Cell
(R3,C3) Cell

Table 5.5: Correlations between the various categas of data and the nine cells of the matrices

Several interesting considerations can be drawthdypbservation of the correlations.
Table 5.2 presents the correlations between tHewwlg variables: the average time
needed to each subject to observe and chooserdiisgst in a matrix, the gender of the
subject, and the choice he made.

Of course, the average time is positively correlateth the number of saccades, the
number of fixations in each AOI, and the numbefixdtions in each cell. This because
the longer a matrix is observed, the more eachgdattis analyzed. What is interesting
to notice here is that the average time is sigaifity positively correlated (r=0.364) with
the number of EQ choices, giving further evideritat tsubjects that choose more EQ
strategies generally observe the matrix more chyefund for a longer time than the
other subjects. Although the correlations are mgniicant, results suggests that people
choosing HA strategies more frequently tend to nkes¢éhe matrix for shorter intervals

(r=-0.245; HA choices are quite intuitive and requa short time of evaluation), while
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those choosing FP more frequently tend to evalthetenatrix more carefully (r=0.267).
This last point can also be interpreted as a Hemtalue to the evaluation of the risks
involved in choosing a coordination strategy thatags the same choice on the part of
the opponent, as opposed to just picking a saferofiir oneself.

The gender analysis shows that women tend to pesfler and less strategic choices
(HA, r=0.326), while men investigate more “ratidgalthe structure of the game and
choose EQ more often (r=-0.351). This idea of aarsmphisticated approach of men to
the game is supported by the analysis of saccaddsh shows that men on average
observe the game through a more complex pattere (RP-0.363; CPc r = -0.469).
Moreover, all column players’ AOIs have a negative — 6 of them with §0.05 and the
remaining 3 with g0.1 — indicating that men give much more attentitan women to
their opponents’ payoffs. This not only shows tivaimen choose differently than men,
but also that the way a matrix is analyzed is yricelated to the final choice of the
agent. In fact, correlation analysis on EQ choslesws (as presented above) that these
are chosen more frequently by agents that pay m@beation to the game in its entirety
and are mainly preferred by male subjects. Moreotwrery are strongly related with a
deep analysis of the matrix and of the payoff stme In fact, saccades directed to the
opponent’s payoffs (CPc and CPr), saccades inastgyin a sophisticated way row
player's payoffs (RPc), as well as AOIs includinigetopponent’s payoffs, are
significantly and positively correlated with EQ dbes.

Looking at FP choices, the expected positive cati@t with infra-cell saccades is
observed (r = 0.387). FP is also the only stratdggt has a significant positive
correlation with the FP cell (R2,C2), r = 0.363).

HA choices are preferred by women (r = 0.326), positively correlated with RPr
saccades (r = 0.420), and negatively correlatett wie saccades connecting column
player’'s payoffs (CPr and CPc). They are also megjgtcorrelated with all the AOIs of
the column player, and with saccades within theeseefl (r = -0.448). This suggests that
subjects that choose mainly HA are generally sefitered and tend to focus on their
own payoffs, ignoring almost totally the payoffs thieir opponent (as suggested by
Figures 5.11 and 5.20).
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Table 5.3 presents the correlations between allvér@ables and the various types of
saccades.

Looking at the correlation between saccades anatefoRPr (Payoffs of Row Player by
row) are significantly correlated only with HA clees (r = 0.420). CPr (Payoffs of
Column Player by row) are correlated positivelyhani#Q and FP choices (r = 0.330; r =
0.473), but negatively with HA choices (r = -0.49RPc (Payoffs of Row Player by
column) are positively correlated (r = 0.332) wiR choices. CPc (Payoffs of Column
Player by column) are positively correlated with E& 0.674), and negatively with HA

(r = -0.482). Infracell saccades are positivelyrelated with EQ and FP choices (r =
0.440; r = 0.387), and negatively with HA (r = -083.

Of all the correlations between saccades and ba@ls Aand cells, it is interesting to

observe that RPr saccades are significantly anitiyedyg correlated with the AOIs of the

row player but not with those of the column play€his indicates that subjects who
applied an analysis by row had the tendency torgtize payoffs of the opponent.

Table 5.4 summarizes the correlations between ritezest variables and the fixations
divided by AOI, where the AOIs of the Row Playerfgam 1 to 9, and those of Column
Player from 10 to 18.

Regarding the AOI of the row player, the only ieting result not discussed until now
is that EQ choices are positively correlated wit®I/A3, AOI 6, and AOI 9, that is the
AOls of row player’s payoffs in the equilibrium ategy (generally column 3).

Regarding the AOIs of the column player, they showositive correlation with EQ
choices (9 out of 9 AQOIs are significantly positiweorrelated), a negative correlation
with HA choices (9 out of 9 AOIs are significantiggatively correlated), while the focal
AOI (AOI 14, r = 0.389) and those adjacent (AOI 13,0.345, g0.05; AOI 15, r = 0.263,
p=0.1) are positively correlated with FP choices.

Lastly, all column player AOIs are negatively ctated with the gender (6 with<p.05,

3 with p<0.1), suggesting that men tend to look more at thygponent’s payoffs.

Table 5.5 shows the correlations between all viesland the fixations divided

according to the cells of the matrix.
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Firstly, the only cell with a significant correlati with the gender of the subject is cell
(R3,C3), i.e. the cell that in 18 out of 30 matsio®rresponds to the equilibrium strategy.
The correlation is negative (r = -0.397) and confirthe idea that men are more prone to
focus on a game equilibrium.

The (R2, C2) cell (the focal cell) is significanttyrrelated only with FP choices (r =
0.363), a strong evidence in support of my hypathes

EQ choices are positively correlated with all tredlsclocated in the third column (the
equilibrium choice for column player), but also witvo of the three cells located in the
first column. This indicates again that people dog the EQ choice do it after a careful

examination of the whole matrix.

5.5.2 Correlations of demographic data and persongy scales

In this section | report the results of correlati@sts between variables related to the
behavior in the game (choices and eye-movememid) ttee results of the Holt&Laury
risk aversion test, together with demographic agrdgnality measures.

After the experiment, subjects were asked to compk questionnaire analyzing
cognitive abilities, personality traits, and risikession. In particular, subjects had to
complete: an “immediate free recall working memagst (Unsworth and Engle, 2007),
a “Wechsler digit span test” for short memory (Waénd Betz, 1990), the “Cognitive
Reflection Test” (Frederick, 2005), the Holt& Laursk aversion” test (Holt and Laury,
2002), a test of “Theory of Mind” (Baron-Cohen 20p04nd some cognitive and
personality questionnaires (Rydval et al., 2009y. & detailed explanation of the tests,
see Appendix E.

Wechsler Cognitive

. Working - Theory - Sensation Need For Math
digit span  H&L memory Reflection of Mind Premeditation Seeking  Cognition Perseverance Anxiety
test Test

Average Time 0.423 -0.006 0.136 0.394 0.096 -0.014 0.195 0.266 0.184 0.162
Gender -0.310 0.101  -0.080 -0.309 -0.024 -0.142 69.0 0.240 -0.247 0.139
Wechsler digit -0.258 0211 0479  0.098 0.181 0252  -0.08 0432  -0.157
span test
H&L -0.107 -0.039 -0.133 -0.059 -0.145 0.161 -0.05 0.346
Working 0.141 0.240 0.043 0.305 -0.253 0.189 0.085

146



memory

Cognitive
Reflection Test
Theory of

Mind
Premeditation
Sensation

Seeking
Need For
Cognition
Perseverance
Math Anxiety
EQ choices
FP choices
HA choices
EQ/HA choiceg
COS choices
DOM choices
RPr

CPr

MPr

RPc

CPc

MPc

INF

SAME

AOI 1

AOI 2

AOI 3

AOIl 4

AOI 5

AOI 6

AOI 7

AOI 8

AOI 9

AOI 10

AOI 11

AOI 12

AOI 13

AOI 14

AOI 15

AOI 16

AOI 17

AOI 18
(R1,C1) Cell
(R1,C2) Cell
(R1,C3) Cell
(R2,C1) Cell
(R2,C2) Cell
(R2,C3) Cell
(R3,C1) Cell
(R3,C2) Cell
(R3,C3) Cell

0.479

0.098
0.181
0.252

-0.089

0.432
-0.157
0.377
-0.050
-0.162
0.152
0.060
-0.045
0.087
0.346
0.144
0.541
0.526
0.222
0.241
0.363
0.131
0.215
0.328
0.197
0.233
0.417
0.228
0.206
0.446
0.374
0.421
0.477
0.434
0.455
0.415
0.429
0.488
0.467
0.273
0.342
0.461
0.408
0.437
0.434
0.445
0.417
0.511

-0.039

-0.133

0.141

0.240

-0.059 0.043

-0.145

0.161

-0.053
0.346

-0.007

0.305

-0.253

0.189
0.085

-0.436 0.264
0.168
0.131

-0.157
0.042

0.032

-0.253-0.010
-0.097 0.170

0.365
-0.031
0.108
-0.055
-0.278
-0.187
-0.091
-0.109
0.202
0.204
-0.059
0.207
0.314
-0.087
0.195
0.258
-0.165
-0.125
-0.090
-0.263
-0.158
-0.115
-0.254
-0.172
-0.099
-0.255
0.066
0.108
-0.156
-0.027
0.083
-0.183
0.036
0.111
-0.251

0.138
0.069
0.058
0.240
0.248
0.080
0.042
0.101
0.038
0.134
0.197
0.134
0.048
0.159
0.082
0.087
0.152
0.152
0.181
0.191
0.182
0.141
0.158
0.210
0.145
0.168
0.111
0.187
0.214
0.176
0.143
0.154
0.245
0.157
0.193

-0.053
0.258

-0.133

0.063
-0.276
0.420
-0.167
-0.115
0.202
0.270
0.052
0.031
0.188
0.135
0.359
0.487
0.220
0.248
0.343
0.203
0.135
0.348
0.275
0.084
0.361
0.272
0.081
0.226
0.384
0.398
0.446
0.334
0.306
0.394
0.419
0.374
0.434
0.328
0.313
0.428
0.358
0.248
0.381
0.457
0.240
0.431

0.191

-0.09
0.323

-0.199

-0.119
-0.157
0.102
-0.129
0.1
0.165
-0.168
0.115
0.01°
-0.012
0.050
0.007
0.074
0.132
0.193
0.107
0.050
0.112
0.171
0.022
0.011
0.144
0.033
0.095
0.173
0.168
0.122
0.119
0.069
0.071
0.084
0.141
0.169
0.187
0.134
0.114
0.140
0.024
0.078
0.106
0.103
0.140
0.210

-0.099

-0.328

-0.053

0.055

0.177
0.056
0.290
0.19

-0.418

-0.217
-0.031
0.066

-0.426

0.037
0.043
-0.111
0.077
0.021
0.203
-0.023
-0.128
-0.319
-0.177
-0.168
-0.177
-0.038
-0.132
-0.286
-0.027
0.144
0.066
0.124
0.071
0.126
0.098
0.073
0.087
0.128
-0.036
-0.166
-0.005
-0.027
-0.017
0.078
-0.088
-0.175
0.108

-0.328

0.258

0.323

0.271
-0.07;
0.070
0.271
0.072
0.080
0.04¢
0.191
0.150
0.268
0.298
0.217
0.225
0.331
0.196
0.277
0.298
0.080
0.124
0.178
0.093
0.104
0.135
0.165
0.165
0.183
0.133
0.199
0.243
0.148
0.202
0.184
0.253
0.286
0.262

-0.133

-0.199
0.055

0.358
-0.195 0.17¢
0.172 0.042
0.006 -0.177
0.084 0.123
0.011 -0.18
-0.140 -0.001
0.086 0.006
0.323 0.319
0.252 0.107
-0.127  0.333
0.025 0.315
0.129 0.068
0.336 0.175
0.289 0.212
276.  -0.071
208. 0.063
0.252 0.170
30D. 0.010
2040. 0.113
0.227 0.192
10D. 0.039
078®. 0.088
0.057 0.261
0.176 0.187
0.184 0.228
0.152 0.261
0.212 0.225
0.155 0.294
0.195 0.284
0.141 0.232
0.140 0.285
0.136 0.293
0.229 0.037
0.237 0.142
0.230 0.261
0.256 0.172
0.181  239.
0.235 0.272
0.091 0.153
0.106  207.
0.106 0.301

0.063

-0.119
0.177
-0.087

0.264

-0.276

-0.157
0.056
-0.232

0.524
0.358

-0.336
0.393
-0.072
-0.067
-0.457
-0.032
0.233
0.392
0.282
0.041
-0.022
0.006
0.148
0.118
0.229
0.243
0.043
0.247
0.291
0.064
0.081
0.182
0.009
0.141
0.163
-0.018
0.161
0.156
0.029
0.081
0.078
-0.028
0.202
0.238
0.003
0.215
0.220
0.079
0.048
0.112
-0.026
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Table 5.6: Correlations between the various categis of data and the cognitive tests

Table 5.6 reports the correlation coefficients. dore, correlation coefficients in the
shaded cells are significant at the 5% level.

Several interesting findings emerge. First of all as stated in Hypothesis 5, the level of
risk aversion (as measured by the H&L lottery tedere a higher score in the test
indicates higher risk aversion) is positively amghgicantly correlated with saccades of
the RPr type (r = 0.365), which connect the rowelts payoffs by row. Hence, players
who are more risk averse tend to process their payoffs by row, a behavior
compatible with the choice of HA. The lack of arsfigant correlation between risk
aversion and number of HA choices probably dependhe fact that players, being risk
averse, end up not selecting HA when its variandegh or medium. Hence, this finding
strongly confirms the relevance of the risk fagtomducing a choice based on a strategy
expected value. Risk aversion is negatively cotedlavith equilibrium choice (r = -
0.436), and positively correlated with the “Mathxeaty” test (r = 0.346), showing that
subjects that are risk averse feel more uncomflartabndling mathematical problems,
and are therefore not able (or not willing) to sele equilibrium strategy (a high score
in this test indicates a sense of uneasiness vathematical problems).

Other interesting findings emerge from looking atrelations between the score in the
Wechsler digit span test and several measuresgyfittan and behavior. The Wechsler
digit span test is one of the most widely diffusedt to measure short term memory
capacity (for details see Walsh and Betz, 1990)¢chvis considered by many scholars as
a reliable proxy for the ability to retain inform@at in memory and to process it
efficiently. Devetag and Warglien (2008) have shdhat there is a correlation between
the scores in the digit span test and individuglabdity to perform forms of iterated
reasoning such as backward induction, detectioiteoAted dominance, and common
knowledge. In this research, individual scoreshia tigit span test (for which a high
score indicates a high ability) are positively etaited with the number of EQ choices (r
= 0.377), suggesting that those subjects who fiekequilibrium choices are on average
more capable of processing information. The saotéeé digit span test is also positively
correlated with several other measures of strateggsoning: saccades that connect
column player’s payoffs (CPr r = 0.346; CPc r =2B) and saccades that connect row
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player's payoffs by column (r = 0.541). Besidesgréhis a positive and significant
correlation between individual score in the digiais test and all the AOIs that concern
the other player’s payoffs, as well as all the A@GlIghe row player located in the third
column (the column that in 18 out of 30 games amoads to the equilibrium choice).
The Wechsler test is also positively correlatechwite “Perseverance” (r = 0.432) and
Cognitive reflection” test (r = 0.479) tests.

Both the “working memory” and the “Theory of Mindésts aren’t correlated with
anyone of the variables of interest, while the “@Qitige reflection” test almost perfectly
overlaps the results obtained by the “Wechslert digan” test.

Of the various tests presented in Rydval et al0g20one interesting result regards the
“Math Anxiety” test (a small score indicates a re&ld feeling towards math), which is
positively correlated with FP choices (r = 0.3938)d anegatively correlated with EQ
choices (r = -0.336). This indicates that subjedi® are able to locate and choose the
equilibrium do believe to have a higher matheméadality, while those that choose FP
are less confident in their logical and mathematiepabilities.

The “Sensation Seeking” test (a small score indgah risk seeking attitude) is
negatively correlated with FP choices. This indésathat subjects who choose the focal
strategy are aware of the risk and the uncertamtglved, but are willing to bear the
consequences of their choice.

Hence, all these findings converge to the conciusibat the ability to reason
strategically and to correctly incorporate the otpkyer’'s incentives and motivations
are strongly correlated with measures of individoapacity to process information,
therefore it is unreasonable to expect them talbetical across individuals.

5.6 Discussion

The goal of this research is to extend the resbtained in Chapter 4, shedding some
light on the mechanisms that lead subjects to ahagzarticular strategic approach to an
interactive situation. In particular, 1 am inteetbt in verifying whether the

presence/absence of key features influences sadmatup patterns in systematic and
predictable ways, and whether the information deaattern could be used to forecast

the final choice of agents.
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Standard theory does not take into consideratierptbcess of information collection but
assumes that agents collect every piece of infoomavailable in order to develop their
strategy.

What | claim is that the pattern of information éais strictly related to the strategic
choice that the subject will make. | suspect that pattern of information collection is
driven by the search of a precise solution, andim®tther way around. For example, a
subject that is fairly naive and that is not wijliable to forecast his opponent’s moves
will just look at his payoffs by row, choosing tlstrategy that delivers the highest
average payoff.

Moreover, | expect that both the equilibrium sturetof the game and the presence of
key descriptive features influence the informatearch pattern.

According to my hypotheses, a full exploration loé tmatrix is not necessary for every
strategic behavior, therefore | do not find suipgghat some payoffs are never observed
by some agents.

The first interesting result is that in this newpexment run with the eye-tracking

machinery | observed patterns of behavior very lamto those observed in the
experiment presented in Chapter 4, which was ruth \the classical experimental

methodology.

The analysis of aggregate choices shows that eWemgh eye-tracking based

experiments tend to give more noisy results, theselts are indeed very similar to those
obtained with a more standard approach. This i®wa avidence on the reliability of

experiments based on eye-tracking, which have b#en criticized as non-ecological.

As stated in Hypothesis 1, the distributions ofafisns and saccades are expected to
differ across games, contrary to what predictedtapdard theory.

As showed in Figure 5.9, subjects analyze morefulyegames with a more complex
strategic structure, where the complexity is gibgnboth the type of equilibria and the
key descriptive features present in the game. kamele, the WL (with its 8473 total
fixations) is the game with the smallest amounffixétions, while noNe is the most
observed one (with 9895 fixations in total).

150



Interestingly, looking at the distributions of sades and fixations (as shown in Figures
5.12, 5.13, 5.16, and 5.19) it appears that they reot as much affected by the

modifications of the key descriptive features a&xpected. Specifically, | observed that
the presence/absence of focal points affects théve attention devoted to the focal cell

and to the cells close to it (when the focal pastpresent a proportionally larger

attention is devoted to those cells). Similarly,eniHA is a safe strategy (low variance),
agents tend to analyze their own payoffs more by fan information search pattern

compatible with the choice of strategy HA).

On the whole, Hypothesis 1 is confirmed, even thooy results suggest that lookup
patterns are more sensitive to the presence/abséhkey descriptive features rather than

to their modifications.

Regarding Hypothesis 2 (scarce relevance of equifib strategy), figures 5.12, 5.13,
and 5.21 show from different perspectives that ttmed row is the least gazed at,
confirming the hypothesis. Figure 5.10 gives adeilea of the unbalanced attention
devoted to different AOIs. Looking at row playeR®lIs, the third row is the least fixed,
as well as the third column is the least obseneedtfe column player. This pattern is
confirmed if we look at the three games in whick 8irategies HA, EQ, and FP are
distinct and in which EQ (or quasi EQ) lays in r&DomCol, noNe, UnigNe, see
Figure 5.25).

As suggested by Hypothesis 3 (relevance of thealRB)confirmed by the data reported
in Figure 5.12, the presence of a FP increaseBxi@ons of the AOIs corresponding to
the FP cell. The relative frequencies of fixatidayscell in the three games in which the
FP was positioned in the (R2, C2) cell are indelethtical to those observed aggregating
data over the 30 matrices. On the other hand, ¢censl part of Hypothesis 3 seems
contradicted by Figure 5.17 that shows that thecad®s have the same relative
frequency in both games with and without FP.

Analyzing fixations and saccades basing on thd tthaice of agents shows that agents
who recognize the focal point and choose it do telarger attention to the focal cell
and make a large use of infracell saccades, resatifirmed also by the correlation

analysis.

151



C1 Cc2 c3

i I
T~ | 1592 | R (P }
B |'//1793\: S / 2748 \/ ||/2156\:| \‘!2_5/8/

| | / |
- \ , 2292 | | 1647 |
R2 g T '/ \ /
//1173\ | SN s N / [ 1744\\] \»._f/
S— ;

/— —-\16 II/__"“\'FI? /’ \\1’.8
| 943 — | 1042 | — [ 1124 |
RS | N N N NN
( ] | 1396 | .' ]
860 | \ / \ 1418 )
?\\-~/ AN O

Fig. 5.25: Total fixations divided by area of inteest, for games DomCol, noNe, and UnigNe

At an aggregate level, fixations and saccades dgravide much useful information
regarding Hypothesis 4. However, interesting rasalte obtained studying subjects’
lookup patterns divided according to the final cdeoimade, as well as looking at
correlations between choices and all types of dallacted with the eye-tracker.

Figures 5.11 and 5.20 exclude the possibility (psmal by standard game theory) that
subjects have a unique way of analyzing the gaullg, dollecting the available pieces of
information. On the contrary, they strongly suppbe idea that subjects have different
information search patterns, but also that theseenqpg are maintained across different
games. My experimental data seem to suggest thgecss have a preferred approach
that is motivated by past experiences, which isugind to the lab and not developed
during the experiment. According to this, each sabhas a preference for a different
strategic approach due to his personal attitudess g€kample: risk aversion, fairness,
inequity aversion). Different approaches bring suaty to different information search
patterns and, consequently, to different saccalligsresults, however, also show the
influence (albeit partial) of the game structurd &ry features.

The correlation analyses support what proposed yipothesis 4. First, it shows that

players who select mainly HA are more prone to ya®althe game by row (i.e., they
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present more own payoffs saccades, by row), ant H#a choices are negatively
correlated with any type of analysis involving aolu player’'s payoffs.

Second, EQ choices present an opposite patternamng@ositively correlated with all
AOIs of the column player and with the AOIs of thav player located in the third
column (correspondent to the equilibrium strategy).

Third, FP choices are indeed positively correlatégti INF saccades.

Hypothesis 4 is supported even more by the anabydeokup patterns based on the final
choice of agents. As shown in figures 5.21, 5.22] &.23 people choosing strategy EQ
devote larger attention to the equilibrium cell aodthe payoffs of the column player
(observed though more sophisticated saccades,dRe saccades), people choosing
strategy HA focus especially on their own payodffsdted in the first row and analyze the
game by row (RPr saccades), while people choosiregjegy FP (or XFP) do so

observing mainly the focal cell and using infracaltcades.

Demographic and personality scale analysis supptyp®thesis 5, showing that strategy
HA is indeed preferred by risk averse subjects.ré&ations with EQ choices (and with
the saccades that characterize them) are parliculateresting, showing that more
sophisticated subjects (that performed better & \tthechsler Digit Span test, in the
Cognitive Reflection test, and with a better cohtod mathematics) tend to select

strategy EQ much more.

Altogether, these findings strongly suggest thayg@is who pick HA do so because they
only look at their own payoffs by row, and choosa blecause it is a reasonably safe
strategy. The neglect of other player's payoffadiehints at the fact that players who
opt for HA do not do so because of diffuse prioreraheir opponent’s choices, but as a
consequence of a choice process that (consciousipannsciously) simply ignores the
opponents’ incentives and motivations.

The number of FP choices is positively correlatath UNF saccades, confirming my
hypothesis. Hence, on average players who selearé-Rore prone to reason “by cell”.
Interestingly, the number of FP choices is alsoitpety correlated with the CPr
saccades (Column Player by row). A possible expiamaomes from the correlations

with fixations on single AQOIs: in fact, number oP [Ehoices is positively correlated with
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fixations on the AOI 14, 13, and 15 (albeit thet last at the 10% level): the AOI 14
corresponds to the column player’s payoff in theaf@oint cell, and the 13 and 15 ones
to the “temptation” payoff corresponding to thewuh player deviating from the focal
point. Therefore, players who pick the FP strategysider the possibility that the
column player may anticipate this and profitablgvate” from the FP outcome.

Finally, Equilibrium choices are clearly made byets who studied the game carefully
and for a longer time, looking at every AOI, andlerstanding the relationship between
column and row player’s payoffs. Moreover, thesbjetts are also those who scored
better in the “Math anxiety” test, in the Wechshligit span, and in the Cognitive
Reflection test, showing that persons who are natte to develop complex reasoning
are also more confident about their skills and prtm successfully use their skills in a

practical decision-making situation.

5.7 Conclusions

The rationale of this experiment with the eye-texak the idea that strategic choices are
the result of a reasoning process that is direetted to the information search pattern.
The assumption that subjects that apply totallied#int strategies analyze each game in
the same way, and process the same informatioraegppareasonable in light of the
experimental evidence available. My hypothesifiad each subject has a particular
approach to the interactive situation at hand, impaloe to his mathematical and logical
capacities, to his natural propensities (that aanetated to the level of risk aversion, to
the gender, or to other individual features), antis past experiences.

| am convinced that studying the individual apptoca game helps to predict choice
behavior. Most probably (but this goes beyond thjeaiives of this research) this is a
circular pattern: on the one hand a subject stutiegames according to his own
propensities and chooses accordingly; on the dthed the search pattern reinforces his
considerations on the game and makes it more dgliffior him/her to develop different

points of view.

According to the results, a subject that is capablaore refined mathematical

reasoning, or that is less risk averse, tendsubyshe game carefully, taking a longer
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time and paying attention to the payoffs of hisampgnts. His gazes will be much more
complex than those of the other subjects, andimdllude all the AOIs. The strategy
chosen by this type of subjects will be the equiililm strategy, and subjects in this
category are mainly men.

An example is Figure 5.26, where both saccadedizattbns of a subject that has
chosen EQ (row 3) are registered. As the figurevshthe subject has carefully studied
the whole game, observing his own payoffs by rod lais opponent’s payoffs by
column. This figure is obtained by manipulating todors of the original snapshot, in
order to make it more comprehensible. The origemalpshot can be found in Appendix
F.

Fig. 5.26: Saccades (the lines, where the arrow iic@tes the direction of the gaze) and fixations (&
circles, where the dimension is proportional to thdixation duration) of a subject choosing EQ (row
3)
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A second group of subjects, mainly composed by wyrdevote little or no attention to
their opponent’s payoffs, focusing on their own AOThe payoffs will be observed by
row, and the strategy chosen by this type of subjedl be the strategy giving the
highest average payoff.

An example of this behavior is presented in Figu&¥. The final choice of that subject
was row 1, corresponding to HA strategy.

In Figure 5.27 (original in Appendix F), the sulijebserved exclusively his own
payoffs, mainly by row, totally neglecting thosetlé opponent. It is not surprising that

a subject with this kind of approach is not ablegoognize the equilibrium of the game.

Fig. 5.27: Saccades (the lines, where the arrow iivdtes the direction of the gaze) and fixations (th
circles, where the dimension is proportional to thdixation duration) of a subject choosing HA (row
1)

The subject that chooses the FP strategy is noteteby a particular gender, is not self

confident about his mathematical abilities, anahasurally prone to risky behavior. He

analyzes the game mainly comparing directly theoffaycontained in the same cell
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(infracell saccades), but also devotes a certéamtadn to the opponent’s payoffs without
capturing the row-column mechanism, i.e., he olese@ll AOIs by row. Finally, his
attention is largely captured by the focal cell (R2). An example of subject choosing
FP (row 2) is presented in Figure 5.28, while Fggbr29 gives an extreme example of
this type of subject (originals in Appendix F).

In Figure 5.28 the pattern is clear. After a fisdtempt of analyzing the matrix fully
(although by row only), the subject’s attention waptured by the FP. He then evaluated
the risks implied in that choice, checking his géydn column 1 and 2, and the

opponent’s payoffs in row 2. The final choice waw 2 (FP strategy).

Fig. 5.28: Saccades (the lines, where the arrow i@tes the direction of the gaze) and fixations (th
circles, where the dimension is proportional to thdixation duration) of a subject choosing FP (row
2)

In general, the results obtained in this researgipart the idea that there is a direct
correlation between how a game is processed arstriitegy that will be selected.

It is particularly interesting to observe that eganumber of subjects do not even look at
all the payoffs contained in the matrix (as shownFgures 5.27, 5.28, and 5.29),
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showing not only that the assumption of full ra@ibty sustained by standard game
theory is unrealistic, but also that out of equilim choices cannot be adequately
explained by hypothesizing beliefs on the part &fyers in their opponents being

irrational.
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Fig. 5.29: Saccades (the lines, where the arrow iivdtes the direction of the gaze) and fixations (th

circles, where the dimension is proportional to thdixation duration) of a subject choosing FP (row
2)

Data show that the total frequency of saccades fexadions increases as the game
becomes less intuitive, that the relative freques@re just marginally affected by the
modifications of key descriptive features, whileeyhare significantly affected by the
presence/absence of these features.

Figure 5.19 shows that saccades that are used/edlanore often are of the same type.
This suggests that a particular approach of a sule the matrix is only partially

influenced by the descriptive features and by ttracture of the game, while it is

probably largely due to some innate individual eletaristics.
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On the whole, the use of the eye-tracker resultedia in order to test my research
hypotheses. This new experiment confirmed the tesditained in Chapter 4 and shed a
new light on a field still relatively unexploredyat of using the analysis of information
search patterns as tools to understand and pthate behavior.
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Chapter 6 — Conclusions

Since Pareto reformulation of choice theory Ecomsnfias been depicted as a fully
rational science, discarding any theories and tedsed on behavioral assumptions
(Bruni and Sugden, 2007). Despite the mathemagtzgance and generality of this
approach, many observed behaviors are not explairtalbugh the assumption of full
rationality.

Due to a large number of experimental and empirigsililts that refuted EUT, in the last
decades an increasing number of scholars felt tipengy to rehabilitate and extend the
old concepts of Behavioral Economics. The Econaceeturticle on Prospect Theory of
Kahneman and Tversky (1979) is the most relevasdymt of this common feeling about

the inadequacy of EUT at depicting a precise inedaiman behavior.

My thesis places itself in the Behavioral Econonstg®am of research, in particular it
refers to an approach commonly defined as “BourRigiibnality”. | assume that agents
lack both the computational capabilities, and theant of time necessary to act in a
way consistent with full rationality; moreover, evsubjects who seem to possess similar
computational abilities and similar time constrairdan develop different strategic
behaviors depending on a variety of personal thi&iesrisk propensity and perseverance.
Starting from these assumptions, and following ey studies in behavioral game
theory, | claim that agents develop their strategehavior on the basis of a
simplified/incorrect mental representation of thr@tegic situation at hand (Kreps, 1990;
Devetag and Warglien, 2008). | assume also thattagio develop beliefs about other

people behaviors, but that these beliefs are theessimplified/incorrect.

In the three experiments presented in the thesigelstigate how agents behave in some
specific situations, in particular | test whethgeats are more influenced by the strategic
structure of an interactive situation — as stanggme theory suggests — or by some key
descriptive features. With key descriptive featudesndicate every non-strategic
modification of the payoffs (i.e. that does noeakiny Nash equilibria of the game) that

according to my hypotheses is able to affect sidjstrategic behavior.
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Given the limited cognitive capacities of humanngsi, | expect them to behave
according to some simple heuristics, rather thanatofull and correct mental
representation of the situation at hand. | beli¢vat these heuristics are strongly
influenced by some non-strategic features of theason (game), which provide a
“natural” and “instinctive” solution.

In my research, “heuristic” is not intended as ecige and well defined rule of choice, as
it was defined in Gigerenzer et al. (1999), i.emposed by the stages of: searching
process, search direction, and stopping rule. My afsthe term “heuristic” is closer to
the meaning of “type” in Costa-Gomes et al. (200@)ere each type specified a strategic
behavior of the subjects (guided by a precise gamithout taking into account the
search process, which is embedded in the typd.itdehetheless, my use of heuristics
differentiate even from this definition of type,nee | assume agents to have
simultaneously more than one heuristic in theirerepre, and choose among them
depending on the features of the game. Heuristesh&refore not unique for each agent
(as are types), but on the contrary each agentpply different heuristics to different
games, or even to the same game, depending onrésenge/absence of descriptive
features, and depending on some personality traits.

In order to investigate the effect of key descviptieatures on agents’ strategic behavior,
| focused on two features: the first feature is&td®oints, which have been extensively
studied in the literature and have been recognamedn important source of natural
coordination since Schelling (1960). The secondufeais the (variable) variance of the
strategy giving the highest average payoff to thesion maker (HA).

| have chosen these two features because they e extensively studied in the
literature and their importance is commonly ackremgied, nonetheless my approach
departs from previous studies in several ways.

Focal Points have mainly been studied as equilibrawtcomes, and, more specifically,
as coordination devices (i.e., particularly prominequilibrium outcomes) in symmetric
games. In my experiments | use non-equilibrium F&u@nts, in games that are non
symmetric.

The effect of variance in HA strategy has not bemestigated in the literature (to the
best of my knowledge), even though the whole streéiiterature on k-level thinking
(Stahl and Wilson, 1995; Costa-Gomes et al., 2@dAmerer et al., 2004) is heavily

162



based on the role played by the HA strategy itdelielieve that the importance of
variance in determining the overall attractiveneghe strategy yielding the highest
expected payoff is crucial, since variance canuitematurally considered as a proxy for

a strategy perceived riskiness.

One of my main hypotheses is that key descriptatures are expected to affect games
independently from their underlying strategic stowe, therefore | had to test these
effects on strategically different games.

Results presented in chapters 3 and 4 stronglyostipyy hypotheses.

First of all, | show that Focal Points exert armaattive power even when they are non
equilibria, provided that some conditions are $atis According to my results, any cell
containing symmetric and comparatively large payaoff perceived as a Focal Point.
Focal Points, as here defined, play an importamordinating” role even in non-
symmetric games.

The second result indicates that variance playsnddmental role in determining the
overall attractiveness of a strategy. The frequesnoif subjects choosing HA are closely
correlated with the strategy payoff variance, iasreg significantly as the variance tends
to zero.

Focal Point and HA strategy attract the majoritysabjects’ choices even though they
are both non-equilibrium strategies by constructdfhen key descriptive features like
these are present, agents tend to ignore thetratégc structure of the game, focusing
on those, more natural, options. Choosing any aksdhstrategies requires a less
sophisticated analysis and simpler beliefs on fhy@aent’s behavior (or no beliefs at all
in the case of HA strategy with variance equal évo} Interestingly, the analyzed
features exert the same effect in strategicalligckht games.

In some cases, comparing strategically differemhem distributions of choices are so
similar to be statistically undistinguishable. Thislds until key descriptive features are
present. As soon as key descriptive features armmved, the true strategic structure
gains importance and strategically different gamnigger different strategic behaviors.
This choice patterns holds true even in games wpkrgers have a strictly dominant
strategy, in which, therefore, key descriptive @ieas should have a weaker effect.
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Lastly, key descriptive features have an impactresponse time. Response time is
shorter when a Focal Point is present, or when ldé lbw variance, indicating that in
these cases games trigger more intuitive behafabifstein, 2007; Kuo et al., 2009).
When key descriptive features are removed, respaimses augment significantly
suggesting that agents, unable to choose “inttiiavnel “natural” strategies, are forced to
develop a more sophisticated strategy.

In general, results in chapters 3 and 4 show tlegt ¢tescriptive features play an
important role in strategic behavior, and thatrtlefflect is much stronger than that due to
the true strategic structure of the game.

Moreover, the idea that agents do not belong tangles type, but change heuristic
according to the features, is also supported byabelts. In fact changing the variance of
HA strategy affects the frequency of that choicegrethough this should not been
observed according to Costa-Gomes et al. (2001).

| also test two concepts of similarity perceptianaag games, considering as similar
games that trigger the same strategic behaviorgants. Both concepts of similarity

result affected by the presence of key features.

In chapter 5, | go further, investigating how kegsdriptive features affect not only the
strategic behavior of agents, but also the infoilonasearch pattern. | start from the
plausible consideration that agents that behaverdiftly in the same situation might
have a different mental representation of the 8anatself. This mental representation
might be due to the complexity of the game itselfl 4o different individual cognitive

capacities (as proposed by Devetag and Warglied8)2@ifferent personality traits (as
proposed by Rydval et al., 2009), or different pgeof information processed. | expect
that all these reasons concur, but | am especiatBrested in how key descriptive
features affect the information search pattern, &hdther different subjects might not
collect the same information. For example, if satgeeason through incomplete mental
representations that depend on a game featurepetiethat a subject that will choose
the equilibrium strategy is more likely to obsetkie game in all its relevant parts, while
another choosing strategy HA might even ignorepagoffs of the opponent, focusing

completely on their own payoffs only.
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In order to investigate the information searcheyatt| run an experiment using the eye-
tracker, which allowed me to record subjects’ eyvements while engaged in strategic
decisions. The games used in the eye-tracking empet were the same games that had
been used for the experiment reported in chapter 4.

The last experiment confirms the results alreadseoled in chapters 3 and 4, and adds
new and interesting insights. First of all, it slsogas it was easily predictable) that the
number of equilibrium choices is strictly relatedndividual cognitive and mathematical
capabilities.

Second, and more interesting for my research apprabe strategic behavior of subjects
is strictly correlated with the information seagpditterns that subjects exhibit: agents that
choose the equilibrium strategy, analyze the emj@me structure much more carefully
and thoroughly, paying large attention to their @pgnt’s payoffs. On the other hand,
agents choosing HA strategy tend to focus on their payoffs, mainly comparing them
by row, implicitly treating the strategic choiceoptem as a individual decision making
problem.

The time devoted to the analysis of the game dependthe complexity of the game
itself, and on the presence of key features. Whendescriptive features are present,
agents choose in a shorter time compared to wregarés are absent. Surprisingly, even
though response times are largely affected by #meegstructure, the information search
pattern is just marginally affected by it.

Different subjects exhibit different ways to gatlaad elaborate information, as different
preferences and different strategic behaviors. Mamhess, while the strategic behavior is
clearly affected by the presence of key descrifftaatures and by the game structure, the
information search pattern is not, remaining redyi invariant across games.

These results indicate that agents have a predetanand stable way to approach
interactive situations, and that this analyticgraach is strictly related to agents’ natural
preferences, creating a circle of cause and effboise study is beyond the aim of this
research. My interpretation is that a particuldoimation search pattern induces agents
to choose a specific strategy. On the other hdmednatural propensities of an agent for a

specific strategic behavior will induce him to ajza the game accordingly.
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Even though the information search pattern ispastially affected by the complexity of
the game, agents are still able to adapt theirtegfi@ behavior to the particular

characteristics of the game itself.

Concluding, the main goal of this thesis was toestigate how non-strategic

manipulations of a game payoffs affect strategibabveor in one-shot games, and
whether observed effects are stable across games.

A large experimental literature has shown that malation of different game features
has an impact on strategic behavior, but the studanipulations have been mainly
strategic in nature, or non-strategic but not eslato payoffs. Moreover, rarely these
studies compared strategically different gamegdong often on a single type of games.

My results show that key descriptive features hawgreat impact on agents’ strategic
behavior, and that this impact is stable acrossegam\gents adapt their strategies
according to the features of interest more thath# real structure of the game, even
when the equilibrium structure is easily detectafppeesence of strictly dominant

strategies). Furthermore, the analyzed featurea tp@ew interpretations of similarity

perception across games, suggesting that taxondmaigsd on features might capture
initial behavior much more accurately than taxoresnbased on a game strategic

structure.

With this research | want also to be a little proatve. In line with what presented by
Goeree and Holt (2001), | show that it is posstblebtain significantly different results

with strategically identical games. | suggest thatexpected” experimental results,
results that cannot be easily extended to diffesgnations, or that contradict previously
observed robust results, should be analyzed takitogaccount possible effects due to
key-descriptive features.

An important, related research question that vélithre object of future research consists
in verifying whether key-descriptive features pkyole even in repeated games, when
learning and feedback take place. In principle, orey conjecture that two opposing

phenomena may emerge: on the one hand, one ma&ythi@ahwhen no learning and no
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feedback on opponent’s behavior are available, descriptive features provide easy,
reasonable and natural “solutions”, which are tbemtarded when beliefs are updated
and when subjects have the possibility to learmfexperience. On the other hand, one
may also conjecture that repeating the same Dtuatiould reinforce previous beliefs
and mutually consistent behaviors, inducing agémtfocus even more on descriptive
features rather than on the game strategic strickuture experiments on feature-based
choice in repeated games are actually programméy to answer this further research

guestion.
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Appendix A

| report here the instructions used in both expenits 1 and 2.

The text is the one presented in experiment 1. gdres that differ in experiment 2 are
specified in the text, in parenthesis, and indtali

| remind to the reader that these instructiondraeslations of an original in Italian.

INSTRUCTIONS
Welcome!
You are about to participate in an experiment daractive decision-making, funded by
the R.O.C.K. (Research on Organizations, Coordinaaind Knowledge) research group
of the University of Trento. Your privacy is guateed: results will be used and
published anonymously.
All your earnings during the experiment will be esgsed inExperimental Currency
Units (ECUs) Your earnings will depend on your performance lwe &xperiment,
according to the rules which we will explain to ysinortly. You will be paid privately
and in cash at the end of the experimental sessdher participants will not be
informed about your earnings.
The experiment is divided in two, unrelated paftse instructions for the second part
will be distributed at the end of the first parouf behavior and the earnings you obtain
in the first part do not affect your earning in $econd part in any way. The maximum

you can earn in the experiment is 20 Euros.

PART 1
The experiment consists of 230 in the case of experimentrdunds; in each round you
will face an interactive decision-making situatidie word “interactive” means that the
outcome of your decision will be determined by yohoice and by the choice of another
participant, randomly chosen. More specificallyuy@arnings in each decision-making
situation will be determined by the combinationyour choice and the choice of the
participant with whom you will be paired in thaural.
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EXPERIMENTAL STRUCTURE

The structure of each interactive decision probldmenceforth GAME, will be

represented by a table like the one below:

OTHER PLAYER'’S

ACTIONS
(Column Player)
C1 C2
YOUR ACTIONS R1 (6,4) 4,7)
(Row Player) R2 (3.4) (5,6)

The table is to be read as follows: you and thégpant with whom you are paired will
play the roles, respectively, of ROW PLAYER and GQOIN PLAYER, or vice versa.
The available choices of the ROW PLAYER are repres by the rows of the table (in
the example, R1 and R2),and the available choidetheo COLUMN PLAYER are
represented by the columns of the table (in thengka, C1 and C2).

If your role in a round is that of ROW PLAYER, tlparticipant with whom you are
paired will have the complementary role of COLUMMyr, and vice versa. You will
learn your role by reading the labels on the tablee label “YOUR ACTIONS” will be
placed close to your role, and the label “OTHER RER’'S ACTIONS” will be close to
the role of the player you are paired with. Forregge, in a table like the one presented
above, you have the role of ROW player, and thggplavith whom you are paired has
the role of COLUMN player, so that the labels aneerted.

IMPORTANT: you will keep the same role (ROW or COMWN) in all the decisional
tables of the experiment, although the participaith whom you are paired will be

picked randomly (and therefore may be differengach round.

Each possible combination of choices of row andurmml player (i.e., each possible

combination of rows and columns of the table) idexst one cell in the matrix. Each cell
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reports two numerical values in brackets. Thesaiesmlindicate the earnings (in
Experimental Currency Units) of each participardoagated with that combination of
choices. Conventionally, the first number represeéhé earnings of the ROW PLAYER
(regardless of whether it is you or the other plgyand while the second number
represents the earnings of the COLUMN PLAYER.

For example: in the table below, if YOU, the ROWAMER, choose row R1 and the

OTHER PLAYER chooses column C2, then your earnimidjsbe those in the cell at the

intersection between row R1 and column @®OU (ROW Player) earn 4 ECUs and the
OTHER PLAYER (COLUMN PLAYER) 7 ECUs.

OTHER PLAYER

(Column Player)

C1 C2
YOU R1 (6,4) 4,7
(Row Player) R2 (3.4) (5.6)

Bear in mind that you cannot directly choose thié alethe table, but only one of the
rows or columns, depending on your role. Only tbenkination of both choices will
select one and only one cell, corresponding to yarnings and to those of the other

participant.

MATCHING RULES

For each decisional table, the participant with mhgu are paired is randomly selected
by the software. Obviously, as the matching ruleeasadom and as the number of
decisional tables larger than the number of padinis in the session, during the
experiment you will be paired more than once whth $ame subject. However, you will
never know the identity of the participant you aratched with, nor will you know that

person's choice in a table after you have madesyour
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INFORMATION

In each of the 2430 in experiment 2jounds, the screen will show the decisional table
(see next padd for that round, and you will be asked to makeeaision. Each table is
marked by a numerical code, which will be usedtli@r final payment. The code appears
in the top left-hand corner of each decisional éafilhe top right-hand corner of the
screen specifies the time remaining for your deanisiYou must communicate your
decision by typing 1, or 2o( 3 in the case of experimen} & the space “I choose

row/column number”, and by clicking the “confirmtition with the mouse.

In order for the next round to start, ALL partiaps must have entered their decision for
the current round, and we therefore ask you ntdke more than 30 seconds to choose.
After 30 seconds, a text message in the top rightdtcorner of the screen will ask you to
write down your decision. If you delay your decrsiconsiderably, you will oblige the
other players to wait.

You will face 24 (30 in experiment 2@ecisional matrices, corresponding to (30)
different interactive situations. There is no nelatamong your choices in the different
games, each game is independent of the otherfieAerid of the 24t(B0th) round, the
first part of the experiment will be completed, aywlr earnings for this part will be

determined.

PAYMENTS

Each matrix is identified by a code. Some tags Hseen placed in a box, each showing
the code of one of the matrices. The experimeniiéask one of you, selected randomly,
to verify that the box contains Z80) tags, and also that the codes on the tags atg real
different from each other. Subsequently, the expeniter will ask a different participant,
selected randomly, to pick 3 of these tags from lb&. Each of you will be paid
according to the earnings obtained in the tableesponding to the extracted codes. The
earnings in each of the 3 selected tables willdterthined by matching your choice with

* During the experiment a printed copy of Figure Po2 3.1 for experiment 2was given to the
experimental subjects, to allow them to have aa ml@out the interface they were going to use.
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the choice of the participant with whom you werechad at that table. Since each of the
24 (30) decisional tables of the experiment has a positre®ability of being selected for
payment, we ask you to devote the same attentiatl td them.

Before the experiment starts, we will ask you tosvegr a simple anonymous
guestionnaire, in order to make sure that you haderstood the instructions perfectly
or whether clarifications are needed. If thereiao®rrect answers, the relevant part of
the instructions will be repeated. After the quastaire phase is completed, the

experiment will start.

It is very important that you remain silent duritige experiment, and that you never
communicate with the other participants, eitheraély, or in any other way. For any
doubts or problems you may have, please just saige hand and the experimenter will
approach you. If you do not remain silent or if ybahave in any way that could
potentially disturb the experiment, you will be adko leave the laboratory, and you will

not be paid.

Thank you for your kind participation!
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Appendix B

| report here the control questions used in boffeerents 1, 2, and 3.

| remind to the reader that these instructiondrareslations of an original in Italian.

QUESTIONNAIRE

Dear Participant,

The following questionnaire is anonymous and hassble purpose of verifying your
understanding of the rules of this experiment.

We ask you to answer to the following questionsydfi are uncertain about how to
respond, please consult the instructions sheet.

When you have finished, please raise your handaamdmber of the staff will check that
all your answers are filled in.

Thank you for your cooperation!

COLUMN Player

C1 C2 C3
R1 10,20 30,40 50,40
ROW Player
R2 1,2 3,4 6,3
R3 15,30 59 15,7

Suppose you are assigned the role of ROW PLAYER:

If the COLUMN PLAYER chooses strategy C2 and yooase strategy R2, how many

ECUs will you earn? ........... And the other pi&ye........
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If you choose strategy R2, and COLUMN PLAYER chaost&rategy C3, how many
ECUs will that person earn? ........... And whaiwthyou? ...........
If the other player chooses C1, your earnings lvéll
o If youchoose R1: ...........
o If youchoose R2: ...........
o Ifyouchoose R3: ...........
Suppose you are assigned the role of COLUMN PLAYER
If the ROW PLAYER chooses strategy R2 and you chostsategy C1, how many

experimental points will you earn? ........... Ahd other player?...........
If the other player chooses R1, your earnings lvall

o If you choose C1. ...........

o |If you choose C2: ...........

o |Ifyouchoose C3. ...........

Your role (as ROW or COLUMN PLAYER) in the round$ the experiment will
change:
TRUE or FALSE

The participant with whom you arepaired will be etatined randomly in each round,
and you will never be matched more than once wighsame participant.
TRUE or FALSE

After you have taken your decision on a table, wallbe able to observe the choice of

the participant with whom you were paired.
TRUE or FALSE
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Appendix C

| report here the instructions used in both expenits 1 and 2.

| remind to the reader that these instructiondrareslations of an original in Italian.

INSTRUCTIONS (PART 2)

The sheet given to you shows 10 numbered ROWS, eaulh ROW presents 2
OPTIONS:L andR. We ask you to choose one and only one of theoptmns in each
row. Your earnings will be determined in the foliog way.

This is a box containing 10 numbers, from 1 toviBich will be used to determine your

earnings. After you have made your choices, we extract 2 numbers: the first number
will determine the ROW that will be used to cal¢algour earnings, and the second
number will determine your earnings given the ORYJQ or R, that you chose for that

ROW. Obviously, each ROW has the same probabifityeing chosen, i.e., 1 of out 10.

Now, pay attention to ROW 1. OPTION L pays 2 Euifoke number drawn is 1, and
1.60 Euros if the number drawn is a number betw2emd 10 (extremes included).
OPTION R pays 3.85 Euros if the number drawn iant} 0.1 Euros if the number drawn
is a number between 2 and 10 (extremes includdti}hé& ROWS are similar, meaning
that the earnings for both OPTIONS remain the saffe only difference is that,
moving towards the bottom of the table, the po#gibof winning the larger amount
increases for both OPTIONS. Consequently, the piisgiof winning the lower amount
decreases. If ROW 10 is selected, there will beneed to extract the second number,
because each OPTION will certainly pay the largapant, that is, 2 Euro (et seq.) for
OPTION L and 3.85 Euros for OPTION R.

L is the default option for all ROWS, but you cdmoose to switch to OPTION R by
simply marking the desired ROW. If you prefer OPRIAQR from a certain point
onwards, just mark the corresponding ROW. Pleagethat you can switch from L to R

only once and that the switch is irreversible; ¢fi@re, you must mark only ONE ROW,
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which indicates that, in all the ROWS above, yoafgr OPTION L, whereas in the
marked ROW and in all ROWS below, you prefer OPTIGNIf you do not want to

change, i.e., if you prefer OPTION L in all ROWSn& mark anything. If you always
prefer OPTION R, you must mark the first ROW. Yanchoose any of the 10 ROWS,

but you can only pass from L to R once, and theeefd most you can put 1 mark.

When you have finished, we will collect your she®then all participants have
completed their choices, one of you will draw thwe humbers from the box. Remember,
the first extraction determines the ROW that wid bsed to calculate everybody’s
earnings, and the second number will determine paunings; the first number will be
put back in the box before the second number iaeted. Your earnings in this choice
task will be added to those obtained in the firgtt pf the experiment, and the total

amount will be paid to you privately at the endlod experiment.

EXAMPLE

Suppose that the ROW drawn randomly is ROW 3, hatlytou have marked one of the
rows below ROW 3. Since ROW 3 is above your mahis indicates that you prefer
OPTION L for ROW 3. Then, if the second drawn numize(for example) 5, your
earnings are 1.6 Euros.

Please answer the questions at the end of the.sWaetneed this information for
statistical purposes only.
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Switch

from

Option L Option R
LtoR

ROW 1 2 € with 1 or 1.6 € with 2-10 O 3.85 € with 1 or 0.1 € with 2-10
ROW 2 2 € with 1-2 or 1.6 € with 3-10 O 3.85 € with 1-2 or 0.1 € with 3-1
ROW 3 2 € with 1-3 or 1.6 € with 4-10 O 3.85 € with 1-3 or 0.1 € with 4-1
ROW 4 2 € with 1-4 or 1.6 € with 5-10 O 3.85 € with 1-4 or 0.1 € with 5-1
ROW 5 2 € with 1-5 or 1.6 € with 6-10 O 3.85 € with 1-5 or 0.1 € with 6-1
ROW 6 2 € with 1-6 or 1.6 € with 7-10 O 3.85 with 1-6 or 0.1 € with 7-10
ROW 7 2 € with 1-7 or 1.6 € with 8-10 O 3.85 € with 1-7 or 0.1 € with 8-1
ROW 8 2 € with 1-8 or 1.6 € with 9-10 O 3.85 € with 1-8 or 0.1 € with 9-1
ROW 9 2 € with 1-9 or 1.6 € with 10 O 3.85 € with 1-9 or 0.1 € with 10
ROW 10 2 € with 1-10 O 3.85 € with 1-10

Please answer the following questions:

What faculty are you enrolled in?

When did you enrol? (year)

When were you born? /

/

Please specify where you were born and your ndiigna
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Specify M or F

Have you attended any courses on Game Theory?

If so, which courses?

Do you know what a Nash Equilibrium is?

If so, in what courses did you study it?
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Appendix D

| report here the instructions used in experiment 3

| remind to the reader that these instructiondrareslations of an original in Italian.

INSTRUCTIONS
Dear student,
You are about to participate in an experiment aeractive decision-making. Your
privacy is guaranteed: results will be used andigiied anonymously.
All your earnings during the experiment will be eagsed inExperimental Currency
Units (ECUs) Your earnings will depend on your performance e &xperiment,
according to the rules which we will explain to ysliortly. You will be paid privately
and in cash at the end of the experimental sessher participants will not be
informed about your earnings.
After the experiment you are asked to completeoat sfuestionnaire. The maximum you

can earn in the experiment is 14 Euros, the minindum

THE EXPERIMENTAL STRUCTURE
The experiment consists of 30 rounds; in each royod will face an interactive

decision-making situation. In each round you wilvh to choos@ne _among three

options: the word “interactive” means that the outcome olry decision will be
determined by your choice and by the choice of l@roparticipant, randomly chosen at

the end of the experimental session.

The structure of each interactive decision probldmenceforth GAME, will be

represented by a table like the one below:
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C C C
R R R

C C C
R R R

C C C
R R R

where letters will be substituted by numbers, iatlig an amount of ECUSs.

The table has three rows and three columns. Youlangarticipant with whom you are

paired will play the roles, respectively, of ROWAXER and COLUMN PLAYER.

The available choices of the ROW PLAYER (for youg aepresented by the ROWS of
the table (the first row on top, the second rowhim middle, the third at the bottom), and
the available choices of the COLUMN PLAYER are eganted by the COLUMNS of

the table (the first column on the left, the seconllimn in the center, the third column

on the right).

Each possible combination of choices of row andirmwl player (i.e., each possible
combination of rows and columns of the table) ides one cell in the matrix. Each cell

reports two numerical values. These values indichte earnings (in Experimental

Currency Units) of each participant associated witht combination of choices.

Conventionally, the number on the bottom of thé iegdresents the earnings of the ROW
PLAYER (your earning), while the number on the t@presents the earnings of the
COLUMN PLAYER.

For example: in the table below, if YOU choose tiy@ row and the OTHER PLAYER

chooses the column in the middle, then your eaminil be those in the cell at the

intersection between the selected row and column.
In this example YOU earn 4 ECUs and the OTHER PLRYEECUs
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4 7 3
6 4 5

4 6 5
3 5 3

6 4 7
5 6 4

Bear in mind that you cannot directly choose thié alethe table, but only one of the
rows (the other participant with whom you are matcheltl enoose one column). Only
the combination of both choices will select one anty one cell, corresponding to your

earnings and to those of the other participant.

INFORMATION

In each of the 30 rounds, the screen will showd#eisional table (see next pageor
that round, and you will be asked to make a detikimwing your gain will depend only
on that choice and the choice of the person matalit&dyou.

Please remember that you cannot choose a singjéoatbnly the row that you prefer,
given your considerations.

To help you with your choice, he ECUs of the rovaygr (yours) are positioned in the
bottom-left corner of each cell and will be in y&ll, while the ECUs of the column
player will be in the top right corner of the catid will be in red.

To select you choice you will have to press the ‘Kigyfor row 1 (the row on the top of
the matrx), “2” for row 2 (the row in the middle tfe matrix), and “3” for row 3 (the

row on the bottom of the matrix).

You will face 30 decisional matrices, correspondim@0 different interactive situations.
The matrices are divided in 3 block of 10 matrieash. After each block there will be a

short procedure to verify the correct “focus” oé thye-link.

'3 During the experiment an image similar to Figure was given to the experimental subjects, to allow
them to have an idea about the interface they geirgg to use.
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There is no relation among your choices in the eddiit games, each game is
independent of the others.
At the end of the 30th round, the first part of &xperiment will be completed, and your

earnings for this part will be determined.

PAYMENTS

Each matrix is identified by a code. Some tags Hmen placed in a box, each showing
the code of one of the matrices. The experimentikrask you to pick 3 of these tags

from the box. You will be paid according to the reags obtained in the tables

corresponding to the extracted codes. In a secand 20 tags have been placed,
corresponding to 20 subjects that have participatetie experiment as column player.
You will have to draw 3 tags also from this box.

Your earning will be determined by your choices @ydhe choices of the three people
selected, in the three matrices you have drawrh Beatrix will be associated to just one
column player, to have exactly 3 outcomes.

Since each of the 30 decisional tables of the ex@at has a positive probability of

being selected for payment, we ask you to devaedme attention to all of them.

Before the experiment starts, we will ask you tosveer a simple anonymous

guestionnaire, in order to make sure that you haderstood the instructions perfectly
or whether clarifications are needed. If there iao®rrect answers, the relevant part of
the instructions will be repeated. After the gumstiaire phase is completed, the
experiment will start.

At the end of the experiment, the experimenter wll you the change rate between

Euros and ECUs, you will have to complete a questre, and you will be paid.

Thank you for your kind participation!
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Appendix E

| present here the questionnaires on cognitivetigsiland personality traits that have
been presented to experimental subjects after dhelusion of experiment 3, briefly
summarizing the goal of each of these tests.

After the experiment, the tests were not preseased unique questionnaire, since some
of them required a direct interaction with the expenter. therefore, | will discuss here
the tests separately, rather than report the daaoiat that was presented to the subjects.
Other than the tests presented in this appendbjesis were presented also the “Holt

and Laury Risk Aversion test” presented in appeir@ix

E.1 Test of the “Theory of Mind”

In Psychology, with Theory of Mind (TOM) it is inchted not only the ability to predict
and comprehend the mental states of other intelliggents, but also the ability to
understand that others can have state of mindsithatifferent than one’s own.

The term “Theory of Mind” has been proposed for first time by Premack and
Woodruff (1978) on a study on chimpanzees, andesihen this stream of research has
received increasing attention, particularly theeraf TOM in developmental age
(Wimmer and Perner, 1983; Fodor, 1992) and in ageiih cognitive dysfunctions (like
autism, Baron-Cohen, 1995).

Tests for TOM are designed to discriminate subj@gth “normal” cognitive capacity
from those with cognitive dysfunctions. No testyddeen designed to discriminate
different levels of TOM ability among “normal” swdgts.

Of the several tests of TOM proposed in the liteigt| decided to use the one known as
“Reading the Mind in the Eyes” test (Baron-Coheraket 2001; Baron-Cohen, 2004).
This test is, in my opinion, the less trivial tobgects with normal cognitive capacity.
With this test | aimed to find a correlation betwebhe TOM of an agent and his ability
to locate equilibria in the game, as an increasgxcity of developing correct beliefs on

his opponent’s behavior.
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The test presented in Baron-Cohen (2004) was atawsifrom English into Italian and
validated before publication.

In this test, experimental subjects are presentild 36 pictures of the eye-region of
faces of different persons; for each picture, sutbjdave to select, from a list of four
possible states of mind, the one that best desctibe state of mind of the person
portrayed.

E.2 Working Memory test, Wechsler Digit Span tesmtd Cognitive
Reflection test

In order to test the role of memory capacity angnttive reflection in strategic behavior,
| presented to the experimental subjects threet sbsts: the “Cognitive Reflection test”
(Frederick; 2005), the “Wechsler Digit Span tesit short memory (Walsh and Betz,
1990), and a working memory test (Unsworth and &ng007).

The Cognitive Reflection test was proposed by Fiek€2005) and aims to measure a
specific type of cognitive ability, i.e. the abjlito control an innate and immediate
wrong answer, executed with little deliberation fawvour of a right answer requiring a
complex reasoning. This is motivated by the distomc of two cognitive systems in
human mind: “System 1” that gives spontaneous i@aiand does not require explicit
reasoning (like recognizing a known face), and t&ys 2” that requires effort and
concentration (like solving a complex mathematexgliation) (Epstein, 1994; Frederick,
2005).
The cognitive abilities measured by this test aadiqularly relevant for the situations
faced by subjects in my experimental researchgsimgame matrices were present both
natural and instinctive options, like the focalmoiand an equilibrium strategy, requiring
a sophisticated reasoning to be detected.
The test consists of three simple questions, foh @ which an impulsive wrong answer
comes naturally to the mind of the reader.
The questions are the following (Frederick, 2005):

(1) A bat and a ball cost $1.10 in total. The kmts $1.00 more than the ball.

How much does the ball cost? cents
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(2) If it takes 5 machines 5 minutes to make 5 widghow long would it take
100 machines to make 100 widgets? __ minutes
(3) In a lake, there is a patch of lily pads. Evéay, the patch doubles in size.
If it takes 48 days for the patch to cover thereriake, how long would it
take for the patch to cover half of the lake? __days

The score of the test corresponds to the numbewsroéct answers given.

The Wechsler Digit Span test is part of a more demfest called “Wechsler Memory
Scale” developed by David Wechsler (1987) to meabuman memory capacity.

| focused on the “Digit Span” since | was interesbaly on a test of short-term memory
(defined as the ability to store a small amouninédrmation and recall it after a short
time). Even though the overall reliability of th&/échsler Memory Scale” has been
notably reconsidered (Elwood, 1991), the reliapitit some single parts (like the “Digit
Span”) has been confirmed and has been used intregperimental economic studies
(Devetag and Warglien, 2008; Rydval et al., 2009).

In this test, subjects are asked to repeat a stfimpmbers right after the experimenter
has finished to read it. The experimenter stamsnfra string of three numbers, and
continue reading strings of increasing length uhi experimental subjects commits an
error. After the first error, the process is repdator other two times. The number of
digits of the longest string that has been coryeepeated by the subject corresponds to
the score obtained in the test.

The strings of numbers used were the same forhallsubjects participating in the

experiment.

The working-memory test used in this experimertaiked “Immediate Free Recall” and
refers to a large literature on working memory tthefines it as the ability of temporarily
store and manipulate information. Given the dabnitof short-term memory that | gave
before, working-memory is considered the ability mfanipulate and organize the
information stored in the short-term memory.

Even though this distinction sounds reasonablegra¢gcholars do not consider the two
processes as distinct, and include short-term megmmdéo working-memory (Unsworth
and Engle, 2007).
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Since the topic is still debated, | decided to adstér to subjects also a working memory
test, called “Immediate Free Recall”, one of the fgorking-memory tests that can be
done using paper and pencil.

In the test, the experimenter reads aloud ten w{@aish every 1 or 2 seconds); when the
experimenter has finished the experimental subyetés down as many words as he can
remember. In this experiment (differently thanhe ¥Wechsler Digit Span test) the order
in which the words are recalled is not relevant.

| selected a list of ten words randomly samplirapfrthe “Toronto Noun Pool” (that can
be found at http://memory.psych.upenn.edu/WordBoots the University of
Pennsylvania. The list was the same for all theegrgental subjects.

E.3 Premeditation, Sensation Seeking, Need for Citign, Perseverance,
and Math Anxiety

These five scales aim to measure different perggriahits that are relevant from an
economic perspective; for example an agent showandow confidence in his
mathematical abilities will probably not be able ltzate the equilibrium of a game,
while an agent prone to sensation seeking will abbppbe more risk seeking. These tests
have already been successfully used in recent iexpetal economic studies (Rydval et
al., 2009).

The Premeditation scale measures the propensiggents to control their impulsive
instincts and reason carefully when carrying oytagticular task, Need for Cognition
measures the intrinsic motivation of agents andr tlevel of commitment, while
Perseverance measures (as the name suggestsjutea tendency of a subject to persist
in a demanding task. All these three scales coalddsitively correlated with the ability
to locate the equilibrium of a game, or negativayrelated with the tendency of looking
for “safe and obvious” solutions (strategies givangonstant payoff, or Focal Points). In
all scales, a low number indicates a high levelpodmeditation, commitment, and
perseverance.

Sensation Seeking measures the natural tendenan afgent to look for “exciting”
situations or options, and can be considered a umeasf risk propensity. In my

experiment, sensation seekers might choose thegyrajiving the highest possible

195



payoff (maximaxi or Optimistic) independently fraitme risk involved in the choice. In
this scale, a low score indicates a high levekofsation seeking.

Math Anxiety measures the feelings that an agestwizen dealing with mathematical
tasks and might be correlated with the ability atdte the equilibrium of the game. A
low score indicates a relaxed feeling towards nraties.

These scales have the common drawback of beingegelfts. This implies that there is
no control on the attention and effort put in ansmge to the questions, but also that
agents answer according to what is their opinionualihemselves, that can be an
inaccurate evaluation of their capacities or praess. For example, a person that has a
high score of Sensation Seeking might overestinmateself and not act in reality
according to this mental representation of himself.

In the experiment, | presented to the subjectsestipnnaire of 55 questions covering all
the scales. To each question subjects had to chbegareferred answer among “True,

Quite True, Quite False, False”.
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Appendix F

Here | report some snapshots of the interface dseithg Experiment 3, presented in
Chapter 5.

| prefer to use some manipulated versions in the since the black background makes
the comprehension of the figures troublesome.

Nonetheless, | want to make the original snapstnaiiable in the appendix, in case the

reader would be interested.

This snapshot is the original of the one presemiédgure 5.1.
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This snapshot is the original of the one presemiédgure 5.22.

198



This snapshot is the original of the one presemtédgure 5.24.
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This snapshot is the original of the one presemédgure 5.25.
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