UNIVERSITA DEGLI STUDI DI CAGLIARI

FACOLTA DI SCIENZE MATEMATICHE, FISICHE E NATURALI

DIPARTIMENTO DI CHIMICA INORGANICA ED ANALITICA

DOTTORATO DI RICERCA IN SCIENZE E TECNOLOGIE CHIMICHE — XX CICLO

Concentration depth-profile reconstruction
from angle-resolved XPS data using the
maximum entropy method.

Characterization of surface film formed on Ni-18P alloy.

SUPERVISORE : TESI DI DOTTORATO :
PROF. ANTONELLA ROSSI MARIANO ANDREA SCORCIAPINO

2004 - 2007



“It is usually a good idea to visualize the strues
in an optimization as it progresses,
as every algorithm can sometimes
take a pathologically bad step,
and it's usually better to restart
the calculation with an improved guess
than it is to wait and hope that

the optimization ultimately returns to normalcy.”

C.J. Cramer
"Computational Chemistry — Theories and Models"
Wiley and Sons, Ltd. (2004)



CONTENTS

CONTENTS

List of Figures
List of Tables

Abbreviations and Symbols

Abstract
Riassunto

INTRODUCTION

1.1 Ni-PALLOYS

1.2 X-RAY PHOTOELECTRON SPECTROSCOPY IN-DEPTH
PROFILING

1.3 AIM OF THE WORK
REFERENCES

LITERATURE REVIEW
2.1 PHYSICAL PROPERTIES AND APPLICATIONS OF NiP ALLOYS

2.1.1 Physical properties
2.1.1.1 Microstructure and density
2.1.1.2 Deposit uniformity
2.1.1.3 Melting point
2.1.1.4 Electrical resistivity
2.1.1.5 Magnetic properties
2.1.1.6 Corrosion resistance
2.1.1.7 Hardness
2.1.1.8 Wear resistance
2.1.1.9 Solderability / Weldability

2.1.2  Applications
2.1.2.1 Automotive industry
2.1.2.2 Aerospace
2.1.2.3 Electronics
2.1.2.4 Qil, gas and chemical industries
2.1.2.5 Other applications

2.2 CORROSION BEHAVIOUR OF NiP ALLOYS
221 Behaviour in acid solutions
2.2.2 Behaviour in neutral solutions

Vi
XVili

XXili

XXV
XXVi

N B

(62~

© © 0o~

10
11
11
12
12
13
13
14
14
14
14
15
15
16
16

17
19



2.3

X-RAY PHOTOELECTRON SPECTROSCOPY ANALYSIS OF NiP

ALLOYS SURFACE

2.3.1 Corrosion films formed in acid and neusalutions

2.3.2 Chemical state of phosphorus

2.3.3  The electronic structure of NiP alloys éatures of
the Ni2p, region

2.4 MODELS PROPOSED IN THE LITERATURE FOR EXPLAINING THE
HIGH CORROSION RESISTANCE OF NiP ALLOYS
2.5 OPEN QUESTIONS
REFERENCES
METHOD THEORY
3.1 X-RAY PHOTOELECTRON SPECTROSCOPY
3.1.1 Physical principle
3.1.2 Notation
3.1.3 Spectra
3.1.3.1 Chemical shift
3.1.3.2  Spin-orbit coupling
3.1.3.3 Multiplet splitting
3.1.3.4 Satellite peaks
3.1.3.5 Energy scale correction for charging
3.1.3.6  Calibration
3.1.4  Data processing
3.1.4.1 X-ray source satellite subtraction
3.1.4.2 Peak fitting
3.1.5 Auger parameter
3.1.6  The first principles method for quantitatsurface
analysis
3.1.7 Electron inelastic mean free path
3.1.7.1 Seah and Dench
3.1.7.2 TPP-2M
3173 G-1
3.1.8  Tougaard’s method for non destructive iptde
profiling
3.1.8.1 The problem
3.1.8.2 Tougaard’s approach
3.1.8.3 Path length distribution function Q
3.1.8.4 Energy distribution function G
3.1.8.5 Inelastic scattering cross-section
3.1.9 Maximum entropy method for non destructive
in-depth profiling from angular-resolved XPS data
3.1.9.1 The problem
3.1.9.2 MEM approach
3.1.9.3 MEM theory
3.2 THEORY OF CORROSION

3.2.1 General background

19

19

23
27

29
31

34
35

35
36
36
37
37
38
38
38
38
39
39
39
40
43

48
48
50
52

52
53
54
55
55
57

57
58
59
63
63

21

46



3.2.2  Thermodynamics of corrosion 63

3.2.3 Pourbaix diagrams 64
3.2.4  Corrosion kinetics 65
3.2.5 Polarization curves 66
3.2.6 Pitting corrosion 67
REFERENCES 68
EXPERIMENTAL 71
4.1 MATERIALS 72
41.1 NiP alloys 72
4.1.1.1 Electrodeposited Ni-29P alloys 72
4.1.1.2 Electroless NiP alloys 72
4.1.1.3 Alloy surface preparation 72
4.1.1.4 Morphological and compositional 73
characterization
4.1.2 Reference materials 73
4.2 BH_ECTROCHEMISTRY 74
42.1 Electrochemical cell 74
4.2.2 Electrochemical instrumentation and measargs 75
4.3 XPSSURFACE ANALYSIS 76
43.1 VG ESCALAB 200 76
4.3.2 THETA PROBE 77
4.3.3 Energy scale calibration 77
4.3.4 Intensity/Energy response function deteatidm 78
4.3.5 XPS measurements 79
4.3.6 Data processing 79
4.4 XPSQUANTITATIVE ANALYSIS AND DEPTH PROFILING 80
44.1 lon etching kinetics 80
4.4.2 First principles method 80
4.4.3 Tougaard's method 81
4.4.3.1 QUASES-Analyze: quantification by 82

background removal
4.4.3.2 QUASES-Generate: quantification by peak 83
shape calculation

4.4.4 Maximum Entropy Method 84
4.4.4.1 First version of the MEM algorithm 85
4.4.4.2 New version of the MEM algorithm 85
4.4.4.3 Apparent concentration diagrams 85

simulator
4.4.4.4 Synthetic structures for numerical 86
experiments
4.4.45 Numerical experiments 94
4.4.4.6 Simulator routine 96
4.4.4.7 ARXPS experimental data processing 97
4.4.4.8 Electron inelastic mean free paths 97

evaluation



5.3.2

4.4.4.9 MEM algorithms protocol application to

ARXPS data
REFERENCES
5 RESULTS
5.1 SPECIMENS MORPHOLOGY AND PREPARATION
5.2 S\MPLES CHARACTERIZATION
5.3 BH.ECTROCHEMICAL RESULTS
5.3.1  Anodic potentiodynamic polarization

Potentiostatic polarization

5.4 XPSRESULTS

5.4.1 Reference compounds spectra
5.4.1.1 High resolution spectra of Ni3p region
5.4.1.2 High resolution spectra of P2p and PKLL
regions
5.4.1.3 High resolution spectra of O1s region
5.4.2 NiP alloys spectra
5.4.2.1 The survey spectra
5.4.2.2 High resolution spectra of Ni3p region
5.4.2.3 High resolution spectra of P2p and PKLL
regions
5.4.2.4 High resolution spectra of Ols region
5.4.2.5 High resolution spectra of C1s region
5.4.3 lon etching kinetics
5.4.3.1 Kinetics 1
5.4.3.2 Kinetics 2
5.4.3.3 Kinetics 3
5.4.4  First principles method of quantification
5.4.5 Tougaard’'s method of quantification and@pth
profiling
5.4.5.1 The Analyze approach
5.4.5.2 The Generate approach
5.4.6 Maximum Entropy Method
5.4.6.1 Numerical experiments
5.4.6.2 Application to real samples
5.4.6.3 Summary of the MEM results obtained on
the polarized samples
REFERENCES

6 DISCUSSION

6.1 BE_ECTROCHEMICAL BEHAVIOUR
6.1.1 Current arrest
6.1.2 Passivation vs. diffusion limitation
6.1.3 Localized corrosion of NiP alloys
6.2 CHEMICAL STATE OF ELEMENTS PRESENT ON SURFACE FILMS
6.2.1 Ni2p/2

99

100

101
102

103
104

104

105
106

106

106
107

111
112
112
113
114

118
120
122
122
123
124
251
125

125
126
128
128
155
165

165

166
167

167
167
168

168

168



W >

6.3

6.4

6.5

6.2.2 P2p

6.2.3 Chemical state of intermediate P
6.2.4 Ols

6.2.5 Cls

6.2.6 Non-destructive depth profile

XPSQUANTITATIVE ANALYSIS OF SPUTTERED NiP ALLOYS
SURFACE
6.3.1 Preferential ion sputtering of phosphorus

6.3.2  Comparison of different methods for quatitie XPS
analysis

POLARIZED NiP ALLOYS IN -DEPTH PROFILING

6.4.1  Tougaard’'s Generate approach

6.4.2 MEM performance and accuracy :
numerical experiments
6.4.2.1 Apparent concentrations diagrams and
Relative depth plots :
influence of the IMFP
6.4.2.2 Accuracy of algorithms protocol for MEM
application
6.4.3  Application of MEM to real samples :
polarized Ni-18P alloys
6.4.4  Comparison of Tougaard’'s and Maximum Entrop
Method
DSSOLUTION MECHANISM OF NICKEL -PHOSPHORUS ALLOYS

REFERENCES

CONCLUSIONS AND OUTLOOK

7.1 CONCLUSIONS
7.2 QuTLOOK
Acknowledgements

OTHER MEM NUMERICAL EXPERIMENTS RESULTS

CURVE FITTING PARAMETERS FOR SPECTRA
ACQUIRED WITH THETA PROBE

169
170
171
172
172
173

731
174

175
175
177

177

182
183
185

187
190

193
194

195



LIST OF FIGURES

2.1

2.2

2.3

2.4

2.5

2.6

2.7

3.1

3.2

3.3

3.4

3.5

3.6

NiP alloy density vs P content

NiP alloys solid-liquid phases diagram

Example of a Computer Hard Disk

Cake diagram of NiP alloys application

Anodic polarization curves for Ni and Ni-20P0ii N HSO,

A schematic diagram showing the effects of i@ ¢wle potential
on the valence and the conduction band

Generalized conduction band and valence baudtste in Ni and
conductor Ni compounds

Schematic picture of spectrometer analysis bleamsample
coordinated axis and spectrometer angles

Four widely different surface structure of cepp gold that give
identical peak intensities

Ai K(E,T) curves (theoretically calculated from theelédctric
response function of the solid) for electrons ofrgy E in Cu, Ag

and Au. For each metal, four primary energy valresconsidered
(E =300, 500, 1000 and 1500 eV). The thick sahe lis the best

two-parameter fit

Graphic illustration of the model used withie tMEM

Pourbaix diagrams f@a) nickel and(b) phosphorus

Typical(a) anodic andb) cathodic polarization curve

10

11

12

16

18

24

24

45

52

56

60

65

66

Vi



4.1

4.2

4.3

4.4

4.5

4.6

4.7

5.1

5.2

5.3

5.4

5.5

5.6

5.7

5.8

Electrochemical cell

XPS Spectrometer VG ESCALAB 200, Thermo FisBelentific
Inc., East Grinstead, UK

XPS spectrometer THETA PROBE, Thermo Fisheer8ific Inc.,
East Grinstead, UK

Theta Probe intensity/energy response functionthe 4.7 mA 15
kV (70 W) and 30Qum spot size X-ray gun

Protocol for combining the first and new vensicof the MEM
algorithm
Simulator routine for apparent composition thags generation

Layered structure used in the simulator routorethe evaluation
of the IMFP values

Surface of NiP alloys as received
Surface of a mechanical polished NiP alloy
XRD patterns of two NiP coatings on an ironstrdie

EDX composition profile of a 1Am thick NiP specimen

Anodic potentiodynamic polarization curves ofpalished and

mechanically polished NiP samples in near-neutradl acidic
solutions

Potentiostatic polarization curves of NiP saapht -0.1 V and

+0.1V SCE in 0.1 M N&5Oy

Surface of a NiP sample, polarized at +0.1 \ES@ 3 hours in
0.1 M NaSQ,

high resolution Ni2p, spectrum acquired with ESCALAB 200
from (a) pure metallic nickel foil,(b) one of the sputtered NiP
specimens studied in this worfg) Niz(POQy)2 - 5H,0 pellet on a

conducting biadhesive tapgl) lump of a pyrophosphate glass with

composition 0.3NiO 0.35Na0O - 0.35R0s , (e) NiO lump

74

76

77

78

94

96

98

102

102

103

103

104

105

105

106

Vil



5.9

5.10

5.11

5.12

5.13

5.14

5.15

5.16

5.17

5.18

high resolution P2p spectrum acquired with ESCALZH) from
(@) pure red phosphorus lumgb) one of the sputtered NiP
specimens studied in this wor{g) Ni3(PQy), - 5H,O pellet on a
conducting biadhesive tapgl) lump of a pyrophosphate glass with
composition 0.3NiO 0.35NaO - 0.35R0s , (e) NagPO, pellet on a
conducting biadhesive tapé) NaHPO, pellet on a conducting
biadhesive tape,g) NaHPO,- H,O pellet on a conducting
biadhesive tape

high resolution PKLL spectrum acquired with ESCALAZBO from
(@) pure red phosphorus lumgb) one of the sputtered NiP
specimens studied in this worfc) Ni3(PQy), - 5H20 pellet on a
conducting biadhesive tap@l) lump of a pyrophosphate glass with
composition 0.3NiO 0.35Na0 - 0.35R0s , (e) NasPO, pellet on a
conducting biadhesive tapé) NaHPO, pellet on a conducting
biadhesive tape,(g) NaHPO,- H,O pellet on a conducting
biadhesive tape

high resolution Ols spectrum acquired with ESCAL2E0 (a)
(Al ka) from a Ng(PQy), - 5H20 pellet on a conducting biadhesive
tape, (b) (Mg ka) from a lump of a pyrophosphate glass with
composition 0.3NiO 0.35NaO - 0.35R0s

Survey spectrum acquired with ESCALAB 200 franNiP alloy
after 1 hour polarization at +0.1 V SCE in 0.1 M,8@,

high resolution Ni2 spectra acquired with ESCALAB 200 from
a NiP specimen, polarized at +0.1 V SCE in 0.1 M@ for (a)
1, (b) 3 and(c) 14 hours

(a) Ni2ps/2 high resolution spectra acquired with Theta Prialktbe
ARXPS acquisition mode on a NiP specimen polarizd
+0.1 V SCE in 0.1 M N&Q, for 1 hour.(b) Relative intensities vs.
emission angle

high resolution P2p spectra acquired with EB&R 200 from a
NiP specimen, polarized at +0.1 V SCE in 0.1 M3, for (a) 1,
(b) 3 and(c) 14 hours

high resolution PKLL spectra acquired with B&REB 200 from a
NiP specimen, polarized at +0.1 V SCE in 0.1 M3@, for (a) 1,
(b) 3 and(c) 14 hours

(a) high resolution P2p spectra acquired with Thetab®rim the
ARXPS acquisition mode from a NiP specimen polalizat
+0.1 V SCE in 0.1 M N&Q, for 1 hour.(b) Relative intensities vs.
emission angle

high resolution O1s spectra acquired with EB&R\ 200 from a
NiP specimen, polarized at +0.1 V SCE in 0.1 M3@, for (a) 1,
(b) 3 and(c) 14 hours

107

107

111

112

113

114

115

115

117

119

viii



5.19

5.20

5.21

5.22

5.23

5.24

5.25

5.26

5.27

5.28

5.29

5.30

5.31

5.32

5.33

5.34

(a) high resolution O1s spectra acquired with Theteb®rim the
ARXPS acquisition mode from a NiP specimen polaliza
+0.1V SCE in 0.1 M Ng&8Q, for 1 hour.(b) Relative intensities vs.
emission angle

high resolution C1s spectra acquired with EB&R 200 from a
NiP specimen, polarized at +0.1 V SCE in 0.1 M3@, for (a) 1,
(b) 3 and(c) 14 hours

high resolution Cls spectra acquired with @hBtobe in the
ARXPS acquisition mode from a NiP specimen polalizst
+0.1 V SCE in 0.1 M N&Q, for 1 hour

high-resolution Ni2g spectra from a Ni-29P alloy for 30 s etching
time step, from 0 to 300 s, at 1 kV andA

high-resolution P2p spectra from a Ni-29Pyafior 30 s etching
time step, from 0 to 300 s, at 1 kV andA

Ni2p, and P2p intensity of a Ni-29P alloy vs. etchingdi
(30+300 s), at 1 kV and 1A

Ni-29P alloy surface composition vs. etchimget (30+300 s), at
1 kV and 1uA

Ni2p, high-resolution spectra of a Ni-29P alloy at Sching time
step, from 0 to 30 s, at 1 kV anquA

P2p high-resolution spectra of a Ni-29P alyb s etching time
step, from 0 to 30 s, at 1 kV anquA

Ni2p3/2 and P2p intensity of a Ni-29P alloy. e$ching time
(5+30 s), at 1 kV and 1A

Ni-29P alloy surface composition vs. etchinget(5+30 s), at 1 kV
and 1pA

(a) Inelastic background analysis of Ni2p region, asedl from
survey spectra from pure Ni foilb) Depth profile model of pure
Ni sample

(a) Inelastic background analysis of Ni2p region, asedl from
survey spectra from an electroless NiP specimer ah etching.
(b) Depth profile model

(@) Polarized NiP alloy spectrum simulation by Tougésr
“Generate” approach{b) Depth profile model of polarized NiP
alloy surface

Depth profile of synthetic structure 3_1+1+H #MEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetroicgtire 3_1+1+1
(circles) and recalculated MEM data (dotted lines)

120

121

121

122

122

123

123

123

123

124

124

125

126

127

129

129



5.35

5.36

5.37

5.38

5.39

5.40

5.41

5.42

5.43

5.44

5.45

5.46

5.47

5.48

5.49

5.50

5.51

5.52

5.53

Relative Depth Plot of synthetic structure 8L41. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 3_1+2 aviEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucitire 3_1+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure8.Xa) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 3_2+1 @M simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucitire 3_2+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure8L.Za) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 4 1+1+1&hd MEM
simulation (dotted lines)

Apparent Concentration Diagram of synthetioctire 4 1+1+1+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure #l41+1. (a)
real-RDP andb) trial-RDP

Depth profile of synthetic structure 4_1+2-+t MEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetracitire 4 1+2+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure #241. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 5_1+1+t*land MEM
simulation (dotted lines)

Apparent Concentration Diagram of syntheticrucitire
5 1+1+1+1+1 (circles) and recalculated MEM datatéblines)

Relative Depth Plot of synthetic structure Hl41+1+1.
(a) real-RDP andb) trial-RDP

Depth profile of synthetic structure 5 3+2 aviM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticucitire 5 3+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure-£.3a) real-RDP and
(b) trial-RDP

130

131

131

132

133

133

134

135

135

136

137

137

137

138

138

139

140

140

140



5.54

5.55

5.56

5.57

5.58

5.59

5.60

5.61

5.62

5.63

5.64

5.65

5.66

5.67

5.68

5.69

5.70

5.71

Depth profile of synthetic structure 6_1+1+t3t1 and MEM
simulation (dotted lines)

Apparent Concentration Diagram of syntheticructture
6_1+1+1+1+1+1 (circles) and recalculated MEM datitted
lines)

Relative Depth Plot of synthetic structure €lA1+1+1+1.
(a) real-RDP andb) trial-RDP

Depth profile of synthetic structure 6 _1+2+1#hd MEM
simulation (dotted lines)

Apparent Concentration Diagram of synthetioctire 6_1+2+1+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure &®41+2. (a)
real-RDP andb) trial-RDP

Depth profile of synthetic structure 6_1+3+2 EM simulation
(dotted lines)

Apparent Concentration Diagram of synthetracitire 6_1+3+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 6342. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 6_3+1+2 EM simulation
(dotted lines)

Apparent Concentration Diagram of synthetricdtire 6_3+1+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 6L8. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 6 _3+3 aviEM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticucitire 6_3+3
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure3.3a) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 7_a andENY simulation
(dotted lines)

Apparent Concentration Diagram of syntheticucttire 7_a
(circles) and recalculated MEM data (dotted lines)

Depth profile of synthetic structure ¢;sgaand MEM simulation
(dotted lines)

141

141

142

143

143

144

145

145

145

146

146

147

148

148

149

150

150

151

Xi



5.72

5.73

5.74

5.75

5.76

S5.77

5.78

5.79

5.80

5.81

5.82

5.83

5.84

5.85

5.86

5.87

Apparent Concentration Diagram of syntheticcitire 7_gqor
(circles) and recalculated MEM data (dotted lines)

Depth profile of synthetic structure 7_b andEM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticuctire 7_b
(circles) and recalculated MEM data (dotted lines)

Depth profile of synthetic structure %, and MEM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticicitire 7 _Byor
(circles) and recalculated MEM data (dotted lines)

Depth profile of synthetic structure 8 and MElvhulation (dotted
lines)

Apparent Concentration Diagram of synthetiacttire 8 (circles)
and recalculated MEM data (dotted lines)

Depth profile of synthetic structure,§ and MEM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticucitire &nor
(circles) and recalculated MEM data (dotted lines)

Inelastic mean free path versus kinetic enafgphotoelectrons
travelling through the adventitious contaminatiagdr, nickel (Il)
orthophosphate, red phosphorus and a Ni-18P alloy

(a) ACD and(b) RDP of a Ni-18P alloy after 1 hour polarization at
+0.1V SCE in 0.1 M N&SO,

(&) The best layered structure for the Depth profileadNi-18P
alloy after 1 hour polarization an#) the ACD curves calculated
correspondingly (dotted lines); experimental ACDQadare shown
too (circles)

Depth profile of a Ni-18P alloy after 1 houolgrization at
+0.1V SCE in 0.1 M N&SO,

Apparent Concentration Diagram of a Ni-18Ryalafter 1 hour
polarization at +0.1V SCE in 0.1 M bp&O, (circles) and
recalculated MEM data (dotted lines)

(a) ACD and(b) RDP of a Ni-18P alloy after 3 hour polarization at
+0.1V SCE in 0.1 M N&SO,

(@) The best layered structure for the Depth profileadNi-18P
alloy after 3 hour polarization an#) the ACD curves calculated
correspondingly (dotted lines); experimental ACDQadare shown
too (circles)

151

152

152

152

152

154

154

154

154

156

157

158

158

159

160

160

Xii



5.88

5.89

5.90

5.91

5.92

5.93

6.1

6.2

6.3

6.4

6.5

6.6

6.7

Depth profile of a Ni-18P alloy after 3 houolgrization at
+0.1V SCE in 0.1 M N&SO,

Apparent Concentration Diagram of a Ni-18Ryalhfter 3 hour
polarization at +0.1V SCE in 0.1 M Bb&0O, (circles) and
recalculated MEM data (dotted lines)

(a) ACD and(b) RDP of a Ni-18P alloy after 14 hour polarization
at+0.1 V SCE in 0.1 M N&O,

(a) The best layered structure for the Depth profileadNi-18P
alloy after 14 hour polarization ar{d) the ACD curves calculated
correspondingly (dotted lines); experimental ACDQadare shown
too (circles)

Depth profile of a Ni-18P alloy after 14 hopolarization at
+0.1V SCE in 0.1 M N&SO,

Apparent Concentration Diagram of a Ni-18@yakhfter 14 hour
polarization at +0.1V SCE in 0.1 M p&O, (circles) and
recalculated MEM data (dotted lines)

Wagner chemical state plot of phosphorus, shgpwhe different P
species present on the surface of electroless degdsiP alloys
after 1, 3 and 14 hours polarization at +0.1 V S€&1 M NaSO,
(full symbols). P-containing reference compoundalyzed in this
work and others from the literature are given fomparison (open
circles)

Comparison of high resolution spectra for Oégian acquired
from NiP alloy (a) unpolished(b) after 1 hour polarization at
+0.1V SCE in 0.1 M N&SO,

Schematic diagram of depth profile of a poktiNi-18P alloy,
reconstructed with Tougaard’s generate approach

ACD of synthetic structure 3_2+1

ACD of synthetic structure 3_1+1+1

ACD of synthetic structure 7_a

RDP of synthetic structufa) 3_1+1+1 andb) 3_1+2

161

161

162

163

163

164

170

171

175

177

177

178

178

Xiii



6.8

6.9

6.10

6.11

6.12

6.13

6.14

6.15

6.16

Al

A.2

A3

A4

A5

A.6

A7

(a) ACD and(b) RDP of synthetic structure 4_1+2+1

(@) ACD and(b) RDP of modified synthetic structure 4 1+2+1.

Intermediate layer composed of 50 at.% B and §tead of 40 and
60 at.% respectively

(a) trial-ACD and(b) trial-RDP of synthetic structure 4_1+2+1

Maximum absolute deviation of the layers iatees depth vs.
depth

Maximum relative error of the species conagittn vs. depth

Maximum(a) absolute deviation of the layers interfaces deyith
(b) relative error of the species concentration vs.rthimber of the
species involved in the structure

Schematic diagram of the depth profile of ppé& Ni-18P alloy,
reconstructed with MEM protocol

Schematic diagram of dissolution mechanisnNi&f alloy upon
immersion in the electrolyte solution

Schematic diagram of dissolution mechanismNiBfalloy at lower
polarization times

Depth profile of synthetic structure 4 _1+1+2ZdaiEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiuctnre 4 _1+1+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 4112. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 4_2+1+daviEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiuctnre 4 2+1+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 412%. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 4_1+3 aMiiEM simulation
(dotted lines)

179

181

181

182

182

183

183

187

188

A2

A2

A2

A3

A3

A3

A4

Xiv



A.8

A9

A.10

A1l

A.12

A.13

A.l4

A.15

A.16

A.1l7

A.18

A.19

A.20

A.21

A.22

A.23

A.24

A.25

A.26

Apparent Concentration Diagram of syntheticusture 4 _1+3
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 431(a) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 4 3+1 aWid&EM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticudure 4 _3+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure #1.3a) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 4 _2+2 aWié&EM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticudure 4 _2+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 422a) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 5_1+2+flaMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetimuaure 5 1+2+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 5212. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 5_2+1+flaMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucure 5 2+1+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 5122. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 5_2+2+iddMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetimaure 5 2+2+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 5221. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 5_1+3+idaMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetimaure 5 1+3+1
(circles) and recalculated MEM data (dotted lines)

A4

A4

A5

A5

A5

A6

A6

A6

A7

A7

A7

A8

A8

A8

A9

A9

A9

Al0

Al10

XV



A.27

A.28

A.29

A.30

A.31

A.32

A.33

A.34

A.35

A.36

A.37

A.38

A.39

A.40

A4l

A.42

A.43

A.44

A.45

Relative Depth Plot of synthetic structure 5311. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 5_3+1+idaMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetimaure 5 3+1+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 51381. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 5 2+3 aWi&EM simulation
(dotted lines)

Apparent Concentration Diagram of syntheticudure 5 2+3
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure $32a) real-RDP and
(b) trial-RDP

Depth profile of synthetic structure 6_1+1+24hd MEM
simulation (dotted lines)

Apparent Concentration Diagram of synthetiadure 6_1+1+2+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €142+2. (a)
real-RDP andb) trial-RDP

Depth profile of synthetic structure 6_1+2+2+4nd MEM
simulation (dotted lines)

Apparent Concentration Diagram of synthetitadure 6_1+2+2+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €24#2+1. (a)
real-RDP andb) trial-RDP

Depth profile of synthetic structure 6 _2+1+14hd MEM
simulation (dotted lines)

Apparent Concentration Diagram of synthetiadure 6_2+1+1+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €121+2. (a)
real-RDP andb) trial-RDP

Depth profile of synthetic structure 6 _2+1+2+4nd MEM
simulation (dotted lines)

Apparent Concentration Diagram of synthetiadure 6_2+1+2+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €122+1. (a)
real-RDP andb) trial-RDP

Al0

All

All

All

Al2

Al2

Al2

Al3

Al3

Al3

Al4

Al4

Al4

Al5

Al5

Al5

Al6

Al6

Al6

XVi



A.46

A.47

A.48

A.49

A.50

A.51

A.52

A.53

A.54

A.55

A.56

A.57

A.58

A.59

A.60

Depth profile of synthetic structure 6_1+2+8laMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiuaure 6 _1+2+3
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 6213. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 6_2+1+8ladMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucure 6 _2+1+3
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €123. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 6_2+3+idaMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucure 6 2+3+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €321. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 6_3+2+idaMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucure 6 3+2+1
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure 62381. (a) real-RDP
and(b) trial-RDP

Depth profile of synthetic structure 6_2+2+fladMEM simulation
(dotted lines)

Apparent Concentration Diagram of synthetiucure 6 _2+2+2
(circles) and recalculated MEM data (dotted lines)

Relative Depth Plot of synthetic structure €222. (a) real-RDP
and(b) trial-RDP

Al7

Al7

Al7

Al8

Al8

Al8

Al19

Al9

Al9

A20

A20

A20

A21

A21

A21

XVil



LI1ST OF TABLES

2.1

3.1

3.2

3.3

4.1

4.2

4.3

4.4

5.1

5.2

5.3

Literature reported data of X-ray photoeledtraignals and X-ray
induced Auger signals recorded on several NiP glafter different
electrochemical tests carried out in different etdgtes

Relationship between spectroscopists’ notatiuh X-ray notation
Empiric parameters of the Seah and Dench fanfaf IMFP

calculation
Numerical fitting parameters &nd k of the G-1 predictive formula

Main electroless deposition bath parameters

Mechanical polishing procedure parameters

List of spectral region binding energy rangeguared

Synthetic profiles, on the basis of which nuoarexperiments

were performed, are listed with their labels, laythickness,
components involved and their concentrations

Peak-fitting parameters of the NiZpregion acquired from
reference compounds with ESCALAB 200

Peak-fitting parameters of the P2p and PKLLameg acquired from
reference compounds with ESCALAB 200

Peak-fitting parameters of the Ni2pregion acquired with
ESCALAB 200 from the NiP alloys after 1, 3 and léuls
polarization at +0.1 V SCE in 0.1 M p&0,

20

36

48

51

72

73

79

87

107

110

113

XVili



5.4

5.5

5.6

5.7

5.8

5.9

5.10

5.11

5.12

5.13

5.14

5.15

5.16

5.17

5.18

5.19

Peak-fitting parameters of the P2p and the Pkegion acquired
with ESCALAB 200 from the NiP alloys after 1, 3 add hours
polarization at +0.1 V SCE in 0.1 M b&0,, together with the
calculated modified Auger parameters

Peak-fitting parameters of the Ol1s region aequi with
ESCALAB 200 from the NiP alloys after 1, 3 and 14uls
polarization at +0.1 V SCE in 0.1 M p&0,

Peak-fitting parameters of the Cls region aequi with
ESCALAB 200 from the NiP alloys after 1, 3 and 14uls
polarization at +0.1 V SCE in 0.1 M p&0O,

Tougaard’s “Generate” results. NiP depth peoéit three different
polarization times

Depth profile parameters of synthetic structiré+1+1 and results
of MEM simulation

Depth profile parameters of synthetic struc®iré+2 and results of
MEM simulation

Depth profile parameters of synthetic struetBir2+1 and results of
MEM simulation

Depth profile parameters of synthetic struetdr 1+1+1+1 and
results of MEM simulation

Depth profile parameters of synthetic struetir1+2+1 and results
of MEM simulation

Depth profile parameters of synthetic struetbr 1+1+1+1+1 and
results of MEM simulation

Depth profile parameters of synthetic struethir3+2 and results of
MEM simulation

Depth profile parameters of synthetic strietiri+1+1+1+1+1 and
results of MEM simulation

Depth profile parameters of synthetic struetér 1+2+1+2 and
results of MEM simulation

Depth profile parameters of synthetic struetdir 1+3+2 and results
of MEM simulation

Depth profile parameters of synthetic struetdir3+1+2 and results
of MEM simulation

Depth profile parameters of synthetic struetbir3+3 and results of
MEM simulation

116

118

120

127

131

133

134

136

138

139

141

142

144

146

147

149

XiX



5.20

5.21

5.22

5.23

5.24

5.25

5.26

6.1

6.2

6.3

Al

A.2

A3

Depth profile parameters of synthetic struetidra and results of
MEM simulation, both with and without random eriarthe ACD
data

Depth profile parameters of synthetic struetdr b and results of
MEM simulation, both with and without random eriarthe ACD
data

Depth profile parameters of synthetic struet8r and results of
MEM simulation, both with and without random eriarthe ACD
data

Depth profile parameters of a Ni-18P alloe@aft hour polarization
at +0.1 V SCE in 0.1 M N8O,

Depth profile parameters of a Ni-18P allog®at hour polarization
at +0.1 V SCE in 0.1 M N8O,

Depth profile parameters of a Ni-18P allogaft4 hour polarization
at+0.1 V SCE in 0.1 M N&O,

Depth profile parameters of a Ni-18P alloyeaft, 3 and 14 hours
polarization at +0.1 V SCE in 0.1 M p&0O,

XPS and EDX results of quantitative surfacelysmma of the NiP
alloys studied in this work

Depth profile parameters of a Ni-18P alloy rafte 3 and 14 hours
polarization in 0.1 M NgO, at +0.1V SCE, determined with
Tougaard’s generate approach

Depth profile parameters of Ni-18P alloy afier3 and 14 hours
polarization at +0.1 V SCE in 0.1 M p&0,, determined with MEM
protocol

Depth profile parameters of synthetic structird+1+2 and results
of MEM simulation

Depth profile parameters of synthetic structdir+1+1 and results
of MEM simulation

Depth profile parameters of synthetic structird +3 and results of
MEM simulation

151

153

155

159

162

164

165

174

176

184

A2

A3

A4

XX



A4

A5

A.6

A7

A.8

A9

A.10

A1l

A.12

A.13

A.l4

A.15

A.16

A.1l7

A.18

A.19

A.20

Depth profile parameters of synthetic structdir@+1 and results of
MEM simulation

Depth profile parameters of synthetic structir@+2 and results of
MEM simulation

Depth profile parameters of synthetic structbird+2+2 and results
of MEM simulation

Depth profile parameters of synthetic structbir@+1+2 and results
of MEM simulation

Depth profile parameters of synthetic structbir+2+1 and results
of MEM simulation

Depth profile parameters of synthetic structbird+3+1 and results
of MEM simulation

Depth profile parameters of synthetic struetbr 3+1+1 and results
of MEM simulation

Depth profile parameters of synthetic struetbr 2+3 and results of
MEM simulation

Depth profile parameters of synthetic struet@ 1+1+2+2 and
results of MEM simulation

Depth profile parameters of synthetic struet@ 1+2+2+1 and
results of MEM simulation

Depth profile parameters of synthetic struet@ 2+1+1+2 and
results of MEM simulation

Depth profile parameters of synthetic struet@ 2+1+2+1 and
results of MEM simulation

Depth profile parameters of synthetic struetr 1+2+3 and results
of MEM simulation

Depth profile parameters of synthetic struetr 2+1+3 and results
of MEM simulation

Depth profile parameters of synthetic struetr 2+3+1 and results
of MEM simulation

Depth profile parameters of synthetic struetr 3+2+1 and results
of MEM simulation

Depth profile parameters of synthetic struetr 2+2+2 and results
of MEM simulation

A5

A6

A7

A8

A9

Al10

All

Al2

Al3

Al4

Al5

Al6

Al7

Al8

Al9

A20

A21

XXi



B.1

B.2

B.3

B.4

Peak-fitting parameters of the Ni2pregion acquired with the Theta
Probe on the NiP alloys after 1, 3 and 14 hoursanpmtion at
+0.1V SCE in 0.1 M Ng&Q,, in the angle-resolved mode

Peak-fitting parameters of the P2p region aeguwith the Theta
Probe on the NiP alloys after 1, 3 and 14 hoursanpmtion at
+0.1 V SCE in 0.1 M Ng&Qy, in the angle-resolved mode

Peak-fitting parameters of the Ol1s region aeguwith the Theta
Probe on the NiP alloys after 1, 3 and 14 hoursanpmtion at
+0.1 V SCE in 0.1 M Ng&Qy, in the angle-resolved mode

Peak-fitting parameters of the C1s region aeguwith the Theta
Probe on the NiP alloys after 1, 3 and 14 hoursanpmtion at
+0.1V SCE in 0.1 M Ng&Q,, in the angle-resolved mode

B2

B3

B4

B4

XXil



ABBREVIATIONS AND SYMBOLS

8 chapter - section

ACD Apparent Concentration Diagram

AES Auger Electron Spectroscopy

ARXPS Angle Resolved X-ray Photoelectron Spectroscopy
ASTM American Society for Testing and Materials
at.% atomic percentage

bct Body-Centered Tetragonal

BE Binding Energy

CAE Constant Analyzer Energy

CcC calculation cycle

CCD Charge-Coupled Device

CD Compact Disk

DoS Density of States

EDX Energy Dispersive X-ray

ELS Energy Loss Spectroscopy

fcc Fece-Centered Cubic

FEAL Fast Entry Air Lock

FWHM Full Width at Half Maximum

HV Vikers Pyramid Number

IERF Intensity/Energy Response Function

IMFP Inelastic Mean Free Path

ISO International Organization for Standardization
KE Kinetic Energy

MEM Maximum Entropy Method

NIST National Institute of Standards and Technology
oC Open Circuit

OCP Open Circuit Potential

PE Pass Energy

RDP Relative Depth Plot

REELS Reflection Electron Energy Loss Spectroscopy
RR Retard Ratio

SCE Saturated Calomel Electrode

wt.% weight percentage

XAES X-ray induced Auger Electron Spectroscopy
XPS X-ray Photoelectron Spectroscopy

XRD X-ray Diffraction

XXili



ABSTRACT

A knowledge of the depth concentration profile bintlayered surfaces a few nanometers
thick is very important for research and applicasian microelectronics, corrosion, wear and
tribology. In-depth profiling methods reported inetliterature are either destructive (ion
sputtering), based on severe approximations (cdratem gradients are not taken into
account and electron IMFP are calculated for ebestrtravelling through pure elemental
materials) or limited to relatively simple profilgéess than three components, constant
IMFPs). A reconstructed depth-profile should besistent with the ARXPS data acquired
but transformation of XPS signal intensities vs.ismion angle into chemical species
concentrations vs. depth is an ill posed mathemlagiooblem. The main goal of this work
was thus to develop a new, iterative algorithm @ase the maximum entropy method
(MEM) that allows to obtain depth concentration fpes of layered surfaces from non-
destructive ARXPS measurements.

In a first phase, numerical experiments were peréat on a large series of computer
generated, ideal and error containing, ARXPS data fmodel depth-profiles with up to four
layers and up to eight components. The new alguarigiowed to reconstruct these depth
profiles with a minimum accuracy of + 20 % for tlager thickness and of £ 30 % for the
composition of the individual layers.

In a second phase, the tested algorithm was impigde using real ARXPS data obtained
from technologically important, highly corrosiondawear resistant Ni-P alloys. The choice
of electroless deposited Ni-P alloys, electrochaihicpolarized in neutral solutions, was
dictated by the fact that in the literature diffsreand somewhat contrasting models are
proposed for explaining the outstanding corrosiesistance of these alloys. Electrochemical
data indicate a diffusion limited dissolution presef nickel through a phosphorus enriched
layer — but both the nature of this layer and @siposition are essentially unknown.

The results obtained implementing the new algorittmARXPS data show a depth profile
with a complex layered structure at the solutibnlk alloy interface: 1) an uppermost
hydrocarbon contamination layer (thickness ca. ] namtaining adsorbed water, 2) a thin
(ca. 1 nm) nickel (poly)phosphate layer with compos gradient, 3) a highly phosphorus

enriched (up to 70 at.%) surface zone (thicknes€.@anm), 4) a layer with a strong
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phosphorus concentration gradient (from up to A &b ca. 20 at.% of phosphorus), 5) bulk
of the alloy with the nominal composition.

The new algorithm involves an iterative proceduwe dalculating the IMFP values of the
different components, taking into account the dafleath concentration profile of the sample
surface under investigation. The new algorithm ptbto be at least as accurate as Tougaard’s
method but more powerful than any of the existitgpathms as depth profiles with up to
eight components can be reconstructed from ARXR& da

Combining information on the chemical state of thigerent phosphorus compounds in the
layered interface with the reconstructed in-deptbfile it can be concluded that the high
corrosion and wear resistance of Ni-P alloys is tdu@ thin, self-repairing nickel-(poly)phos-

phate film formed on a strongly phosphorus enrichigtace.
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RIASSUNTO

La conoscenza del profilo di composizione in funeiodella profondita della regione
superficiale di campioni che presentano stratipgissore dell'ordine di pochi nanometri, € di
fondamentale importanza per la ricerca scientifida sviluppo di applicazioni tecnologiche
nei campi della microelettronica, della corrosiome della tribologia. | metodi di
determinazione dei profili di concentrazione in Ziome della profondita, riportati in
letteratura, sono distruttivii, come nel caso dblssione ionica, o sono basati su
approssimazioni come ad esempio quella di traseudar presenza di gradienti di
concentrazione o quella di utilizzare i valori dddro cammino medio anelastico degli
elettroni calcolati per sostanze pure invece chid pemposti che vengono attraversati dopo
la fotoemissione. In altri casi la ricostruziona geofili di concentrazione in funzione della
profondita é limitata a campioni aventi una strtrelativamente semplice costituita cioe da
un numero di componenti3 e usando valori di IMFP elettronici costanti.

Il profilo di concentrazione in funzione della pootiita ricostruito dovrebbe essere coerente
con i dati ARXPS acquisiti sul campione in studiattavia la conversione delle intensita dei
segnali XPS (aree sottese ai segnali) in funzioaadgolo di emissione in dati di
concentrazione delle specie chimiche presenti inziine della profondita € un problema
matematicamente “mal posto”, il che significa uecpio errore nei dati pud generare un
grande errore nei risultati. In altre parole, dieintensita dei segnali XPS in funzione
dell'angolo di emissione, possono esistere un gramero di profili di composizione in
funzione della profondita che soddisfano tali dhatiobiettivo principale di questo lavoro e
stato lo sviluppo di un nuovo algoritmo iterativasato sul metodo della massima entropia
(MEM) che permettesse la ricostruzione non distraittli profili di composizione in funzione
della profondita da misure ARXPS.

Nella prima parte del lavoro sono stati condoftiegsnenti numerici su un numero elevato di
dati ARXPS generati al computer a partire da prafil composizione in funzione della
profondita presi come modello. Sono stati consitilesia dati privi di rumore sia con errore
casuale associato. | profili modello erano careattati da un numero massimo di quattro strati
e di otto componenti. Il nhuovo algoritmo ha pernoeks ricostruzione di questi profili con
un’accuratezza minima dello spessore degli strati @ + 20 % e della composizione dei

singoli strati pari a £ 30 %.
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Nella seconda parte, I'algoritmo e stato applicaitalati reali ARXPS acquisiti sulle leghe
NiP che sono altamente resistenti alla corrosiahalkusura e che presentano pertanto una
notevole importanza tecnologica. Le superfici dnp#ni di Ni-18P depositate chimicamente
senza passaggio di corrente in soluzione e poripp&e per via elettrochimica in soluzioni
neutre, sono state scelte come esempio di apmitaziel nuovo algoritmo ad un caso reale.
E’ da notare che in letteratura sono stati propdstersi modelli per spiegare I'elevata
resistenza alla corrosione di queste leghe, matigmeslelli sono tra loro discordanti. | dati
elettrochimici indicano che il processo di dissadme € controllato dalla diffusione del
nichel, presumibilmente attraverso uno strato eito di fosforo, ma sia la natura di questo
strato che la sua composizione sono ancora scanesci

| risultati ottenuti applicando il nuovo algoritme dati ARXPS ottenuti sulle leghe dopo
polarizzazione potenziostatica suggeriscono lagmzss di una struttura a strati all'interfaccia
soluzione /lega piuttosto complessa: 1) uno stratgperficiale di contaminazione
idrocarburica (spessore ca. 1 nm) contenente aachea adsorbita, 2) uno strato sottile
(ca. 1 nm) di (poli)fosfati di nichel con gradiediicomposizione, 3) una regione superficiale
della lega arricchita di fosforo (fino a 70 at.%jpessore pari a ca. 0.7 nm), 4) uno strato con
un elevato gradiente di concentrazione del fosfdeoca. 70 at.% a ca. 20 at.%), 5) la lega di
bulk con la sua composizione nominale.

Il nuovo algoritmo include anche una proceduraatiea per il calcolo dei valori di libero
cammino medio anelastico degli elettroni che instpemodo sono calcolati tenendo in
considerazione I'effettivo profilo di composizioire funzione della profondita della regione
superficiale del campione in studio ossia tenendota del fatto che i fotoelettroni
attraversano strati aventi diversa composizioneudlvo algoritmo garantisce un’accuratezza
almeno pari a quella del metodo di Tougaard marsiedato molto piu potente di qualsiasi
altro algoritmo esistente per la determinazionepefili di composizione in funzione della
profondita a partire da dati ARXPS, giacché coresdat ricostruzione di profili con un
numero di componenti almeno pari a 8.

L’insieme delle informazioni acquisite sullo statioimico dei differenti composti del fosforo

e sulla distribuzione delle specie in funzione al@fofondita ha permesso di concludere che
I'elevata resistenza alla corrosione delle leghie plotrebbe essere dovuta ad un sottile strato
auto-rigenerante di (poli)fosfati di nichel chefeima sulla superficie della lega fortemente

arricchita di fosforo rispetto alla composizionediaedi massa della lega.
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CHAPTER1

INTRODUCTION

This chapter starts with a short introduction toettechnological properties, especially
corrosion resistance, and applications of NiP afioyrhe main models reported in the
literature describing the corrosion behaviour ot#e alloys are briefly summarized. Section
1.2 outlines the main issues in X-ray Photoelectgpectroscopy depth profiling methods,
instrumental calibration and electron inelastic mefaee path calculation. Lastly, in Section

1.3 the open questions and goals of this thesipasented.



CHAPTER 1 : INTRODUCTION

1.1 Ni-P ALLOYS

The use of Ni-P alloys as corrosion protective iooat represents the earliest industrial
application of nanocrystalline metals, and theireparation by electroless and
electrodeposition has long been practised on a cmiah scale [1,2]. These alloys have high
hardness, wear resistance, low friction coeffigi@an-magnetic behaviour and high electro-
catalytic activity [3-7]. Today NiP alloys are wigtaised in the electronics industry as under-
layer in thin film memory disks and in a broad rangf other evolving technology
applications [4-7].

One of the most important and appreciated promedfeNiP alloys is their high corrosion
resistance in acidic, neutral and alkaline envirents. The corrosion resistance of NiP alloys
strictly depends on the P content which, in tuniluences the the alloy’s microstructure.
High-P (P> 17 at.%) amorphous coatings are readily attackestirong alkaline media where
low-P (P< 12 at.%) crystalline alloys perform well [4,5]. @Glme contrary, in both acidic and
neutral environments, NiP alloys with near eutecomposition of ca. 18-20 at.% P exhibit
distinctly better corrosion resistance than pureéthibiting anodic dissolution suppression
in the potential range where pure nickel dissolaesvely [8-10]. On the other hand, the
presence of even small amounts of phosphorus (6.8tP6) leads to a loss of passivity and
an increase in corrosion rate [11].

It is generally accepted that only amorphous highll®ys show high corrosion resistance in
acidic and neutral media, irrespective of productechnique [8-10,12,13].

Several models have been proposed to explain itjrsdorrosion resistance, but the issue is
still under debate: a protective nickel phosphate f[14,15], the barrier action of
hypophosphites (called “chemical passivity”) [14,1the presence of phosphides [18], a
stable P-enriched amorphous phase [19-21].

1.2 X-RAY PHOTOELECTRON SPECTROSCOPY DEPTH
PROFILING

Depth profiling with ion sputtering yields good depth resolution, but is destructive and can
produce several artifacts including atom mixingheg sputter surface, preferential sputtering
of some of the specimen components and implantafi@puttered species [22,23]. To avoid
these artifacts, a non-destructive method is pabfer The three-layer model approach
[24,25] requires the acquisition of XPS spectrguat one angle, but the information on film

composition is averaged and not in-depth resolvEide Tougaard method provides a

guantitative estimate of atom depth distributionthim the outermost surface region of the
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sample under investigation, but requires spectrquiaition of highly-pure reference
compounds. Only a maximum of three reference spe@an be used to simulate the sample
spectrum [26], few model structures can be verif6] and a maximum of six structural
parameters can be determined [27]. Otherwise, amegl@ved X-ray photoelectron
spectroscopy (ARXPS) is, in principle, a suitabletimod for the nondestructive evaluation of
in-depth composition profile of thin films [28,29hough reconstruction of the depth profile,
based on the assumption of model structure, mighintsleading because real data contain
noise and a large number of very different modeicstires may match the experimental data
within the measurement precision [30]. Consequerglynply minimizing the weighted
sum-of-square differences between the simulatednaeasured data is not always adequate
for determining the correct sample structure, egfigdaf the sample has a large number of
components. The maximum entropy method (MEM) hawqm to be a powerful tool for
reconstructing composition versudepth profiles from angle-resolved photoemission
measurements [22,30-35] but a suitable algorithmm twa be implemented to solve this
ill-posed problem.

However, no matter what the method applied, to inbé&curate quantitative information
from XPS analyses, a suitable calibration procedumest necessarily be performed to
determine signal intensity versus electron kinetergy response function (IERF) of the
spectrometer being used. The calibration procedumore complex when angle-resolved
acquisition mode is used, since the signal intgng& energy function also depends on
electron emission angle (i.e. the angle betweemdnmal to the sample surface and emission
direction). In this thesis the Theta Probe (Theffigher Scientific Inc., East Grinstead, UK)
XPS spectrometer was used to perform ARXPS analykige years ago, when | began my
PhD course, the Theta Probe had just been purchmsétk research team conducting this
work and no calibration procedures had yet beefopred.

Lastly, another very important issue in XPS quatitie analysis is the determination of
inelastic mean free path of electrons. The inaasiean free path (IMFP) is defined as the
mean distance travelled by the electron betweencovsecutive inelastic scattering events.
However, despite the importance of IMFP, experimentlues for a given material are
generally available only over a narrow energy raage the measured values are affected by
large uncertainties due to the experimental diffies [36]. On the theoretical side, the most
widely used IMFP predictive formulas are theah and Denc|87], the TPP-2M [38] and the
G-1 [39], which for the same material and electkoretic energy yield results often showing

a large (>> 10%) relative difference. Thus, if theermost surface region of the sample being
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analyzed cannot be considered to have homogenewuposition versus depth profile, an
IMFP predictive formula needs to be chosen thaegakto account the differences in the
material through which the photoemitted electrorevel along their escape path, but

minimizing error introduced into the final quantive result.

1.3 AIM OF THE WORK

The primary aim of this work is to study the coromssurface film of electroless NiP alloys
SO as to gain a better understanding of the mestmaanderlying protective film formation.
Information on the phosphorus species present eatstinfface, on their chemical state and
surface composition is pivotal to resolving the mp@iestion concerning the high stability of
NiP alloys. The combined electrochemical and X-Riyotoelectron Spectroscopy (XPS)
surface analytical study conducted here aims toigeoa comprehensive explanation of the
high corrosion resistance of NiP alloys.

However, in order to develop an exhaustive modettfe corrosion behaviour of these alloys,
an accurate method for the quantitative analysighef in-depth composition profiles of
surfaces with thickness in the order of a few nagtens is essential for investigating the
formation conditions, growth kinetics and stabiliof thin-film systems with possible
concentration gradients.

Thus, the other objective of this work is to testeav MEM algorithm on simulated ARXPS
data and then to apply it to ARXPS experimentaadat NiP alloy samples, so as to provide
new insight into the composition and structurehaf hano-sized protective film that forms on
NiP alloy surfaces after exposure to corrosive iacahd neutral solutions. Only with this
fundamental information will it be possible to garbetter understanding of the mechanism
for the high corrosion resistance of NiP alloys arglain their high stability.

As a basis for developing this new MEM algorithnrstfy the XPS spectrometer was
calibrated to determine the angular dependendeeofERF of our new Theta Probe, secondly
a suitable IMFP predictive formula had to be choseaccount for the potential constituents
of the corrosion film of NiP alloys.
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CHAPTERZ

LITERATURE REVIEW

ON FORMATION, STABILITY AND BREAKDOWN
OF PASSIVE FILMS ONNI-P ALLOYS
AND THEIR XPSSURFACE ANALYSIS

This chapter provides an overview of the literatareNi-P alloys and presents the state of art
in XPS surface analysis of these alloy.. The chiegigets, in section 2.1, with a brief review
of the most important physical properties of Ni-Roys and their main technological

applications. Then, in section 2.2 the corrosiomdagour of the Ni-P alloys is discussed in
detail, especially in acidic and neutral environrtgenSection 2.3 provides a state of art
review of XPS surface studies of the protectivasfithat form on Ni-P alloys in acidic and

neutral environments. Then, different models fglaring the high corrosion resistance of
Ni-P alloys are reported and discussed in sectigh 2.astly, in section 2.5, the open

questions are underlined so as to focus on theoreafor conducting this research work.
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2.1 PHYSICAL PROPERTIES AND APPLICATIONS OF NiP ALLOYS [1-4]

NiP alloys are primarily used as coatings becadigbeir good corrosion resistance, both in
acidic and alkaline environments, and excellentrvpeaperties. NiP engineering applications
include those where wear protection, corrosion gméen and/or aesthetics are important.
Many tools are coated with an NiP alloy to incretsar service life because of the hardness
of NiP compared to pure nickel coatings. Theseyallare also commonly used in catalysis
and in electrical applications.

NiP coatings can be prepared using different proeesd such as rapid quenching from a
nickel and phosphorus containing melt, vapour dépos electrolytic deposition and
electroless deposition. Electrolytic and electreleleposition are the most widely used
techniques.

The properties of the coatings obtained with thsge deposition methods are similar and
both fulfil the requirements for a variety of engéming applications. However, major
differences do exist. Plating rates from an elées® nickel solution are very slow compared
to electrolytic deposition, but electrolytic degssare not as homogeneous as their electroless
counterparts. Since cost is one of the most impbespects of industrial production, a slower
and cheaper process will often be preferred tostefabut more expensive one. Unlike
electroplating, electroless plating does not rexalectrical current. Deposition takes place in
an aqueous solution containing metal ions, a reduagent, complexing agents and
stabilizers. Chemical reactions on the surfacéhefgart being plated cause deposition of an
NiP alloy. Since all surfaces wetted by the depmsibath are plated, deposit thickness is
fairly uniform. These unique properties of the &l@less deposition method make it possible
to coat surfaces that are very difficult or impbtsito be plated by other methods. Also it is
quite impossible to achieve high thickness uniféymiith other deposition methods.

For these reasons, electroless nickel technologyphnagressed considerably over the last
fifteen years. In the early years, the electroles&el plating manufacturers resorted to a

8
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combination of trial and error approaches to tpeéparation and brave marketing campaigns.
Today, electroless nickel technology requires angfrscientific explanation to meet the
challenges of new applications and to uphold thieb#ity of existing ones. Over the last
fifteen years, various international organizatidmsve put major effort into developing
reliable specifications. The purpose of these iprwvide a consistent method for applying
and testing electroless nickel deposits for proseah potential new applications.

One of the most appreciable advantages of eless@ad electrodeposition of NiP alloys is
the ability to obtain alloys of different compostti by varying the deposition parameters. The
resultant film composition can vary over a wide gblworus atomic percent range and this
variation has a significant effect on deposit mstracture and performance in general.
Usually, NiP alloys are divided into three compiositranges: low (2-12 at.%), medium (13-

16 at.%) and highX17 at.%) phosphorus.

2.1.1 PHYSICAL PROPERTIES

2.1.1.1 MICROSTRUCTURE AND DENSITY

The influence of phosphorus content on the micuottire of NiP deposits has been
investigated by means X-ray diffraction spectrogcapd scanning electronic microscopy
studies. It has been shown that the typical cryséalstructure of Ni deposits gradually
transforms into an amorphous structure when Ptiedaced into the metal matrix. Deposits
containing 4-12 at.% P exhibit a poor crystal dute (nanocrystalline) with porous
morphology characterized by several intergranulaacks [5]. These deposits were
represented as an fcc NiP solid solution of 5 tebOcrystallites [6].

On the other hand, for P content of 17 at.% or morerphology was observed to be very
smooth and devoid of nodules or cracks. High phosph deposits were accordingly

expected to be amorphous, which was clearly supgdry their XRD patterns.
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Medium phosphorus deposits are not actually amarphmt a mixture of microcrystalline
and amorphous phases with intermediate propenmiégparformance [1,2].

The density of NiP alloys also depends upon phagghocontent as shown in Figure 2.1.
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Figure 2.1 : NiP alloy density decreases with irasi|ag

phosphorus content due to P in nickel Iattice.
(http://www.pfonline.com/articles/pfd0507.hyml

High phosphorus alloys have also been claimed tarberphous, while some authors [7,8]
maintain that high phosphorus alloys are actualhyixéture of an amorphous NiP bulk phase
and different quantities of nanocrystalline secaongidnases (i.e. Ni and bR).

After annealing, the structure of NiP alloys becentaghly crystalline irrespective of
phosphorus content [9,10] with the formation of (Gace-centered cubic) Ni and bct (body-

centered tetragonal) pR phases.

2.1.1.2 DEPOSIT UNIFORMITY[1-4]
One major advantage of electroless NiP plating,r alectrodeposition, is its ability to
produce a film of uniform thickness even on surfaagth complex geometries. Edges, deep

and narrow holes as well as any surface roughneseasily plated. Current density is a

10
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critical parameter in electrodeposition. Electssleleposition needs no electric current, hence

as it is based upon a chemical reaction, any datadyrface will plate uniformly. Bath

solution agitation becomes a critical process patamand the resultant film thickness is

controlled by optimization of solution dynamics,nmarsion time and addition of additives.

2.1.1.3 MELTING POINT[1-3]
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Figure 2.2 : NiP solid-liquid phases diagram

(http://www.wallcolmonoy.com/TechServices

INicrobrazNewsArchives/WCC_Article Nick
Based_Fill.htri

2.1.1.4 ELECTRICAL RESISTIVITY[1-3]

Pure nickel has a melting point of 1455°C but
the phosphorus containing alloys melt at lower
temperatures Higure 2.3. Melting point of

NiP alloys decreases linearly with increasing
phosphorus content. The lowest melting point
for electroless NiP alloys is 880°C that occurs
at the eutectic composition i.e. a phosphorus

content of 11 wt% (19 at.%).

The electrical resistivity of NiP alloys is hight#ran that of pure nickel. Pure nickel has a

specific resistivity of 7.8 10° Q cm. As the phosphorus content in the alloy in@saso too

does its electrical resistivity. It ranges fromt8aL00- 10° Q cm.

11
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2.1.1.5 MAGNETIC PROPERTIE$1-3]

One of the most important applications of elecssldNiP
alloys is in the data storage industry as subsfoateomputer
hard disks Figure 2.3. This is primarily due to their magnetic
properties. The NiP substrate must remain non-ntagager

one hour bake cycles at 250-320°C. This requisiteanly be

Figure 2.3: Example of a satisfied by NiP alloys having a phosphorus contératt least

Computer Hard Disk. 0
(http://www.pfonline.com/ 17 at.%.
articles/pfd0507.html

2.1.1.6 CORROSION RESISTANCEL,2]
The primary use of electroless NiP alloys is foevanting corrosion. Corrosion protection
properties of NiP alloys vary with phosphorus cohto that particular attention needs to be
paid to choice of alloy composition depending be specific application. This topic is
discussed in detail in § 2.2.
For example, high phosphorus coatings are readificleed in strong alkaline media while
they perform very well in acid environments. To mmaxe corrosion protection the
microstructure of NiP coatings must be devoid otnoporosity, roughness, nodules and
inhomogeneities. Phosphorus content alone doeguarsantee specific performance. Factors
affecting the corrosion protection performance oN@ film, in a particular corrosive
environment, are:

e phosphorus distribution throughout the coating

* volume fraction of micro-crystallinity within thelrin

« presence of phase boundaries and co-depositeditrapur

» substrate pretreatment

12
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» film surface structure and composition
In general, the following considerations hold:
* The rougher the surface, the lower the corrosisistance
* The more porous the substrate material, the loleecorrosion resistance
* The higher the phosphorus content, the higherah®sion resistance
» Post-deposition treatment such as low temperatakén or chromating, increases
corrosion resistance

* Heat treatment reduces corrosion resistance

2.1.1.7 HARDNESS[10]

Another important tribological property of NiP deits is their hardness. NiP coating
hardness is mainly affected by P content and teatypex and duration of heat treatment. As-
plated electroless NiP films have a microhardnessging from 500 to 720 HV N
(Vickers Pyramid NumberNewton), while electrodeposited alloys have typicalues of
150-400 HV N. Post-deposition heat treatment sigaiitly enhances microhardness of the
films and this increase is attributed to the phemesformations mentioned above. In general,

hardness is inversely related to phosphorus cantent

2.1.1.8 WEAR RESISTANCH1]

Electroless NiP alloys have high wear resistandas Ts due to their high hardness and
natural lubricity but also to their excellent cagian resistance that is strongly dependent upon
deposit uniformity. Typically, as-plated low-phogphs alloys tend to resist abrasive wear
better than medium and high-phosphorus alloys. Téiso be attributed to the greater
microhardness of low-phosphorus alloys. Howeveterafieat treatment the trend remains
unchanged even if the microhardness becomes sinitié fact suggests that wear resistance
is influenced by factors other than microhardness.

13
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2.1.1.9 SOLDERABILITY / WELDABILITY [1]

One aspect that should not be neglected is theersdddity of NiP alloys, particularly
important for the electronics industry. As-platesviphosphorus alloys are more solderable
than medium and high-phosphorous ones but thigrdifice disappears after 12-24 hours.
Thus, it has been suggested that solderabilityriigoapon the characteristics of the overlayer

that forms on the deposit surface after air expasur

2.1.2 APPLICATIONS [1-4]

2.1.2.1 AUTOMOTIVE INDUSTRY [1-3]

A large market segment of the automotive industigfgrs the use of low cost materials
plated with a NiP film. This choice is dictated the need to satisfy stringent engineering
requirements while maintaining market competitismneNiP alloys started to be used in the
automotive industry about thirty years ago becafsteir properties such as corrosion and
wear resistance, uniformity and lubricity and sinben their use has been increasing.
Examples of this NiP application, as a protectigating, are fuel filters, valves, differential
shafts, brake pistons, etc...

Furthermore, the growth of fuel cell technology the automotive industry will provide
another potential application for NiP alloys. Inyartase, this market segment is growing
continuously and NiP alloys are playing a very imi@ot role. This is due to the need for high

quality and high performance components driverhieydemand for longer warranty vehicles.

2.1.2.2 AEROSPACH1,2]
Engineers have recognized the potential of the goitms of NiP deposits for aerospace
applications. A long term evaluation of these dépdsas been and continues to performed.

Various application tests resulted in the widespireae in engine parts such as valves,

14
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undercarriages and turbine blades. Unlike the pusly used materials such as hard
chromium, compressive stresses on high phospheqmussds do not significantly reduce their

fatigue strength. For this reason, the continuedafisNiP alloys in this area appears assured.

2.1.2.3 ELECTRONICY1-3]

NiP alloys are increasingly used in the electronidustry. High phosphorus deposits are
widely used as overcoats on aluminium substratesnfgnetic data storage on computers.
This is the largest single application of NiP aflag electronics and can be attributed to their
magnetic properties, solderability and corrosiaistance. Over the last 15 years several new
technologies have been tested in an attempt tarsege the need for NiP coatings, but their
uniformity, non-magnetic character and defect fna&ure have confirmed them as the most
reliable and cost effective technology. Many défer electronic components are plated with
NiP to improve their corrosion and wear resistamdso a variety of aluminium and zinc
connectors are plated with NiP which ensures théowumity, electrical conductivity and
solderability required for these kinds of applioas. Furthermore, new NiP technologies are
emerging though certain technical and economiadyarstill need to be overcome. Examples
of these are the use of NiP alloys as floor gredesemiconductor packages and NiP/Au for

circuit boards.

2.1.2.4 OIL, GAS AND CHEMICAL INDUSTRIES[1]

Components used in the oil, gas and chemical indgsssuch as pumps, valves, flanges,
pipes, etc., need to ensure long service life usdeere conditions. Long life devices equate
to low cost facility maintenance. These componangsin contact with the final products so
long life devices improve final products purity. éde devices are usually plated with a 50-

100 um NiP film.
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2.1.2.5 OTHER APPLICATIONY1]

) Food, textile and printing industries are
Cal'Chemical  Misc.

125% 10%% other important areas where NiP alloys

Printang 3%

Machine
10% are extensively used. The food industry
Camputar
'“'-E'F'Z'Eﬁf'“ 22% bans the use of materials that are not

legally approved. Steel was one of the
Sutomotive

9%  ppeg Electronics most widely used materials; NiP alloys
g0 17%

are now being used to coat the steel.
Fig. 2.4 : Cake diagram of NiP alloy applications

(http://www.pfonline.com/articles/pfd0507.hyml

NiP coatings are actually more versatile
and corrosion resistant than steel ones, and emhstier food preservation during industrial
processing. The textile industry takes full advgetaf NiP alloys excellent wear resistance
and lubricity. Shafts for ink-jet printers and largiewspaper printing presses are two
important examples of application of NiP alloyshe printing industry.

Note also, and this is not trivial, that electrslesoating technology can be used on

non-conductor materials.

2.2 CORROSION BEHAVIOUR OF NiP ALLOYS

Corrosion can be defined as damage to a matesaiface, usually a metal or alloy, caused
by a spontaneous redox reaction between the cagoaiaterial and its environment; the

corroding material usually acting as anode. Coomslways results in the deterioration of

material properties with detrimental consequenaest® performance. Therefore corrosion,

especially in industrial facilities, can result serious damage to devices, products and
workers.

NiP alloys are widely used as corrosion protectieatings in many industrial applications

(8 2.1.2). Over the last thirty years, researcherge striven to understand the corrosion
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behavior of NiP alloys. However, it is surprisingvh inconsistent the results and their
interpretations are. Almost all the authors agmnee¢he fact that small amounts of phosphorus
in the alloy (0.5 - 1.6 at.%) lead to a decreasearrosion resistance of nickel and to an
increase in corrosion rate. But with respect teemickel increasing the phosphorus content
enhances corrosion resistance.

On the contrary, there is no consensus on the enatuthe anodic dissolution, “passivation”
ability, susceptibility to pitting or on the natucé the film that forms on the alloy surface
following exposure to a corrosive environment.

NiP alloys can be prepared using different methgdsh as rapid quenching, melt spinning,
electrodeposition or electroless coating. Howeliery corrosion behaviour, as well as other
properties or characteristics of NiP alloys, iduahced by the preparation method remains to
be elucidated. It is generally accepted that ordsa) amorphous high-P alloys P17 at.%)
exhibit corrosion resistance clearly higher thameparystalline nickel both in acidic and
neutral environments, regardless of preparatiomnigoe. On the contrary, low-P alloys

(2-12 at.%) perform better in alkaline environmehtan alloys with higher P content.

2.2.1 BEHAVIOUR IN ACID SOLUTIONS

In acid corrosive environments, the anodic behavioiuX-ray amorphous high-P alloys
differs substantially from pure crystalline nick@tigure 2.5). High-P alloys passivate at
potentials at which Ni dissolves actively. At highenodic potentials, the alloy undergoes
transpassive dissolution while Ni passivates [These differences in anodic behaviour were
observed [11-13] both in the presence and absdnddaride ions in the electrolyte solution.
The alloy surface remains shiny after polarizatimhjle pure Ni becomes severely pitted

[7,11,14,15].

17



CHAPTER 2 : LITERATURE REVIEW

However, some authors "
[12,16] failed to observe this b )
- 08 -
w
sort of “passivation” for o os -
_ _ _ Z o4 J
high-P alloys in practically = 02 4
-
z a
identical acid environments. | ¥ °°
O L2 -
a
Others [12-14] reported that -0.4 .
) 08 . =
the NiP alloys suffered i i " g "
10°¢ 10 10 1073 102 10!
“pitting corrosion” by anodic CURRENT DENSITY (A/cm?)
o ) o Fig. 2.5[11]: Anodic polarization curves for Ni and Ni-20P in
polarization in acidic 0.1 N HSQ, Sweep rate = 1 mV/s.

solutions containing chloride ions.

Regardless of the active/passive transition of MiBys, it is generally agreed that the
corrosion film formed is P-enriched compared to $liggesting that nickel is preferentially
dissolved during anodic polarization [11,12,14-17].

Potentiostatic polarization, performed at potestiat which NiP alloy is “passivated”
(ca.-0.2 ++0.2 V SCE), showed a nearly logarithraurrent decay suggesting a sort of
kinetic limitation to alloy dissolution rather than effective passivation [11,15,17].

Thus, the high corrosion resistance of high-P allmyay be explained by the formation of a
P-enriched surface film which limits the diffusioate of Ni from the bulk, slowing down
dissolution of the alloy [15].

However, the chemical state of the P atoms in e¢hisched film it is still unclear. Several
hypotheses have been advanced in the literatwileiding Diegle et al. [17] who proposed an
adsorbed hypophosphite layer, Kawashima et al. fi2prthophosphate layer, Salvago and
Fumagalli [13] a phosphide layer, Rossi et al. [dB]elemental P interface between the bulk

and a phosphate overlayer.
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2.2.2 BEHAVIOUR IN NEUTRAL SOLUTIONS

Though little is reported about NiP alloys corrasioehaviour in neutral environments, the
authors’ findings concur. Under OC conditions, Nilbys show a very low corrosion rate
also in the presence of chloride ions [18]. Thaasion resistance of NiP alloys in neutral
solutions is comparable, regardless of their stimectand composition [19]. Anodic
polarization, however, clearly gives rise to difflet dissolution mechanisms. Low-P
crystalline alloys show active dissolution accomedrby the formation of a greyish-black
non-protective film on the surface [19]. On the ftcary, dissolution is suppressed in
amorphous high-P alloys [20,21], and their passix@perties are quite insensitive to the
presence of chloride ions [19]. The high-P allogmain bright and no pitting occurs [21].
Similarly to the acidic solutions, the excellentrosion resistance of NiP alloys seems to be
due to the formation of a P-enriched protectiveetagn the alloy surface [18,21,22] whose

chemical state, as mentioned above, has not yatdmwelusively identified.

2.3 X-RAY PHOTOELECTRON SPECTROSCOPY ANALYSIS OF NiP

ALLOYS SURFACE

2.3.1 CORROSION FILMS FORMED IN ACID AND NEUTRASOLUTIONS
Notwithstanding the debate about the corrosion Waeba of Ni-P alloys, especially in acid
environments, as well as about the chemical sthténed phosphorus in the protective P-
enriched layer, surprisingly the XPS results aresgient, both in acidic and neutral
environments, and in the presence or absence afiddlions in the test solutions.

NiP alloys show a current density vs. potentiatgda range (ca. -0.2 + 0.2 V SCE) both in
acidic [12,15,16,23,24] and neutral [21,23,24] emwiments. After polarization, carried out at

potentials within this plateau range, Nigp P2p, PKLL and Ols spectra show different
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components (Table 2.1). The anodic polarizatioremkdl had no influence on the binding

energy of either Ni2p, or P2p peaks [12,15].

Table 2.1 : Literature reported data of X-ray phelectronic signals and X-ray induced Auger signasorded on
several NiP alloys, after different electrochemitssts carried out in different electrolytes.

Photoelectron Peak Attribution Bmdm(gVE)nergy I_theirearteur:Se C1s Binding Energy (eV)
Ni2ps/» bulk 852.9 [12] /
(main peak) 852.7 [16] 284.6

Ni2ps;» phosphate 857.1 [12] /
(main peak) 854 +856 [16] 284.6
129.75 [12] /
129.2 [17] 284.6
P2ps, bulk 129.9 [16] 284.6
129.8 [15] 285.0
130.0 [21] 284.6
132.2 [17] 284.6
P2ps, “intermediate” 132.2 [16] 284.6
132.1 [15] 285.0
133.5 [12] /
133.3 17 284.6
P2ps2 phosphate 133.3 {16% 284.6
133.8 [15] 285.0
531.7 12 /
Ols phosphate 531.9 {17} 284.6
O1s water 533.0 [17] 284.6

Induced Auger Peak Attribution Kinetic Energy (eV) I_theireart;ﬁe C1s Binding Energy (eV)

P KLL bulk 1858.4 [15] 285.0
P KLL “intermediate” 1855.2 [15] 285.0
P KLL phosphate 1850.9 [15] 285.0

Ni2ps;, spectra showed two peaks: a more intense peak BE gbinding energy) of
~ 853 eV with a satellite at ~ 860 eV BE [12,16)daa second minor peak at ~ 856 eV BE
with a satellite at ~ 863 eV BE [12,16]. The lowending energy peak has been attributed
unambiguously to the electrons photoemitted froeaNhin the bulk alloy [12,16]. The higher
binding energy peak has been assigned 6 iNithe surface film formed after the corrosion

tests [12,16].
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P2p spectra consist of three different peaks [I&]lower binding energy peak at
~129.7 eV BE attributed to P in the bulk [12,1521], a higher binding energy peak at
~ 133.5 eV BE attributed to°Pas phosphate [12,15,16], which according to soathoas
[12,17] may be dihydrogenated. Lastly, an interragdpeak at ~ 132.1 eV BE assigned by
some authors [16,17] to'Rs hypophosphite. However, this assignment wasdbsisnply on
comparison of the binding energy with several statideference compounds, and assuming
quite arbitrarily, the P present in the bulk toibdghe elemental state. On the contrary, it is
well known [25] that accurate chemical state infation can rarely be obtained on the basis
of BE alone, and that this might lead to XPS pdadiag incorrectly assigned. As reported in
the next subsection, Rossi et al. [15] based on ctemical state plot suggested the
intermediate peak of phosphorus may be assigngtttelemental state.

As far as the O1s spectra are concerned, at igastuperposed components have been found.
One peak at ca. 532 eV has been definitively assigo orthophosphate [12,17]. The peak at
ca. 533 eV has been assigned to water moleculesheds on the samples surface [17]. A
third peak at ca. 530 eV was observed by Kawaslemal. [12] but they were unable to
assign it. On the other hand, Diegle et al. [1d] Wbt observe this component at ca. 530 eV
but a different peak at ca. 531 eV (not observadihe contrary, by Kawashima et al. [12]),

which they attributed to hypophosphate [17].

2.3.2 CHEMICAL STATE OF PHOSPHORUS

Sputtered NiP alloys are reported [15] to alwaysileika single P2p peak at 129.7 eV BE and
a PKLL peak at 1858.5 eV KE. After mechanical gulg and/or anodic polarization [15] in
acid solutions, three P2p components appearedthatifiollowing binding energy values: (1)
129.8 eV, (2) 132.1eV and (3) 133.8 eV. The cawesling Auger induced KE (kinetic

energy) values of the PKLL signal were (1) 1858/4 @) 1855.2 eV and (3) 1850.9 eV.
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As reported in the previous subsection, from thendbal shifts of the P23p, the lower and
higher binding energy peaks have been unambiguaittifputed to the phosphorus in the
bulk alloy and to the phosphate located in an csuefiace layer, respectively [12,15-17].

As far as the peak at the intermediate BE valugastbeen tentatively assigned tooPP** in

an unidentified compound located in the inner pmdrthe corrosion film [16], or to the
hypophosphite [17] on the basis of the BE valuesal

However, more precise information on the chemitatlesof the phosphorus can be obtained

from the so called modified Auger parameaig5] :
a = KE(PKLL)+ BE( P2 py)
2

Rossi et al. [15] calculated tlevalues for peaks detected in polarized NiP allysvell as
for several pure reference phosphorus compoundas g0 construct the so calledemical
state plof[26,27].

The intermediate phosphorus of the mechanicallyspet and/or anodically polarized NiP
alloys showed the same Auger parameter as thosel fluu pure red P and black P, thus it
was proposed [15] that this phosphorus might beemrein the elemental state. The Auger
parameter confirmed the assignments for the othercbomponents of the P2p spectrum [15]:
the one for the bulk at lower BE and the one ferghosphate at higher BE.

It should be pointed out that the Auger parametéh@ phosphorus in the bulk was found to
be similar to that of nickel phosphide [15]. Thading energy of the P2p alloy was found
to be about 0.3-0.4 eV lower than elemental red3} fegardless of P content [28]. On the
other hand, a very small shift (ca. 0.1 eV) to kigBE was found for the Ni3p alloys peak

compared to pure nickel, again, regardless of Recifi28].
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Comparing these results with those reported inliteeature, it was concluded [15,28] that a
small charge transfer (about 0.3-0.4 electronsPpatom) occurs from Ni to P in the NiP
alloys [29] leading to a partially covalent bond@]3This charge transfer corresponds to 0.1
electron per Ni atom [29]. In other words, P in #lkys shows a slightly negative formal

charge compared to elemental red P.

2.3.3 THE ELECTRONIC STRUCTURE OF NIP ALLOYS AND FEATURESF THE
Ni2ps2 REGION

The XPS binding energies of core-level electronsnmonly provide chemical state
information about near surface atoms or ions. lheotwords, a change in chemical
environment or oxidation state of an atom is usuaticompanied by a change in its binding
energy. Thus, evaluation of core-level photopeakding energies of an uncharacterized
sample should provide valuable insight into thedakion state and bonding of its near-surface
atoms. Unfortunately, nickel behaves anomalousiycdxe-level photopeak binding energies
for pure metal nickel and its conductors alloys anthpounds were found to be similar and
within about 0.3 eV of 852.8 eV BE [31,32]. Appatgnelectronegativity of the ligand and
the presence and type of bonding orbitals of dontlpdigand character had little effect on
e.g. Ni2p, main peak binding energy. However, the ligand ted&ic structure showed its
influence upon overall alloy electronic structuegparating the satellite and main peak of
Ni2ps/, spectra as well as the other Ni core-level phaikpg¢31,32]. In Ni compounds with a
given element, satellite intensity tends to de@eagh increasing partner concentration, at
the same time satellite separation from the maak pends to increase [32]. Furthermore, for
a given stoichiometry, core-level satellite intéysitends to decrease with partner

electronegativity and satellite separation from thain peak to increase [32]. Nesbitt and
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coworkers [31] developed a model to explain thdsseovations and for the time being this is

the most widely accepted. In the following, Nesbithodel is briefly discussed.
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Figure 2.6[31]: (a) The Coulomb potential
created by ejection of a photoelectron causes
3d’ states (including empty states) to be
temporarily localized over the photoiorb) (
The effect of the core hole is enhanced by
filing the 3d state. The associated
relaxation energy is transferred to the ejected

Figure 2.7[31]: Generalized conduction band
and valence band structure in Ni and
conductor Ni compounds. (a) Ground state.
(b) Final state “A” resulting from 4s state
filling. (c) Final state “B” resulting from 3d
state filling. (d) Relative binding energies of
the main and satellite peaks.

photoelectron

Photoejection of a core electron from an atom caaseinstantaneous increase in Coulomb
potential which attracts valence and conductiondbarbitals towards the nucleus of the
photoion. This potential is ephemeral and existly dar the life time of the core-hole
(about 10°° s). Unoccupied orbitals, initially energeticaltychted just above the Fermi level,
are drawn below it, as shown in Figure 2.6-a. Thesgccupied orbitals, “localized” on the
photoion, have a lower energy than the same osbitahffected by the core-hole potential.
The possibility therefore exists that one or marggy orbitals within this potential well, will

filled by Fermi sea electrons.
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When Fermi sea electrons fill unoccupied orbitalshie core-hole potential well, they release
energy and, in turn, the effect of the core-holpadially attenuated by this relaxation energy
being transferred to the outgoing photoelectronslaewn in Figure 2.6-b. Photoelectron
kinetic energy is thus increased by an energy amegumal to this relaxation energy.

In the ground state (Figure 2.7-a), the conducband of Ni includes 3dand 4s orbitals
straddling the Fermi level, thus the electronictiahi state of Ni is c 384s. The
photoemission of a core electron creates the cole-tthus, both the 3dand 4s bands are
drawn into the resulting potential well below therii level. Whether a 3cbr 4s orbital is
filled first by one Fermi sea electron, the reswjtscreening of the core-hole decreases the
probability of other empty orbitals within the saim@nds being filled during the life time of
the same core-hole.

If an electron of the Fermi sea fills a 4s orbithk final state ¢3d°4< is produced, referred
to as final state A (Figure 2.7-b). Alternativelf,a Fermi sea electron fills a 3arbital,
during a separate photoemission event, the firme st'3d*%4s' is produced, referred to as
final state B (Figure 2.7-c).

The effect of the potential well is attenuated \ileeta 4s or 3tstate is filled first, but filling

a 3d orbital provides greater core-hole screening, wilie result that there is greater
associated relaxation energy. The greater theatta energy, the greater the amount of
energy acquired by the photoelectron, which in tmithbe recorded at a lower BE in the XPS
spectrum. In other words, the creation of the fstate A (4s filled) gives rise to the satellite
peak, the final state B (3d filled) to the main lpgd1]. This argument was further
substantiated by quantomechanical calculationstbaselectrical conductivity in metals [31]
and by experimental measurement of the valence dandity of states (DoS) of several Ni
compounds [29,30,33-35].

The relative intensity of the main and satellitefse should be determined by the relative

probability of 3d and 4s holes being filled. Furthermore, Nesbitttsdel [31] also provides a
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plausible explanation for the different FWHM obssdvfor the main Ni2g, peak and its
satellite. As shown in Figure 2.7, the 4s bandhirgetically dispersed whereas the 3d band is
more condensed. Thus, filling different 4s statel mesult in a wider range of relaxation
energies and consequently in a broad satellite.p@akthe contrary, filling 3d hole states
results in a much narrower range of relaxationg@esrand thus in a narrower main peak [31].
But why does the ligand influence the satellite|B&ving the main peak position unaffected ?
Our research group carried out an XPS study taddte the effects of P concentration on the
electronic structure of NiP alloys [28] with P cent ranging from 6 to 29 at.% . A constant
binding energy of the Ni2p (852.7 £ 0.04 eV) and the NiZpsignal (870.0 £ 0.05 eV) was
found for the NiP alloys, irrespective of the P tmm. On the other hand, the distance of the
satellite from the main peak increased, and itsnisity decreased, with increasing P content
in the alloy [28]. According to the results repartby Nesbitt et al. [31] (obtained, in
particular, by the DoS study of NiS and NiAs), @aodboth XPS valence band measurement
[33-35] and quantomechanical calculations [29,34,Bf&se observations were interpreted in
terms of electron transfer from the P3p ligand bendi3d band. This charge transfer is not
possible when the final state B (main peak) is feaireince the energy difference between the
ligand band and the Ni3d band is too high [31], ite BE of Ni2p;, as well as that of the
other Ni core-peaks, is not affected by the phomphaoncentration. Thus, it has been
hypothesized [28] that the number of bonding Nidecteons increases with phosphorus
content in NiP alloys. Thus, less non-bonding etexs are available for shielding the
core-hole [37]. Poorer core-hole screening leada teeper potential well and, thus, to a
lower relaxation energy associated to the finatesta formation (€3d°4s’). Hence, the
photoelectrons responsible for satellite peak garaT, gain a lower contribution to their KE
as P concentration increases in the alloy whilenthen peak position remains unchanged.
However, even if Nesbitt's model seems to expldinttee observed modifications of the

Ni2ps/, features (as well as of the other Ni core-levelksg, the literature on the electronic
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structure, theoretical models and energy loss spsmipy (ELS) of Ni metal and its O
containing compounds has been recently reviewefl [88sbitt’s model appears to be “too
simple” and inadequate as it does not take intmwdcall the photoelectron energy-loss
processes.

It has been reported that the more intense featlitbe Reflection Electron Energy Loss
Spectroscopy (REELS) of metallic nickel at 6.0 &8 eV are due to surface and bulk
plasmon losses respectively, with weaker intra- imumer-band transitions at 3.7 and 7.1 eV
[38]. The Ni2p, XPS spectrum from metallic nickel has been re-emad) on the basis of
these REELS results, by other authors [39]. It ip@ypossible to fit the NiZ2p XPS spectra
with a set of five energy-loss peaks (satellitesgreergy 3.5, 4.5, 5.5, 7.0 and 8.0 eV above
the main emission line, and that these energyfieatsires may be attributed to the REELS
features observed by Hagelin-Weaver et al. [38)weleer, the same authors [39] concluded
that the Ni2p, is well fitted with only two satellites at 3.7 ar@l0 eV and that these
“components” do not represent specific processesatailikely, on the basis of the REELS
data, to represent both plasmon and some shakesged from the primary NizZp

photoemission.

2.4 MODELS PROPOSED IN THE LITERATURE FOR EXPLAINING

HIGH CORROSION RESISTANCE OF NiP ALLOYS

Several models have been proposed for explainiaghtbh corrosion resistance of high-P
alloys in acid environments. The most popular aaresbriefly outlined in the following. As
will be seen there are discrepancies between thesels and all are questionable.

Diegle and coworkers [17] proposed the formationanfadsorbed film of hypophosphite
through oxidation of the P present in the enrickedace layer formed as a consequence of
the rapid and selective dissolution of Ni at thgibeing of immersion in the test solution

(pH ~ 1-2). This adsorbed hypophosphite film shoplévent the water molecules from
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interacting with Ni, inhibiting its further oxidatn and dissolution. The successive breakdown
of this protective film at higher potential (ca+8.2 V SCE) should be caused by its defective
crystalline surface which facilitates further P aation from hypophosphite to “soluble”
phosphate anions [16]. However, while nickel phasehis readily soluble in acids (but
insoluble in either cold or hot water), nickel hpbosphite is soluble even in cold water [40].
Furthermore, the most thermodynamically stable phosus species at pH ~1-2 and a
potential of between -0.2 and +0.2 V SCE is ortlogporic acid [41].

Kawashima and coworkers [12] proposed the formatiba nickel orthophosphate film on
the NiP alloy surface, following polarization inidcolutions, and this is in agreement with
the Pourbaix diagram for phosphorus [41]. It soatlaimed [12] that this phosphate layer
probably thickens with polarization time but itrist clear how film thickness is determined.
However, the authors do not account for the faat tickel orthophosphate is soluble in acids
[40], even though it might be stabilized by int¢iac with the alloy surface.

However, the model proposed by Kawashima et al. ¢lgarly contradicts that proposed by
Diegle et al. [17] : the first proposed a proteetphosphatelayer, the second that the
(hypophosphite) protective layer breaks down asrsequence of its oxidation phosphate
Another interesting model is the one proposed byaga and Fumagalli [13]. They claim
that the differences in anodic behaviour between alloys and elemental nickel cannot be
attributed to superficial P oxidation products suabk hypophosphites, phosphites or
phosphates, since the presence of these anioh® ialéctrolyte solution (i.e. added by the
authors) did not alter the anodic behaviour of @#lleys. Dissolution tests in hydrochloric
acid, followed by a not well specified analysisyealed the presence of JRiresiduals [13],
thus, only on these bases, it was proposed [13]Nifa alloy “passivation” was due to a
surficial nickel phosphide film, not taking into@mint the experimental evidence provided by

XPS surface analysis [11,12,16,17,21].
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Lastly, other authors [8] have discussed the anbdiaviour of NiP alloys focusing on the
surface morphology instead of on the type of tle®ftained in the P-enriched layer. A model
has been proposed [8] whereby the reduced atonmdication associated with the high
volume fraction of grain boundaries and triple jumas of low-P crystalline alloys with
respect to high-P X-ray amorphous alloys, resultan enhanced adsorption of oxygen from
the solution which, in turn, facilitates oxidatiand dissolution of the alloy. The most
inhomogeneous alloys showed [8] reduced corrosesistance suggesting that the main
cause of the change in corrosion behaviour is tmeentration of particular morphological
features on the alloy surface. However this reagpnannot explain why at higher potentials
(ca.>+0.2 V SCE) NiP dissolves while Ni is paasdd, since metallic Ni is highly
crystalline.

In any case, some sort of contribution to the cam performance of NiP alloys, due to both
their morphology and structure cannot be ruled amiit is well known [1] that these two

aspects are closely related with the P conteritetloy.

2.5 OPEN QUESTIONS

NiP alloys are widely used in many industrial apalions [1-4], especially because of their
high corrosion and wear resistance [1].

There is general consensus in the literature tlealivm (13-16 at.% P) and higk17 at.% P)
phosphorus alloys have higher corrosion resistéamae pure Ni both in acid [7,11,12,15,17]
and neutral [19-21] environments, irrespective ltd presence of chloride ions in the test
solution.

It is generally agreed that in both acid and néwnaironments a P-enriched protective film
forms [7,11,12,14,15,17,21], suggesting that Hickereferentially dissolved during anodic
polarization and that this P-enriched layer is oasjble for the high corrosion resistance of
NiP alloys. These hypotheses have been furtheirooed by numerous XPS studies [12,15-
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17,21] as well as by glow discharge optical specwpy [14] and Auger Electron
Spectroscopy (AES) depth-profiling [11].

In particular, after anodic polarization, the P2gion shows three components. The lower BE
peak (~130eV) and higher BE peak (~ 133 eV) hbgen unambiguously assigned to
phosphorus in the bulk alloy and in a phosphaterlagspectively. While the assignment of
the third intermediate BE peak (~ 132 eV) is stiibler discussion.

Thus, the first important open question is to cosielely identify the chemical state of this
“intermediate phosphorus”.

The origin of this intermediate P2p component heenkdifferently interpreted with the result
that different contrasting models have been dewslofor explaining the high corrosion
resistance of the NiP alloys. Diegle et al. [17pgwsed an adsorbed hypophosphite layer,
Kawashima et al. [12] an orthophosphate layer, &mvand Fumagalli [13] a phosphide
layer, while Rossi et al. [15] proposed an elemeRtanterface between the bulk and a
phosphate overlayer.

It is clear, however, from the current literatusview, that none of these models are fully
satisfactory and actually contradict one another.a&curate study of the in-depth profile of
the corrosion film formed on the NiP alloys has erelseen carried out, even though it it
fundamental for gaining a deeper insight into tlerasion performance of NiP alloys.
Furthermore, with an accurate and non-destruc@eenstruction of the in-depth profile, it
may be possible to advance a better-grounded hgpistlof the formation and breakdown
mechanism of the corrosion film.

Indeed the corrosion behaviour of NiP alloys cheatbes not depend on P concentration
alone, since the P content strongly influences ldity structure and morphology as well as
its electronic structure. Thus, the high corrosiesistance of NiP alloys can probably be
explained by all these aspects, but their influemeecorrosion behaviour as a whole is not

fully understood .
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CHAPTER3

METHOD THEORY

In this chapter the theoretical foundations underdythe techniques used in this work are
described in detail. In section 3.1 the principtdsX-ray Photoelectron Spectroscopy (XPS)
are summarized together with the most importardrmétion to be gleaned from the spectra
(from subsections 3.1.1 to 3.1.5).

In subsection 3.1.6 the First Principles method doantitative surface analysis is discussed
in detail and its limitations underlined. Then, sabtion 3.1.7 presents the problem of
electron Inelastic Mean Free Path (IMFP) evaluatidrhree of the most important IMFP

predictive formulas found in the literature: theaB&Dench, the TPP-2M and the G-1, are
described in detail underlining their advantagesdalimitations. In subsection 3.1.8 the

Tougaard method for quantitative and non-destrecin+depth profiling is presented together
with its advantages and limitations. Subsection@Bdresents the theory of the Maximum
Entropy Method for the non-destructive reconstiutctof compositional depth profiles from

angle-resolved XPS data.

Finally, section 3.2 deals with the theory of tlerosion process, in both thermodynamic
and kinetic terms. Information that can be gleafredan the polarization curves is discussed

in some detail.
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3.1 X-RAY PHOTOELECTRON SPECTROSCOPY (XPS)
3.1.1 PHYSICAL PRINCIPLE [1]

The XPS technique is based on the photoelectrécgfi.e. the ejection of an electron from an
atomic level by an X-ray photon of energy. The energy of the emitted photoelectrons is
then analyzed by the electron spectrometer andd#it@ presented as a graph of intensity
(usually expressed as counts or counts/s) versgr@h energy.

The kinetic energy (KE) of the electron is the ekpental quantity measured by the

spectrometer, but this is dependent on the photemmgg of the X-rays employed and is

therefore not an intrinsic property of the materidkeing studied. On the other hand, the
binding energy (BE) is a parameter that identiffesselectron specifically, both in terms of its

parent element and atomic energy level from whiclvas photoemitted. The fundamental

relationship between the parameters involved iP& Xxperiment is:
KE=hv-BE-®

where® is the spectrometer work function. The photon gnéw must be greater than BE in
order to obtain electron photoemission. Once thecten is emitted, all energies are
permitted and selection rules do not apply.

The photoelectron can come from the valence baweldeor, more interestingly for XPS,
from core levels. The electron binding energietedifrom element to element and elemental
identification is almost straightforward. The abosguation shows that if the BE of an
electron in an element changes due to a differéeimical environment (e.g. the same
element in two different compounds) the KE alsongjes. Thus, valuable information on the
chemical state of the elements can be obtained XB.

Once a photoelectron has been emitted, the ioraad must relax. This can be achieved by
emission of an X-ray photon (X-ray fluorescencegjaction of an Auger secondary electron.
Thus, Auger electrons are produced as a consequérntbe XPS primary process, and this
secondary phenomenon is often referred to as XAKS8ay induced Auger electron
spectroscopy). Auger peaks can yield valuable cbanmformation about an atom but they
can also interfere with photoelectronic peaks. &ligsuperposition can be avoided by
changing the X-ray source.

Hydrogen and helium cross sections using dldc Mg ka radiations are too small, so these
two elements cannot be detected by XPS.

The sampling depth of the XPS technique varies thi¢hKE of the electrons being examined.

It is determined by a quantitg =A co® known as electron attenuation length (AL). It
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depends on the inelastic mean free patiMFP), which depends firstly on the KE of the
electron and density of the solid being passedutittdoy the electron, and on the emission
angleb, i.e. the angle at which particles leave a specimeasured relative to the normal to
the specimen surface. Typical sampling depth i3&a.ln the energy range of interest in
electron spectroscopy, i.e. 200-2000 éMs equal to very few nanometers (< 10 nm). This is

the reason why XPS is a surface sensitive technique

3.1.2 NOTATION [1]

The formalism used for XPS differs from that usedAuger electron spectroscopy (AES) to
describe which electrons are involved in each ef dbserved transitions: XPS uses the so
called spectroscopists’ notation whereas Augertreles are identified by the equivalent
X-ray notation.

In the former, the transitions are labelled aceuydp the schemenvhere n is the principal
guantum number, | is the electron angular momerquantum number and j is the so called
total angular momentum quantum number and it iemiby |I+s| (s is the spin angular
momentum quantum number).

In X-ray notation, the principal quantum numbers entified with the letters K, L, M, etc.
whereas subscript numbers refer to the j values.rélationship between the two notations is

given in Table 3.1.

Table 3.1 : Relationship between spectroscopisittion and
X-ray notation.

guantum numbers | spectroscopists’| X-ray X-ray
n I i notation subscript | notation
1 0 1/2 1s 1 K
2 0 1/2 2s 1 L
2 1 1/2 2@/2 2 L,
2 1 3/2 2@/2 3 L3
3 0 1/2 3s 1 1
3 1 1/2 3@/2 2 M,
3 1 3/2 3p2 3 Ms
3 2 3/2 3d; 4 M,
3 2 5/2 34, 5 Ms

3.1.3 SPECTRA[1]
It has been seen that an XPS spectrum is a piatagisity (humber of electrons counted) vs.

electron energy (either BE or KE). Those electritvas are excited and escape without energy
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loss, contribute to the characteristic peaks in gpectrum; those that undergo inelastic
scattering and suffer energy loss, contribute ¢osihectrum background.

The first step in characterizing the surface chamsf the specimen under investigation is to
identify the elements present on its surface. Tohieae this, a survey, or wide scan, is
recorded over a region that provides the peaks ttiatdifferent elements can emit after
irradiation with the source. Usually, the range2D@ eV is sufficient. Peak identification is
achieved by means of electron energy referencedabl

The survey spectrum will generally be followed Ihe tacquisition of spectra around the
element peaks of interest with a higher resolutiGnrve fitting routine applied to these
spectra allows to resolve peak overlap thus pragidihemical information on the specimen
and making quantitative analysis possible.

XPS peaks have a mixed Gaussian-Lorentzian shdpemiin contributions to their width
can originate from the sample or the instrumente Thean lifetime of a core vacancy
following photoemission (Lorentzian contributiomdathe peak overlap are the main sample
contributions to peak width. The source line-wid#pectrometer resolution and uneven

sample charging are the main instrumental coniohst(Gaussian contribution).

3.1.3.1CHEMICAL SHIFT

If an atom is bonded to another atom its valeneeten density will be altered with respect
to its elemental state. The electrostatic potewntidhe core electrons will be modified as well
as a change of the BE of the signal (chemical)shiit be observed in the spectrum. The
chemical shift can vary from a fraction up to seveectronvolts. Due to line width of the
X-ray source used in XPS (0.25-0.9 eV) data praongsss often required to extract
information from a spectrum. Tables of the chemgdaift of an element in several of its
compounds enable to identify its chemical state [2]

3.1.3.2SPIN-ORBIT COUPLING

The peaks in XPS spectra, derived from orbitalsserengular momentum quantum number |
Is greater than 0, are usually split into two. Tisishe result of the interaction of the electron
angular momentum due to the spin (s) with thattdube orbital angular momentum (l). The
value of s can be either +1/2 or -1/2. The two ltegystates have a different j value equal to
|l £ %2|. The relative intensity of the componentsh®e doublets formed is dependent upon
their relative populations (degeneracies) whichgven by 2j+1. The spacing between the

components of the doublets depends upon the strefdghe spin-orbit coupling. For a given

37



CHAPTER 3 : METHOD THEORY

value of n and |, separation increases with thenatawumber of the element. For a given
element, it decreases with both increasing n aceasing |.

3.1.3.3MULTIPLET SPLITTING

Multiplet splitting of a photoelectron peak may ocdn a compound that has unpaired
electrons in the valence band, and arises fronemifit spin distributions of the electrons band
structure. This results in a doublet of the coreellepeak. Multiplet splitting effects are

observed for several transition metals.

3.1.3.4SATELLITE PEAKS

The initial-state energy changes are mainly dutghéochemical bond formed by the atom.
Final-state effects that occur after photoemissguth as core-hole screening, relaxation of
electron orbitals and polarization of surroundiaogs cause other peaks to appear in the XPS
spectrum, known as satellites.

One of the most important satellite peaks is thekshup satellite. This spectral feature may
occur when the outgoing photoelectron simultangoumkracts with a valence electron and
excites it (shakes it up) to a higher energy leVak energy of the core photoelectron is then
slightly reduced giving a satellite structure a felgctronvolts below (above on a binding
energy scale) the core level position on the kinetiergy scale.

Another important feature is the shake-off satglthere the valence electron is ejected from

the ion completely.

3.1.3.5ENERGY SCALE CORRECTION FOR CHARGING

Photoemission from an insulating sample causesretatic charging to occur in the positive
direction. This results in a shift in the peaksipos towards higher BE values. Energy scale
correction is usually performed by referring albge to that of the aliphatic C1s at 285.0 eV.
This is the most widely used charging correctiod sngenerally accepted. Other methods are

however reported in the literature [3].

3.1.3.6CALIBRATION
Accurate spectrometer calibration is required tdraet chemical shift information by
comparing the measured BE with literature data aialthses enhancing experimental data

interpretation and providing a qualified analysis.
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The linearity of the BE scale is checked by comqmathe Au4f,, , Ag3d;, , Cu2p, and the
CuLMM (this is required only for non-monochromasicurces) positions with their expected
values. The most common guidelines for the calitmaprocedure and for the references
peaks can be found in the 1ISO15472:2001 norm [4].

3.1.4 DATA PROCESSING

Data processing is required to extract the maxinamount of information from an XPS
spectrum. Several commercial software packages asgeglable for rapidly and easily
implementing curve fitting routines. CASA XPS (Cssfiware Ltd., UK) has been used in
this work.

Data manipulation is a multi-step process and ve®khe following:

- spectra inspection
- X-ray source satellite removal (only for non-mon@rhatic sources)
- background subtraction

- peak fitting

3.1.4.1X-RAY SOURCE SATELLITE SUBTRACTION
Subtraction of the satellites due to the use oba-monochromatic X-ray source must be
carried out carefully as spectral distortion maguiein incorrect removal. Some authors [5]

[6] suggest keeping all the satellites to presaivthe data.

3.1.4.2PEAK FITTING
In many cases the information provided by XPS ista@oed in a spectrum that consists of a
number of overlapping peaks. This happens whefutheidth at half maximum (FWHM) of
a photoelectron line is wider than the same parameta standard acquired under the same
experimental conditions. Some accepted criteriat, éine based on statistic observations, can
be useful for establishing the number of compopeaks:
- visual inspection of the peak shape to check fgmasetry and the presence of
shoulders;
- calculation of the FWHM ratio between the test speo and a reference one. If the
ratio is < 1.05, one peak is assigned. If it isselto 1.15 and no valley appears or the
test spectrum peak is 20% wider than that of tiereace spectrum, two peaks are

assigned,;
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- visual inspection of the first and second derivatpectra.

Experimentally it is best to employ a monochroma&ficay source but this may lead to
substantial loss of intensity. The two main techems used for spectra interpretation are
deconvolution and curve fitting. The second appndaas been used in this work and will be

briefly described hereatfter.

A spectrum can be synthesized by summing a sefidanations representing individual
peaks in order to produce a final function thaselyg represents the experimental spectrum.
The peak function is generally designed to be atfan of appropriate peak variables such as
position, intensity, width, function type and petal characteristics. This curve synthesis
provides a useful initial estimate for the refinipgpcess of non-linear least squares curve
fitting.

A number of function types have been used for phigose. A core level photoemission peak
inherently has a Lorentzian shape whose widthapgional to the inverse of the core hole
lifetime. The phonons, i.e. the vibrational enedjstribution of the host lattice, produce a
broadening of the photoemission peak which hashéalig a Gaussian character. The Voigt
function is the convolution of these two contrilom$ and is sometimes approximated by the
sum or the product of a mixed Gaussian/Lorentzisnttion. The product approximation has
been used in this work.

Tail parameters may be included in the Gaussiaefitaran function to take into account the
asymmetric line shape. Curve fitting of this funatiassumes that a particular peak profile is
uniquely characterized once its FWHM has been fixadd cannot be resolved into
subcomponents. This is done by acquiring a serfestandard materials in the same
experimental conditions of the samples under ingason.

Many non-linear least squares algorithm for optatian of the curve synthesis process have
been proposed. The one used in this work is basddayquardt’s method [7]. More details
can be found in [5] and in the CASA XPS on-linetsaire user's manual.

3.1.5 AUGER PARAMETER [8] [9]

In 1971 Charles Wagner introduced the Auger paranoemncept that increases the usefulness
of XPS for identifying chemical states. He notedttthe difference in two kinetic energies
(Auger and photoelectron), which is accurately mease in the presence of static charging,

can be very useful for characterizing insulatord semiconductor materials.
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The original Auger parameter was defined as théemihce in the kinetic energies of
prominent and conveniently situated Auger and ptletdron peaks from the same elements

recorded in the same spectrum, i.e.

a = KE(C'C"C"™) — KE(C)

where KE(C'C”C’) is the kinetic energy of the Ager transition involving electrons from
C’, C” and C core levels, and KE(C) is the kitie energy of the photoelectron from the
core level C. However, this definition of the Augerameter could produce negative values
for a but, as KE(photoelectron) wh BE(photoelectron), it is possible to defiog the

modified Auger parameter:

o’ = KE(C'C’C”) + BE(C)

The so defined modified Auger parameters then independent ofvhand always positive
and it is the sum of the kinetic energy of the Augignal and the binding energy of the
photoelectron signal.
The Auger parameter concept was based on the fiolipaeas:
- There is a fixed difference between two line eresdAuger and photoelectron) of the
same element in the same sample.
- Charge corrections due to individual peak measunésreee unnecessary because they
simply cancel out during estimation of the Augerapaeter.
- Work function corrections are also unnecessary, @acuum level data can be
compared directly with Fermi level data.

The concept of the Auger parameter is of consideramalytical value, because it is
independent of charging effects and changes wehcttemical environment of the element
being examined.

The Auger parameter is still a one-dimensional gtignlike the photoelectron BE or the
Auger KE alone. Actually, a more useful generalrapph than the Auger parameter alone is
the representation of photoelectron and Auger datéghe form of a scatter plot. In a
two-dimensional plot, the position of the sharpésiger line and the most intense

photoelectron line, recorded for a series of compiswf a given element, form the basis for a
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new approach to chemical state identification.His tplot, calledWagner plotor chemical
state plof the Auger KE lies along the y-axis and the phieitteon BE along the negative x-
axis.

In the Wagner plot, the position of the differehiemical states depends on both initial and
final state effects. The initial state effects ud# the contribution to the chemical shift of both
the valence charge and the Madelung potential (waikes into account the charges of all the
other atoms in a compound) at the core-ionized atdhe final state effects include
information about the extra-atomic polarization rgrye which is measured directly by the
modified Auger parameter = KE + BE.

In the final state of the photoemission processatmm is left with a core-hole and this
positive charge will polarize the surrounding atcansl the valence electrons. The system is
thus in an excited state and will tend to relaxe tlorresponding relaxation energy, in turn,
will lower the BE values. This relaxation energyndae divided into two parts: an atomic
contribution, that depends on the atomic numberthactore orbital involved in the process,
and an extra-atomic contribution which is the ratéon energy associated with the rest of the
system (with the flow of electron density from teerrounding toward the core —ionized
atom) [10].

In a simplest approximation, assuming that theakatomic relaxation energy is independent
of the chemical environment, the shifts in the dorgzation energyABE, and in the kinetic

energy of an Auger transitiakkKE, are given by the following equations [11]:

ABE =AV - AR*®

AKE = -AV + 3AR*

AV reflects differences in the orbital energy of tlectron in the initial un-ionized stafsiR*?
reflects differences in the final-state extra-atomalaxation energy. The shift in the Auger
parameteAa’ thus provides a direct measurement of the shifthe extra-atomic relaxation

energy [11], according to

Aa’ = AKE + ABE = 2AR®*?
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Summarizing, three different situations can be tbumthe Wagner state plot:

1) Identical Auger parameter.

The individual data point of different compoundssamples are found on a diagonal line
with equation KE =’ — BE with a slopeAKE/ABE = -1 in the Wagner plot (actually the
line shows a positive slope in the graph due tortbgative x-axis). These compounds
show the same modified Auger parameteand identical chemical state.

2) Initial and final state effects have similar values

The BE for an element in different compounds or @as is similar:
ABE =AV - AR**=0, so AV =AR® (initial and final state have similar values).
Differences ina’ are due to differences in the bond nature: theenpmsitive the Auger
parameter shifts, the more covalent the bond; tbeenmegative the Auger parameter
shifts, the more ionic the bond.

3) Similar initial state effect.

The data point for an element in different compauond samples lie along a line with
slopeAKE/ABE = -3.

3.1.6 THE FIRST PRINCIPLES METHOD FOR QUANTITATIVE SURFAE
ANALYSIS [3]
In order to quantify spectra from XPS, one mustveohpeak intensities (usually peak areas)
to atomic concentrations. The easiest case conterm®geneous samples. The situation is
more complicated for samples with surface filmg @@ either thinner than the information
depth of the technique or discontinuous.
As will be shown in the following, experimental peantensities depend upon several
parameters, which are dependent on the photoeggtement, the matrix, the physics of the
X-ray photoemission phenomenon, the mechanics gndndics of the electron travelling
through the sample, spectrometer geometry, expatahdesign, etc Thus, the experimental
peak intensities can be considered “raw” data wihiahe to be corrected in order to obtain
comparable quantities. The peak intensity corractiactors are usually referred to as
sensitivity factorsThere are three main approaches for evaluategehsitivity factors. They
can be found in the literature or experimentalliedained in-house. Alternatively, sensitivity
factors can be calculated taking into accountralghysical parameters involved in XPS peak
“generation”. The last approach is known as the firinciples method. This method has been

used here and will be described in some detail.

43



CHAPTER 3 : METHOD THEORY

The most generic expression used in XPS quanttainalysis is

N
Aat.%= WA (100

Tl

where A is the element or the chemical specjds,the experimental intensity of the chosen
XPS peak generated from the species is $he sensitivity factor for that particular Xp8ak
generated from the species i.

In the first principles method, the intensityof a particular peak of the generic species i, is

given by the following expression

ag,(hu) D jdyijDL jdxjdyJ (xy) secd T (xyzpE, ) IdZN (xy2)e P (B, o

—00 —00

whose resolution for the atomic density ¢duld be used in the above expression for the

atomic concentration. It may be rewritten as

N
Aat%==2--0100

Zi N;

o is thephotoionization cross-sectiomhich is defined as the “effective area” of thdlismn
between an incident X-ray photon and an atom ofgezies i in the sample.depends upon
the photon energywh the element of i and the quantic numbers n,dnd j describing the
initial state of the photoemitted electron [12].

D is the detector efficiency functiomvhich describes the efficiency of the spectrometer
detector versus the electronic kinetic energy.E. the ratio of the electrons actually counted
and the total number of electrons arrived at ttieaer.

L is theangular asymmetry functiowhich takes into account the non-isotropic natfréhe
electronic photoemission phenomenon. It depends$ upe X-ray source and the quantic
numbers n, |, s and j describing the initial sttéhe photoemitted electron [13].

J Is the X-ray photon flux versus the x and y cooades as shown in Figure 3.1.

T is the so calledransmission functiorof the spectrometer. It can be defined as the
spectrometer lens-analyzer-detector system effigiesince it represents the ratio of the
number of electrons actually counted and the nunabeglectrons entering the detection

system of the spectrometer. It depends upon tieiment devices and design.
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A is the inelastic mean free path of the electrargch depends firstly upon the electron KE
and the density of the material M (i.e. the sample)
Figure 3.1 shows both the x,y,z coordinates witBpeet to sample position in the

spectrometer analysis chamber, and the spectroaregézsy, @,  and®.
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Figure 3.1 : Schematic picture of spectrometer gsial chamber:
sample coordinated axis and spectrometer angles.

The above rigorous expression for peak intensitis lindeed very complex, but can be
simplified with certain assumptions. First of alinder the hypothesis that the sample is
homogeneous down to a depth greater than the sagrgepth of the XPS technique:

jdz N, (xy2) g/ (E)eos N, A, (E)cosd=N, A,
0

Thus, the above expression for intensity of a péletiron line jican be rewritten as

Mi

—00

|, =0, (hU)D(Ei)]Zddedb L (y) deTdyJo(xy)seCJT(xyzDEi) N, Ay,

where/\ = cod is the so calledttenuation lengtrand is defined as the pathway length
travelled by the electron with kinetic energy tBrough the material M, which causes the

electron itself to loose all its energy. In othesrds, the attenuation length is the maximum
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path length which can be travelled by the elec{with a certain KE) in the sample (i.e. the
material M).

However, this last expression for peak intensityah be further simplified. As stated at the
beginning of this section, the aim is to conved thw peak areas to atomic concentrations.
As mentioned above, the atomic concentration isutalled by the ratio between corrected
intensities. Thus, in the expression for peak isitgnl;, all of the functions and quantities
which are either independent of the particular pegikg considered or constant with respect
to the performed experiment, will be deleted. Fafstll, if the analyzed surface area of the
sample does not vary during spectra acquisitiom Xhay flux § is constant. The efficiency
of the detector D(f£ does not have to be explicitly taken into accainte it is determined
together with the spectrometer transmission funatioring experimental determination of the
so calledintensity/Energy Response FunctidBRF) of the spectrometer [14]. Furthermore,
if the experiment is performed without changing ahyhe spectrometer angles (Figure 3.1),

the following expression for atomic density canvbéten:

_ I 1
N e LERFETAE) S

Finally, the sensitivity factor of each of the irgsting photoelectron peaks is calculated as the
product of the photoemission cross-sect®ijl2], the asymmetry function Y [13], the
experimentally determined IERF(KE) [14] and theeattation lengti\, which depends on

the material M and the electron kinetic energy.

3.1.7 ELECTRON INELASTIC MEAN FREE PATH

An electron, moving through a solid, may undergoo tdifferent types of scattering
phenomena: elastic and inelastic. Scattering iméefas a phenomenon where the direction,
frequency and polarization of an electromagneticenare modified by some discontinuity of
the media through which the wave itself is passAg far as an electron moving through a
solid is concerned, the main affected quantityimedr momentum. The elastic scattering
causes the electron to deviate from its initiahigtnt pathway without almost any loss of its
kinetic energy. The angular deviation from the &tat pathway can be very large but elastic
scattering does not have to be taken into accduheiemission angles i$60° [15]. On the
contrary, inelastic scattering causes the electooloose some of its initial kinetic energy

without almost any deviation from its initial patay|[16].
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While elastic scattering is essentially a coulomteraction between the travelling electron
and an atomic nucleus (shielded by its electroms)lastic scattering results from the
interaction between the travelling electron and #temic electrons of a certain nucleus.
While travelling through the solid, the photoelectimay undergo different types of inelastic
scattering. A different excitation phenomenon cgpands to each type of inelastic scattering.
The energy needed for excitation is given by tlaelling and interacting photoelectron
which, thus, looses an equal amount of its kinetiergy. The most important excitation

processes are:

- Plasmon excitationthe excitation of a quantum of energy associateithe waves of
the solid conduction band. These waves corresporitiet collective oscillation of a
large number of conduction electrons.

- Phonon excitationthe excitation of a quantum of vibrational eneafyhe crystalline
lattice. In other words, phonon excitation is tlemperature increase caused by
inelastic scattering.

- Ejection of a core electron from the target atom.

- Ejection of a valence electron from the target atom

- Excitation of an electron in the valence band.

The inelastic mean free path (IMFP) is definedhesrhean distance travelled by the electron
between two consecutive inelastic scattering evehite IMFP of the electrons plays an
important role in surface physics. It is required duantitative surface analysis both by AES
and XPS and determines the surface sensitivithedd two techniques. Moreover, the IMFP
plays a fundamental role in the interpretation loiast any experiment in which an excited
electron moves through a solid material. Howevespite the importance of the IMFP,
experimental values for a given material are gdlyeewailable only over a limited energy
range and the measured values can be affectedrdpy lmncertainties due to the inherent
experimental difficulties [16]. On the theoreticadie the situation does not improve. With the
exception of the so callelee-electronmaterials the IMFP cannot be calculated from the
first principles. Thus several formulas exist faaulating the IMFP values, which are all
semiphenomenological and, because of experimeiftalutties, it is difficult to assess how
well the models actually perform [16].

The most widely used IMFP predictive formulas dre $eah and Dencfil7], the TPP-2M
[18] and the G-1 [19].
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3.1.7.1SEAH AND DENCH

In 1979, Seah and Dench proposed a universal farfoulcalculating the IMFP of electrons
travelling within solids [17]. Their predictive fowla is empiric and was derived by fitting
several IMFP values which were experimentally deiteed in previous works [20] [21].
Seah and Dench divide the solids into three classksnental, inorganic and organic

materials. Their universal formula for calculatithg IMFP is the following:

Ai:(izj+BEE%
E

whereA is the IMFP in nanometers, E is the kinetic enexfgthe travelling electron, A and B

are two empiric parameters whose values vary wighsolid class as reported in Table 3.2.

Table 3.2 : Empiric parameters of the Seah and Benc
formula for IMFP calculation.

solid class A B
elemental material 143 0.054
organic material 31 0.087
inorganic material 641 0.096

The Seah and Dench formula is simple and fast ¢éobws it is empirical and does not take
into account the difference between materials lphanto the same class of solids. It has
been reported that it can lead to large erroreeénguantification of an XPS spectrum [22].

3.1.7.2TPP-2M

The TPP-2M predictive formula for IMFP calculatioh electrons in solids is the results of
studies conducted by Tanuma, Powell and Penn Bi8Jting from the Penn algorithm [16]
they developed the TPP-2M formula on a theoreticatjorous physical basis. For about 6
years (1987-1993), they continuously revised angrawved their formula by comparing the
calculated IMFP values with the most accurate empmata available. The most recent

version of the TPP-2M predictive formula is thddaling:
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) = E
| {E,f {,Bln(yE)—cE:+|§2}}

whereA is the IMFP in Angstroms and E is the kinetic eyeof the electron. Eis the

plasmon excitation energy, apdy, C and D are parameters. Bothdhd all the parameters

have their own mathematical expression:
B=-01+0944(E2 - E2) 72 + 0,069 p**

y=0191p 2

C=197- 091U

D =534-20.8U

%
E, =288 (MJ
M

Ey is theenergy gapbetween the valence band and the conduction bitie solid.p is the
solid density in g ci. Ny is the number of valence electrond of the elenmrthe molecule,
or corresponding to the minimum formula, dependingsolid type. M is the atomic, or the
molecular, or the formula weight, depending onddyipe. Finally, U is another parameter

with its own expression:

The TPP-2M predictive formula allows to calculate tIMFP values taking into account the
particular solid through which the photoelectroas® It is quite tedious to use since several
quantities have to be evaluated. But the main prablith applying the TPP-2M is, in our
experience, the availability of energy gap valugsergy gaps can be found in the literature,
determined from quantum-mechanics calculationsxpeementally determined. However, it
has to be stressed that both plasmon excitatiomgg@ad energy gap can be determined only

for stoichiometric materials, and not for the nearslard materials which are often found in
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and on solid surfaces. This places a severe limitain the applicability of the TPP-2M to
technological surfaces [19].

3.1.7.3G-1

In 1996, Gries published his new universal IMFPdp#ve equation called the G-1 formula.
It has been formulated for use in analytical etmttKPS and AES spectroscopy. The G-1
essentially states that the IMFP of an electromenising matter is inversely proportional to
the matter density. The formula is based on an istammodel in which matter is described
as consisting of clusters of interacting regiometified with the orbitals of an atom). The
energy dependence of the IMFP and the best vatuasvb fitting parameters were obtained
from a large set of IMFP values derived from thd>TEM for stoichiometric solids. However,
the main difference between the G-1 and the TPRBMictive formulas is that the first can
be applied to any arrangement of atoms both stmichiric and non-stoichiometric. Local
atomic composition, atomic density, photoelectrorergy and some knowledge of the
chemical state of the atoms suffice for the IMFBaccalculated using the G-1 equation. This
is the main difference between the G-1 and the ZMPpredictive formulas. Another
important aspect is that, on average, the TPP-2Migied IMFP values are no closer to the
experimental optical IMFP than are the G-1 predictalues. In conclusion, because of its
simplicity, the G-1 equation is much more widelypbgable than the TPP-2M, for equal
reliability. For these reasons, in this work thel @redictive equation was used to calculate

the electron IMFP values.

The formula, which yields units of nm for the IMRAP,

V E
A=k || =
I l(ZDJIOgm (E_kz)

where \4 is the atomic volume in cimol™, E is the kinetic energy of the photoelectron in
eV, k and k are parameters (the former magnitude-adaptive taedenergy-adaptive
respectively), and Z* is a real number which carrdgarded as the number of the “actual”

interaction-prone electrons per atom.
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V4 can be calculated with the following expression:

- pMA+qMB+"'+rMC

V
p(p+a+-+r)

a

wherep is the density of the compound in g&ma Ms ... Mc are the atomic masses of the
elements present, p g ... r are the “stoichiometagfficients in the minimum formula of the
compound.

Z* can be calculated with the following expression:

S0 PAZa+ayZy 4o 4r 7

p+g+--+r

where 4 Zg ... Zc are the atomic numbers of the elements present.

Finally, the numerical fitting parameters &nd k have been determined by Gries over the
electron kinetic energy range 200-2000 eV. Withis £nergy range the materials were found
to be classifiable into six categories, accordiagatcommon energy dependence of their
either experimentally determined or TPP-2M cal@datMIFP values. In other words, each of
the six categories has its own value of the enadpptive parameter,kOn the other hand,
the magnitude-adapter parametefmas found to vary from one element to another fao
one compound to another. Rather than giving theevaf k for every element and compound
separately, Gries decided to give an average wvafiug for each of the six categories of

materials. Table 3.3 reports the value pékd k for all six categories.

Table 3.3 : Numerical fitting parametergdénd k of the G-1 predictive formula.

category ke ka
main group elements 0.0014 1.10
transition elements of the%period 0.0020 1.30
transition elements of the'period 0.0019 1.35
transition elements of the'period 0.0019 1.45
inorganic compounds 0.0019 1.30
organic compounds 0.0018 1.00
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3.1.8 TOUGAARD’'S METHOD FOR NON-DESTRUCTIVE IN-DEPTH PRMHANG

3.1.8.1 THE PROBLEM[23]

Quantification by XPS relies on several factorshswas knowledge of photoionization
cross-section, electron IMFP, influence of electetastic scattering and energy dependence
of the spectrometer transmission function [24] [25he most serious problem that
contributes to the greatest extent errors is, hewew knowledge of the in-depth distribution
of atoms [26] [27]. For a meaningful quantificati@ssumptions on the depth profile have to
be made since the measured peak intensity depeitidally thereon. Now, in practice the
depth profile is never known and usually, the salidhposition is for convenience, but quite
arbitrarily, assumed to be homogeneous down to @thdef several nanometers. This
assumption may result in enormous errors in quaatibn [26] [27]. In fact, it is precisely
because samples are inhomogeneous on the nanoctegtttr scale that they are analyzed
using XPS rather that with other well established less surface sensitive techniques. To
illustrate the fundamental problem with the assuompbf homogeneous composition with
depth, Tougaard reported [23] a clear example alehspectra calculated for different depth
distributions of Cu in Au (Figure 3.2).

Figure 3.2 shows spectra of

Y114

the Cu2p peaks
204

corresponding to  four o \ 25A i
different surface s0aR &
morphologies of copper in a a b c d
gold matrix. The XPS peak
intensity from all four solids 25
is identical although the Cup
surface compositions differ g

substantially. Analysis of I
these spectra with e.g. the °r
first principles method i.e.
under the assumption that

surface concentration is

proportional to peak

intensity would give an 600

identical result for all four Figure 3.2[23]: Four widely different surface structure of copjirer
samples, while the true gold that give identical peak intensities.
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concentration at the surface could be anywhere ©8tn(as in d) to 100% (as in a) and the
true total amount of copper within the surface oagcould be anywhere between the
equivalent of 1.1 A (as in a) or 10 A (as in c)emen higher (as in d). Thus, quantification
based on peak intensities alone is clearly affettgdarge uncertainty which may be of
several hundred percent [23].

From figure 3.2 it is, however, clear that the pshlape in a broader kinetic energy range
below the peak maximum (~ 100 eV) depends crificah the in-depth distribution of the
element. Much more accurate quantification canetioee be achieved if the dependence of

peak shape on surface in-depth profile can be takteraccount in the analysis.

3.1.8.2 TOUGAARD'S APPROACH

When an electron travels in a solid, it will exgeite inelastic scattering events and as a
result, the original electron energy distributian adhanged. On the other hand, when an
electron travels in a solid, it will experience stla scattering events too. Angular deflection
associated to elastic scattering will cause dewiatifrom the original straight path motion of
the electron and thus increase the total path hetrgtelled by the electron itself. Therefore,
elastic electron scattering can also be of impedafor “distorting” an electron energy
spectrum [28].

However, angular deflection in a typical inelastiattering event is small. On the other hand,
in a typical elastic scattering event energy losssmall. It is therefore a reasonable
approximation to assume that elastic and inelastttering can be treated as separate effects
[29].

Let F(B,Q0,X) d& o?Qo dx be the average number of electrons exciteepthdx dx, over the
energy range &, into the solid angl®, d’Qo. Then, the flux of electrons J@&) dE ¢Q
emitted from the solid surface with energy E d®itte solid angl€@ d’Q is given by [30]

I(E, Q)= [dE, [d*Q, [dxF(E,, Qo x) [dRQ(E;, Q,, X; R, Q) G(E,, R; E)

where Q(6Qox ; RQ)dR dQ is the so callecpath length distributionfunction, i.e. the

probability that the electron will arrive at therface in directiorQ d?Q after having travelled
the path length R dR.

G(Eo,R ; E) dE is the so callednergy distributionfunction, i.e. the probability that the
electron has energy E dE after having travellecptith length R dR.

For an isotropic photoemission k(k), we have [30]
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J(E. Q)= [dE, [dxF(E,, x) [dRQ(E,, Q,, x; R Q) G(E,, R; E)

3.1.8.3 PATH LENGTH DISTRIBUTION FUNCTIONQ
Based on the Boltzmann transport equation, it leenbshown [29] that the characteristic
length determinant for the shape of the path ledgttiibution function of emitted electrons is

thetransport mean free patky for elastic electron scattering:

A, = [do(6) (- cosb)

where @(0) is the differential cross-section for elastictsmang by the emission angbe
Then, on the basis of several works about the itapoe of elastic scattering in surface

analysis, Tougaard reported that for a homogensalic [30]
[dxQ(E,, x; Rop) = Alg)e &
0

where Ly = 5\ and Af)) is a function of the directional d@s

Thus, for homogeneously distributed isotropic etatemitters
J(E. Q)= Aly) [ dE, F(Eo)dee% G(E,, R; E)

Actually, the range of R values which is decisive the energy spectrum is of the order of
only a few times the IMFR; [30]. Since in generaly >>A; , the effect of angular electron
deflection on J(E)) is minor [30]. This implies, in turn, that an acate description of
inelastic scattering (the function G) is far mamgoortant for determining energy distribution
of the emitted electrons than the effects of arrgigdlection (the function Q) [30].

If angular deflection is neglected assuming thatdlectron moves along straight lines, and R

is substituted with x/c&s

J(E, Q)= [ dE, [dxF(Ey x)GlEy ¥/, i E)
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If it is further assumed that the concentratiothef electron emitters f(x) may vary with depth
X, but that the energy distribution of the emitédelctrons F(E) is independent of depth, i.e.

F(Eo x)= T () F(E)

then

I(E, Q)= [dE, F(E,) [dx f () G(Es, % oe i E)

3.1.8.4 ENERGY DISTRIBUTION FUNCTIONG

Let K(E,T) be the differential inelastic-scattericgoss-section, i.e. the probability that an
electron of energy E shall lose an amount of end@rgger unit energy loss and per unit path
length travelled in the solid [30]. Since in anlastic scattering event the energy loss T is
small with respect to the primary photoelectronrgneK(E,T) will be~ K(T) independent of
E. Then, the energy distribution function G ; E) is given by the Landau formula [31]
[30]:

ey 1 (eme)-rs(s)
E,,R;E)=—
G(E,, R; E) 2”_Ldse
with

=(s)= T dT K(T)-e™)

Thus, it is mandatory to have an expression for)K(T

3.1.8.5 INELASTIC SCATTERING CROSSSECTION

The electrons in the solid respond to the presaifcie moving electron with a charge
redistribution. This in turn gives rise to a loegctric field induced in a small volume around
the moving electron. In a dielectric response manfethe energy-loss process, it is the
interaction of the moving electron with this fietldat is responsible for inelastic scattering
[32]. The induced electric field may be calculatexin the dielectric response function of the
solid. However, this approach uses a complex algoriand also involves the use of optical

diffraction data for solids [32] and may be verglitais and time-consuming.
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On the contrary, Sven Tougaard proposed [3@higersal inelastic-scattering cross-section
In order to determine this cross-section of genemdlicability, Tougaard started from the
definition of the IMFP:

0.02
C L L L | T T 17T r—v— T T 1 T 1 17T T 11771
1 . s T ]
A = i ]
[dEATK(E,T) i ]

: : : : 5 i ]
Since an inelastic scattering o i ]
event leads to an electron | i o001 a5

¥ B ey
energy loss T that is small & C B
compared to the primary < _
photoelectron energy, A
i
K(E’T) ~ K(T) independent 0 ISR AN B AN R NS S S AN A B A S T O A A It
0 10 20 30 40 50
of E. Thus Tlev]
1 Figure 3.3[32]: A K(E,T) curves (theoretically calculated from
/]i ST the dielectric response function of the solid) fdectrons of
J.dT K(T) energy E in Cu, Ag and Au. For each metal, foumany energy

values are considered (E =300, 500, 1000 and 1800 The
. . . thick solid line is the best two-parameter fit (tlee text).
This relationship between
the inelastic mean free paih and the inelastic-scattering cross-section K(Eiffiplies that
the produci\; K(E,T) is less influenced by energy variationsnthkE, T) [32]. This idea was
further supported by the observation that the slodp&E, T) versus T (Figure 3.3), is almost
identical at different energy values and is chamastic of solids [32]. Howeven; K(E,T)

was found to have some general properties regardfabe solid examined, i.e.

- M K(ET)—0 when T—0
- i K(E,T) increases with increasing T and shows atmaximum at & 20-30 eV

- Ai K(E,T) decreases at higher T values

Tougaard reported [32] these K(E,T) properties for all the noble and many tidos

metals. On this basis, he proposedumiersal inelastic-scattering cross-section

BT

)l(E)K(E,T)DA(T):m

where B = 2900 e¥and C = 1643 e¥/

56



CHAPTER 3 : METHOD THEORY

Tougaard concluded [32] that the detailed structfra; K(E,T) is not reproduced by the
universal function A(T) (Figure 3.3). However, talpe the validity of the proposed universal
inelastic-scattering cross-section, one must ceandide specific physical problem to which
this approximation has to be applied. For elecfpath lengths exceeding a few times the
IMFP, as in XPS, only the overall behaviour of thelastic cross-section is of importance.
This is so because these electrons will typicallyehundergone several inelastic scattering
events, thus all finer details in the cross-sectigihbe smeared out. Furthermore, the width
of the original emission spectrum (which would lezarded if any one scattering event
occurred) is larger than the width of the finertfeas inA; K(E,T) [32].

In this work, the fundamental Tougaard’s equation

J(E, Q)= [ dE, F(E,) [dx f (X)G[Es, ¥ 5 E)

was numerically resolved and iteratively applied thwi QUASES-software v.4.4

(Quantification_Analysis of _Sirfaces by Eectron_$ectroscopy — Sven Tougaard — Odense,
DK) to analyze the experimental spectra. Numeriesolutions of the equation and the
application of the QUASES iterative procedure aBde determine both the depth profile and

composition of the sample under investigation.

3.1.9 MAXIMUM ENTROPY METHOD FOR NON-DESTRUCTIVE IN-DEPTH
PROFILING FROM ANGULAR-RESOLVED XPS DATA
3.1.9.1 THE PROBLEM
Tougaard’s method is quite simple to apply andvaldo quantitatively determine in-depth
distribution of the atoms within the outermost aod region of the sample under
investigation. However it requires the spectra &itjan of highly-pure reference compounds
in order to simulate the spectrum of the sampleeunidvestigation. This implies the
assumption that the elements are present in thpledamexactly the same chemical states as
those in the reference compounds. Only three nefergpectra can be use at the most [33]. A
few model structures can be used [33] and a maximtigix structural parameters can be
determined [34].
Angle-resolved X-ray photoelectron spectroscopy X&) is in principle a suitable method
for non-destructive evaluation of the compositiogpith profile of material surface with
thickness in the order of a few nanometers [15].[B®wever, the reconstruction of a depth
profile based on the assumption of model structum@ight be misleading because
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experimental ARXPS data contain noise and, thuayge number of very different model

structures may exist that match the experimenta [§6]. Consequently, simply minimizing

the weighted sum-of-square differences betweenctieulated (on the basis of a model
structure) and measured (ARXPS) data is not alvealesjuate for determining the correct
sample depth profile, especially if the sample aor#t a large number of components.

A depth profile that satisfies experimental data i@ be found but it must contain the
minimum amount of structural parameters necessadotso (since the details of the noise

must not be fitted).

3.1.9.2 THE MEM APPROACH

The Maximum Entropy Method (MEM), which became plaplafter its successful use for
restoring astronomical images [37] [38], has prot@®ibe a powerful tool for reconstructing
composition versus depth profiles from ARXPS measwants [36] [39] [40] [41] [42] [43].
The aim of the MEM, as mentioned above, is to fandlepth profile that satisfies the
experimental ARXPS data but contains the minimumdant of structure” necessary to do
so. In the following two examples are given to ifyathis concept and to illustrate the idea
upon which the MEM is based.

Firstly, let us consider the depth profile of a lag®neous sample, comprising numbher
components. Each of the components has a certacentration which is equal at all depths
from O (the surface) toos. Thus, the depth profile is determined by a nundfestructural
parameters equal to-1, i.e. the concentration ai-1 components (the “last” component
concentration is determined by that of the othdr ecmponents since the sum of all the n
components is necessarily equal to 100%). This lygmous depth profile can be described
using a certain number of variables which corredptm the concentration of all the
components at each of the depth values. How médfereint combinations of variable values
exist that equally describe this homogenous samlgite intuitively, there will be a very
large number of combinations corresponding to titeopy of the system.

Let us now consider another example starting froenitomogenous sample described above.
Let one of then components be located alone at the surface, idé¢jpeh range from 0 to
1 nm. The othen-1 components constitute a homogeneous bulk in ththdange from 1 nm
to +oo. This new depth profile is defined by a larger twemof structural parameters: the
depth value of the interface between the overlayet the bulk, the concentration of n-1
components within the overlayer, and the conceaptratf n-1 components within the bulk.

The same number of variables used to describe teeigusly considered homogeneous
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sample, now has to describe this new depth profilew many different combinations of
values for the variables exist to equally desctiie system? It is clear that the entropy is
now lower than in the case of the homogenous sadgseribed above.

Thus, it can be stated that the higher the numbstraoctural parameters needed to define the
system, the lower the corresponding entropy astastia the variables used to describe it. In
other words, the entropy can be used to evaluagethount of information carried by the
random variables which are used to describe ththgepfile of the sample.

The reconstruction of a depth profile from ARXPS3adig an ill-posed mathematical problem
[15]. Thus, in an attempt to solve this probleng #mtropy can be used as a regularizing
function (which has to be maximized) to constr&i@ solution in order to obtain the simplest

possible depth profile that matches the experinieiatia.

3.1.9.3MEM THEORY [43]

As discussed in this chapter, because photoelectirteract strongly with the atoms and
electrons in the sample, they usually travel onlgnaall distance (few nanometers) before
undergoing inelastic scattering. A signal 1(z) gated at a depth z in the sample will
contribute to the overall intensity of the phot@dlenic peak according to the Beer-Lambert
law [36]:

whereA is the characteristic IMFP of the photoelectrond &is the emission angle.

Deviation from the Beer-Lambert law occurs at laeg@ission angles owing to the effects of
elastic scattering [44] [45].

Signal intensities depend on sample compositioni@sndariation with depth. Attenuation of
the intensity of the outgoing photoelectron weigits signals towards the outermost surface
layers. Variation of the emission angle, therefoesylts in a change of sampling depth of the
XPS technique [15] [35]. Spectra acquired at neamal emission angles will be
representative of the average composition of theerinayers, while spectra acquired at
near-grazing emission angles will characterizedtermost layers of the surface region of
the sample [15] [35]. The objective of the MEM @suse this measured angle dependence to
reconstruct the composition depth profile of thengke. A quantitative relationship that is of

general validity in XPS practice is the following:
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where X, is the atomic percent concentration of the elenferih a sample containing N
components,l is the measured intensity of the photoelectromigkpof A examined and’A
is the intensity of the same photoelectronic pdelt is measured from a pure material of A
under the same experimental conditions.
To evaluate how compositional variations within géendepth affect the measured XPS

intensities, let us consider a solid divided into abitrary number op+1 layers of equal

thicknesg, as shown in Figure 3.4.

X-rays electrons
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Figure 3.4 : Graphic illustration of the model usedthin the
MEM.

Each layer contains any number of the N element8,AC, etc. with concentratiomf ng;,
nc,, etc., such thatjnrepresents the atomic fraction of the element fhie fh layer. It is
assumed that the layers are thin enough for itgosition to be considered homogeneous.
Then, the so calledayer transmission functionma(8) for the element A at a certain
photoemission angle, is defined by:

_

TA(B) —e Ap cOSO

whereA, is the IMFP for the photoelectrons generatingpbak of element A. The intensities
generated by photoelectrons of the element A fraochef the layers, are then summed over
all layers (Figure 3.4) to obtain the total intépsof the measured peak(®) at a given

emission anglé:
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t 2t 3t
— A, cosé A, cosd A, cOSA
IA(H) - kA |:nA,O + nA,l e + nA,z e + nA,3 e + }

Substituting the expression of the layer transrars$iinction, one obtains

I A(e) = kA {nA,O TNy [TA(e)] TNy [TA(&)]2 LU [TA (9)]3 + }

1(0)=1, 20, [, 0)]

The element-specified terms, such as photoeleaross-section, asymmetry function, etc.,
are included in the constant of proportionaligy k

If all the ny are equal to 1, the analogous expression for tine material of element A is
obtained:

as
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where the constants; for each of the elements are cancelled out in daom. In this
treatment it is implicitly assumed that the photatdon IMFP are independent of composition
[46] and thus that the sample density is uniforrthwespect to depth [47].

These are critical assumptions and in this worlktemnative procedure was used to determine
the best set of IMFP values for each of the studadples. This procedure was applied so as
to take into account the fact that photoelectroiri?d actually vary with varying composition
of the layer being traversed, and hence with varymmaterial density. This procedure is
described in detail in Chapter 4.

The last expression is used to calculate the egdempparent concentration of the elements

present in a sample for a given depth profile.

If entropy is defined as [48]:

S= n, —m, —n;, log ==
j=1i=0 3 " " iy

where n; is the atomic fraction of the element j in tHelayer and m is its initial estimate
and the deviation of the calculated intensitiessusremission angle from the experimental
ARXPS data is defined by the chi-squared statigigfit, as

where X, % and X,°°* are, respectively, the calculated and observedrapp concentration
of the [ element at the"kemission angle armt,k2 is the variance of thé'kmeasurements for
the {" elements.

Finally, a depth profile that satisfies the expenmal ARXPS data can be calculated by
minimizing C. However, this profile must containetminimum “amount of structure”
necessary to do so, correspondingly a maximumhasto be found.

These two necessary conditions can be satisfiedlsimeously by maximizing the so called

probability function

C
=alb-—
Q 2
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wherea is a Lagrange multiplier (also called tfegularizing parametgr A large value fon
will result in an over-smoothed solution that, thwill not agree with the data, while a small
value fora will lead to an over-fitting of the data, the derofile reconstruction attempting

to fit and reproduce the noise in the data.

3.2 THEORY OF CORROSION

3.2.1 GENERAL BACKGROUND

Because of their good mechanical properties ansbresbly low cost, metallic materials are
used for a very wide variety of technological produand engineering constructions. Metals
and their alloys, especially copper, iron, chromiuritkel, bronze, stainless steel and NiP
alloys are also used because of their aesthetieahpp

When exposed to the environment, corrosion mayroacuhe surface of the metals and their
alloys, leading to tarnishing (detrimental to appeae), rust formation and loss in cross
section (affecting the mechanical properties ofgtnecture).

Corrosion can generally be defined as the reaaifoa metal or alloy with its environment

with the formation of corrosion products [49]. T(detrimental) effects of corrosion, its rate
and extent depend upon material composition angctstre and upon the environmental

conditions to which it will be exposed during iegce life.

3.2.2 THERMODYNAMICS OF CORROSION [50] [51]
The corrosion process of a metal can be represétdue following reaction:

metal + oxygen + water» products of corrosion
This generic reaction is an electrochemical process$ can be regarded as the sum of a

cathodic and an anodic reaction.

The anodic reaction is the metal dissolution (otatareaction):
MsMY+né

whose equilibrium potential is, according to Neis&w:

RT
E =E°+—1Ina ..
ca.a nF M
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where E is the standard reduction potential in volts, Ehis Faraday constant (96486 C/mol),
R is the universal gas constant (8.314JrKol), T is the absolute temperature in Kelvinsn i
the number of exchanged electrons.

The most common cathodic process (reduction reactio acid environments is hydrogen

reduction:

2H30" + 26 = Hy + 2H,0

RT @
n
e 2F P,

while in neutral or alkaline environments, it i tbxygen reduction:

Oz + 2H0 + 4€ = 40H

where R, and R, are the partial pressure of hydrogen and oxygspeively.
From a thermodynamic point of view, corrosion oscanly if the free energy of the system
decreases, i.A4G<0. SinceAG = -nFAE andAE = Eq ¢— Eeq.a, it follows that a metal can

corrode if:
Eeq.,c> Eeq.,a

On the other hand, if the potential of the catha@action is lower than that of the anodic

reaction, corrosion is thermodynamically preverdad the metal is thus immune.

3.2.3 POURBAIX DIAGRAMS

The Pourbaix diagrams [52] are a series of linpsagenting the potential and pH equilibrium
values among the compounds formed by reaction legtvee element and water. The lines
bound the stability fields of the element, its i@m&l its oxygenated compounds.

Figure 3.5 shows the Pourbaix diagrams for botkeliand phosphorus.
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Figure 3.5 [52]: Pourbaix diagrams fa@) nickel and(b) phosphorus.

The dashed lines labelled “a” and “b” refer to tahodic reaction of Hand Q respectively.
If the element line lies below line “a”, the elememan be oxidized for both hydrogen and
oxygen reduction. If it lies between line “a” andd “b”, the only possible cathodic process

will be oxygen reduction. If it lies above line “ltfie element will not be oxidized even in the
presence of oxygen.

3.2.4 CORROSION KINETICS

Corrosion processes are thermodynamically posbilii¢he rate at which they occur depends
on the reaction kinetics.

All the electrons produced by the anodic proces& ha be consumed simultaneously by a
cathodic reaction. The current flow causes a simftthe electrode potential from its
equilibrium value; this shift is calleglectrode polarizatiormnd is measured experimentally as

overpotentiah).

According to Tafel's law the overpotentiglis defined as:

N, =E, —Eee =— B In_i—C (cathodg

I0,c

,7a = Ea - Eeq,a = :Ba Inii_a (anOdé

0,a
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where E is the actual electrode potential, 5 the electrode equilibrium potentifll,is the
Tafel constant, | is the current density,is the exchange current density i.e. the current
flowing when E = k4. Cathodic overpotential is always negative andpeting to European
sign convention, cathodic current is negative. Nbt in a corrosion process the currgnt i

and  must be identical.

3.2.5 POLARIZATION CURVES

The corrosion rate of a metal or an alloy in a gieavironment can be monitored by means
of the potential-current density diagram, i.e. &pmation curve.

A typical anodic polarization curve for a metal engbing an active-passive transition is

shown in Figure 3.6a.
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Figure 3.6[56]: Typical (a) anodic andb) cathodic polarization curve.

Between the corrosion potentiadoEand Ep , theprimary passivatiorpotential the metal is
actively corroding, the current density increasggo@entially with increasing potential. At
Epp the current density reaches a peak (i.e. thecaliturrent density for passivation) and
starts to decrease. This behaviour is known asveaptssive transition indicating a
progressive film formation on the metal surfacee Tharrent density reaches a very low value
ip , thepassive current densitand remains at a low but not necessarily constalne over a
range of potentials, called tipassive rangeDue to film formation kinetics,idepends upon
scan rate [53], metal or alloy composition, solatjpH and composition, and temperature.
The very low passive current can be seen as tleeofathemical dissolution of the passive
film (or, in a more dynamic view of the passivenfjlas the result of a huge number of single

dissolution/reformation events).
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At more positive potentials the current densityrtstdo increase again. In a chloride free
solution, this current increase is due to the omgegaseous oxygen evolution by water
electrolysis [54] and the correspondent potentsatnown as E, thetranspassive potential
The anodic oxygen evolution produces acidity. #dt conditions persist the passive film will
be destroyed and corrosion will initiate.

If a metal or an alloy is vulnerable to chloridétipig corrosion (see below), a sudden current
increase can occur below the transpassive potefiigire 3.6a). This current increase is
accompanied by the formation of corrosion pits ba sample surface, and the potential
where it occurs is known as tpéting potentialE,. The pitting potential depends for a given
metal or alloy on the chloride content of the siolit

Figure 3.6b shows, on the other hand, a typicdlatht polarization curve. The first current
increase is due to the oxygen reduction reactioiterfan initial exponential increase of
current density with decreasing potential, a lingtcurrent density (current arrest) is reached.
The limiting current density observed is due to shewv transport of oxygen in solution and
depends on oxygen availability on the specimenitasa. At more anodic potentials current

density increases exponentially again as the hyr@yolution starts.

3.2.6 PITTING CORROSION

The passive films formed can be attacked (but Homatals and alloys are vulnerable to
pitting corrosion) and destroyed by the presencehtdride ions and pitting corrosion occurs.
The characteristic potential, tipgtting potentialE, , is influenced both by alloy composition
and by the environment (mainly the chloride conjtelRor a given alloy the pitting potential
shifts towards more negative potentials as chlogdacentration increases. For constant
chloride concentration the pitting potential dese=sawith decreasing solution pH. The pitting
potential, in general, decreases with increasingptrature [55]. Thecritical chloride
concentrationfor a given potential is the maximum chloride cemcation that does not
destroy the passive film.

Pitting corrosion is basically a two-step processtiation and propagation. The exact
mechanism of pit initiation is not yet fully undeyed. Pit initiation can occur at weak points
(structural or chemical inhomogeneities) in the spas film, mainly associated with
inclusions.

Propagation of pitting corrosion is favoured by #dwadity produced in the pit (anodic zone)
due to metal hydrolysis. Furthermore, the acidtcepivironment hinders repassivation of the

metal surface. The accumulation of positively cledrgons (protons, metal ions) in the pit
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requires negative ions (chlorides) to migrate ithie pit environment. Chlorides accumulate
inside the pit, where acidity is produced and tih@h mechanism is self-sustaining.
The pit repassivates if these transport and ddfugirocesses cease and no longer promote

this self-sustaining mechanism.
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CHAPTER4

EXPERIMENTAL

This chapter is concerned with the materials used the experimental methods applied in
this study. In section 4.1, the alloy samples drairtpreparation methods are reported, then
the reference materials are listed. In section 4tBe electrochemical cell and the
potentiostat/galvanostat used in this study arecdbed together with the experimental setup
for the electrochemical tests. Then, in section, 4h@ two XPS spectrometers used are
described together with the experimental setup Both standard and ARXPS spectra
acquisition modes. At the end of this chapter gictisn 4.4, a detailed description is provided
of the ion etching kinetics performed in this w¢gk4.4.1), of the application of the First
Principles Method of quantification (8 4.4.2), agllas of Tougaard’'s ( 84.4.3) and MEM
(8 4.4.4) application procedures.
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4.1 MATERIALS

4.1.1 NiP ALLOYS

Two differently prepared NiP alloys were studiedhis work.

An electrodeposited Ni-29P alloy was used as “prdioedetermine whether preferential
sputtering occurred during ion etching of the NilByasurface.

Electroless NiP coatings were the actual specinsardied by both electrochemical tests and

XPS surface analysis as described in the following.

4.1.1.1 ELECTRODEPOSITEINI-29PALLOYS

These Ni-29P alloys were prepared by electrodepasiand their composition was
determined by both XPS surface analysis and welysisaperformed after dissolution in
nitric acid. Details of both the preparation andareltterization of these NiP coatings are
reported in [1].

4.1.1.2 ELECTROLESSNIP ALLOYS

NiP coatings were prepared by electroless Table 4.1 : Main electroless
.. . . ) deposition bath parameters.

deposition using a commercial bath (Galvanic,

Wadenswil, CH). Table 4.1 gives the main bath

Ni?* concentration 6 g/L

deposition parameters. Deposition was performed on| NaH,PO, concentration 20 g/l

300 x 300 x 2 mm copper or iron foil after pH 48

mechanical polishing with 4000 SiC grit paper. The

: _ _ _ Temperature 88 °C
substrates were then pickled with hydrochloric acid

and coated with a im thick nickel layer to facilitate

electroless deposition. Phosphorus content as agefiroperties of the resultant NiP deposit
depends on bath parameters. Bath formulation waserthso as to obtain a phosphorus
content of 18-24 at.% and a coating thickness o0 %um. As received samples were

examined under the optical microscope.

4.1.1.3 ALLOY SURFACE PREPARATION

To obtain a reproducible surface condition, samglefaces were usually mechanically
polished. following the procedure described in &tsuonline “Metalog Guide” [2]. The
procedure is divided into grinding and polishingapés, in turn divided into two steps. Table

4.2 shows the main parameters of the mechanicalhpad) procedure.
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Table 4.2 : parameters of the mechanical polistpnacedure

GRINDING POLISHING
| step Il step | step Il step
Surface 2400 SiC-pape 4OS§p§IrC- MD-Dac (Struers)| MD-Nap (Struers
Abrasive i i 1 um diamond Yapum diamond
paste paste
Lubricant distilled water | distilled wate ethanol ethanol
Rotation Speed 180 180 150 150
(rpm)
Time (min) 3 5 3 5

Because of its surface flatness, the grinding pheas not applied to the NiP alloy-coated
copper. After each polishing step, the samples wraenined under an optical microscope to

check surface uniformity.

4.1.1.4 MORPHOLOGICAL AND COMPOSITIONAL CHARACTERIZATION
Optical microscopy images of the as received sasn@aled of the mechanically polished and

potentiostatically polarized samples, were takemgu@an Axiolab A (ZeissOberkochen

Germany) microscope equipped with a charge-cougéuice (CCD) camera. Every sample
was examined using 20x and 100x objective lensfiaed camera magnification of 55x.
Crystal structure of the NiP coatings was deterchiby X-ray Diffraction Spectroscopy
(XRD) and chemical composition by Energy Dispersfveay analysis (EDX).

4.1.2 REFERENCE MATERIALS

Reagent Chemical formula Supplier

Nickel Ni foil Good-Fellow

Red Phosphorus 4P lump ABCR GmbH & Co.
Nickel (I1) Oxide NiO lump Alfa Aesar
penta-hydrated

Nickel (II) Ni3z(POy) - 5H,O lump Alfa Aesar
Orthophosphate
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Sodium powder on
Orthophosphate NagPO, - 12H,0 :);ggheswe Merck
Sodium powder on

dihydrogen NaHPO, biadhesive Carlo Erba
Orthophosphate tape

mono-hydrated powder on

Sodium NaHPO, - H,O biadhesive Fluka
Hypophosphite tape

Nickel (I1) Sodium

0.3NiO- 0.35NaQ - 0.35R0s

glass

synthesized at
University of Cagliari

Pyrophosphate 3]
electroless
+ . deposited
Q?P |§|rlwoetched Ni-18P on Cu Galvanic
y (17 pm
thick)

Pure nickel and red phosphorus were ion etcheddsfmectra acquisition.

4.2 ELECTROCHEMISTRY
4.2.1 ELECTROCHEMICAL CELL

The electrochemical cell
(Figure 4.1) consisted of a
plexiglass cylinder with a
0.865 cni lateral porthole
close to the base. The
sample, referred to as
working  electrode was

pressed against the o-ring
sealing the hole. The cell
was filled with 200 mL test
solution. The plexiglass cell
lid was provided with
openings for inserting the
working  electrode, the
Haber-Luggin capillary, the
counter electrode and an

argon bubbler.A saturated

counter electrode -\_

specimen

copper plate

tightening
pressure

O-ring

-

storage vessel
(sat. KCI)

1 pF
saturated calomel
L~ electrode

electrode vessel
(sat. KCI)

—
e |

intermediate vessel
(sat. KCI)

removable cell lid

Haber-Luggin

capillary

platinum wire

electrolyte

zzzzzzzzzzzzzzzz
\\\\\\\\\\\\\\\\

Figure 4.1 : electrochemical cell
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calomel electrode (SCE) was used as referenceadiect

Hg/HgCly/sat. KCI
E°=0.241V at 25°C

The Haber-Luggin capillary, its tip 3 mm away frahe working electrode, was filled with
test solution. An intermediate vessel was filledhwa saturated KCI solution and placed
between the Haber-Luggin capillary and the refegeelectrode. This set-up prevented the
SCE electrode from undergoing ion exchange withtélsé solution. A platinum net was used
as counter electrode. The test solution was deexktay argon bubbling for at least 1 hour
before measurement and argon flow was maintainedugihout the experiment. All

experiments were performed at 25 °C.

4.2.2 ELECTROCHEMICAL INSTRUMENTATION AND MEASUREMENTS
All the electrochemical measurements were performeidg a Model 273A Eg&G Parc
potentiostat/galvanostat. The instrument was reinaintrolled using Model 352 SoftCorr
Il software run on an IBM-compatible personal corepu
The specimens were cleaned with ethanol and thed dut argon before measurements.
Potentiodynamic polarization curves (sweep rate fA\?/s) were measured in deaerated
near-neutral 0.1 M NaCl, 0.1 M a0y, 0.1 M NaS0O, + 0.1 M NaCl and 0.1 M §80,
solutions. The specimens were kept at open cipoiéntial (OCP) for 15 minutes before
polarization was initiated.
Potentiostatic polarizations were carried out usireggfollowing procedure:

1) The NaSQO, 0.1 N solution was de-aerated by argon bubblingfdeast 1 hour.

2) The specimen was fitted onto the cell O-ring ariddeOCP for at least 15 minutes.

3) Potentiostatic polarizations were recorded at M).3CE for 1 hour, 3 hours and 14

hours.
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4.3 XPS SURFACE ANALYSIS
Surface analysis was performed using two diffelpE spectrometers: a VG ESCALAB 200

and a Theta Probe, both manufactured by ThermaFiShientific Inc., East Grinstead, UK.
The non-monochromatic Al source of the VG ESCALA®B)Znade it possible to record the
PKLL region on the specimens using Bremsstrahlatiation. Electrons were collected at
16 different emission angles simultaneously usimg innovative Theta Probe lens system,
combined with a 2D detector. Emission angle israfias the angle between the normal to

the sample surface and the direction of the emétedtrons [4].

4.3.1 VG ESCALAB 200
The main part of the instrument is the

Mu-metal analysis chamber where
residual pressure is usually maintained |
around 160 mbar (10 Pa) by a [
turbomolecular pump and a titanium
sublimation pump. The sample is

rapidly introduced through a

forechamber where a rotary pump keeps
residual pressure at $onbar.
Pressure in the analysis chamber during |
measurements was always lower than
5- 10" mbar.

The X-ray source is a twin anode: a

Figure 4.2 : VG ESCALAB 200, Thermo Fisher

copper anode with two angled end  ggonific Inc., East Grinstead, UK.

faces. A 10um thick aluminium film is

deposited on one of the faces, a |2 thick magnesium film on the other. Apin
aluminium window shields the sample from stray &t@ts from the source. Spectra were
collected with the Al k; , (1486.6 eV) operated at 20 mA and 15 kV (300 WAe &nalyzer
was operated in Constant Analyzer Energy (CAE) matie0 eV Pass Energy (PE) for high
resolution spectra, and at 50 eV PE for surveytspedhe Full Width at Half Maximum
(FWHM) of the Ag3d,. line, at 20 eV CAE, was 1.1 eV.

Sample etching was performed with an” Aon gun operated at 5 kV, 0.2 mA current.
Electron collection was always carried out at Ofssion angle.
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THETA PROBE

Again, the main part of the instrument is
the Mu-metal analysis chamber where
residual pressure is usually maintained
around 10° mbar (1 Pa) by a
turbomolecular pump and a titanium
sublimation pump. The sample is rapidly
introduced through the Fast Entry Air
Lock (FEAL) where a second

turbomolecular pump keeps residual

pressure at Idmbar.

Pressure in the analysis chamber during Figure 43 : HTA PROBE. Thermo Fiser
measurements was always lower than Scientific Inc., East Grinstead, UK.

5- 10° mbar.

The X-ray source is a MXR1 monochromator systemamsists of a resistively heated laB
emitter (cathode), an extractor electrode, an asgtmenelectrostatic lens, a water cooled
aluminium anode and a monochromator crystal. Thaaolromator is a single thin crystal
quartz wafer bonded to the surface of a appropyiateaped substrate.

Spectra were collected with the Atik(1486.6 eV) operated at 4.7 mA and 15 kV (70 W),
300 um spot size. The analyzer was operated in CAE nabded0 eV pass energy for both
high resolution and survey spectra. The FWHM of Alg8ds/» line, under these experimental
conditions, was 0.83 eV.

Sample etching was performed with an” Aosn gun operated at 3 kV, dA current. A dual
beam (electron and ions) neutralizer was used topensate for the charge build up on the
surface of insulating samples. Electrons were ctdld at 53° emission angle for the standard
acquisition mode, at 16 different emission angéeging from 24.88 to 81.13 simultaneously,
for the Angle-Resolved XPS (ARXPS) acquisition mode

4.3.2 ENERGY SCALE CALIBRATION

A periodic calibration was performed to verify teear response of both XPS spectrometers
over the whole energy scale. Both instruments wetalibrated using the
inert-gas-sputter-cleaned reference materials S@AKILu, Ag and Au [5]. The Au4t line

at 83.98 eV, the Ag3g line at 368.26 eV and the Cugpline at 932.67 eV were taken for
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instrument calibration. For the VG ESCALAB 200 G8eLMM line at 334.94 eV was also
taken [6]. Accuracy for both instruments was +0e85

4.3.3 INTENSITY/ENERGY RESPONSE FUNCTION (IERF) DETERMINAON

VG ESCALAB 200 IERF was determined at RE[7].

Theta Probe IERF (Figure 4.4) was calculated falhgwthe operating instructions provided
in the on-line manual [8]. IERF was determinedtfoe X-ray source operating at 4.7 mA and
15 kV (70 W), 30Qum spot size. High resolution Ag3d spectra were aedurom 350 eV
BE to 395 eV BE on pure silver foil after mechahipalishing and ion etching. Spectra
acquisition was carried out with the lens in thangrd acquisition mode (53° emission
angle) and in the ARXPS mode (16 different emissingles). Three scans were recorded for
each spectral region with 0.05 eV step size andm®@well time. Spectra acquisition was
carried at nine different PE values ranging fromelOto 400 eV both in the standard and the
ARXPS lens mode. The resultant 153 spectra weaefivith a Gaussian-Lorentzian product
function, after Shirley background subtraction [®heta Probe IERF was finally calculated
using a polynomial fit to a Lag (Ag3ds» peak area / PE) versus LegRR) plot, where RR

is the retard ratio defined as KE/PE. Figure 4@vwshthe Theta Probe IERF for the X-ray gun
operated at 4.7 mA and 15 kV (70 W), 30@ spot size.

3.600
@ 3.400 H—-\"\
o
3
o
<
3.200 A
® IERF 1,
O
£
2 3.000 24.88
2 \ 30.88
\ emission
2.800 T T T i angle (9
0.00 0.50 1.00 1.50 2.00 2.50
log RR
(a) 9 (b)

Figure 4.4 : Theta Probe intensity/energy respofusetions for the 4.7 mA 15 kV (70 W) and 200 spot size
X-ray gun with lens ifa) standard mode angb) ARXPS mode.
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4.3.4 XPS MEASUREMENTS

Table 4.3 : List of spectral region binding energnges acquired with VG ESCALAB 200 and Theta Probe

_ VG ESCALAB 200 Theta Probe
Region name
Binding energy range (eV)

Survey 0 + 1400 0 + 1400
Ni2ps/2 845 + 868 848 + 865

P2p 120 + 140 125 +138
PKLL -385 +-355 -

Ols 525 + 545 525 + 539

Cils 275 + 295 280 + 293

Spectra of the above listed pure samples were @rhas reference spectra.
Spectra of the NiP alloy-coated copper were acduafeer different treatments:
A) Polarized at +0.1 V SCE in 0.1 M p&0, for 1 hour
B) Polarized at +0.1 V SCE in 0.1 M p&0, for 3 hours
C) Polarized at +0.1 V SCE in 0.1 M p&0, for 14 hours

4.3.5 DATA PROCESSING

All the spectra were processed with CASA XPS saftwé@Casasoftware Ltd., UK). An
iterated Shirley-Sherwood background subtractios applied prior to curve fitting with a
Gaussian-Lorentzian product function. The Gausk@mentzian ratio was determined, for
each peak, from measurements on pure referenceatordp, which were analyzed under the
same experimental conditions.

Phosphorus modified Auger parameters were calallge both reference compounds and
polarized NiP alloys. The Wagner chemical state¢ plgphosphorus was then constructed.
lon etching kinetics were performed on the ThetabBrto check whether preferential
sputtering occurred. Then, XPS quantitative ansalysi the etched NiP coatings was
performed using both the First Principle and Toudaamethod.

Non-destructive depth profile reconstruction of ffaarized NiP alloys surface was carried
out using Tougaard’s and the Maximum Entropy MetlidEM). Tougaard’s method was
applied to the survey spectra of the polarized &aliBys, acquired with the VG ESCALAB
200 and using survey spectra for pure nickel, redsphorus and MNPQOy),- 5H,O as
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references. The MEM was applied to the apparentermnation diagram (ACD) data which
were calculated from ARXPS spectra collected u#iiegTheta Probe.

4.4 XPS QUANTITATIVE ANALYSIS AND DEPTH PROFILING
4.4.1 10N ETCHING KINETICS
In order to evaluate the possibility of preferehsputtering occurring during ion etching of

NiP alloy surface, three ion etching kinetics wisgted.

Kinetics n.1: An electrodeposited Ni-29P specimen was mechdygipolished and
immediately transferred to the Theta Probe analgsiamber. lon

etching was performed as described above for amtete of 300 s.

Survey and high-resolution spectra were recordedime

intervals of 30 s; lens was operated in the stahdarde.

Kinetics n.2: A second surface point was chosen on the sgrmeimen used above
at an appropriate distance from the first, so gsetform etch rate 2 on
a fresh surface area. lon etching was performeatkasribed above for
an etch-time of 30 s. Survey and high-resolutioacta were recorded

at time intervals of 5 s; lens was operated instia@dard mode.

Kinetics n.3: Another electrodeposited Ni-29P specimen washaically polished
and immediately transferred to the Theta Probeyamathamber. lon
etching was performed as described above for amtete of 30 s.
Survey and high-resolution spectra were recordetihved intervals of

5s; lens were operated in the standard mode.

4.4.2 FIRST PRINCIPLES METHOD

The First Principles method was applied for thengjtative analysis of the etched NiP alloys
and to monitor changes in NiP coatings compositthning the ion etching kinetics.
Application of the First Principle Method is firgtbased upon the assumption that the sample

has a homogeneous composition using the formula:

I/
Aat% = / [100
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wherel is the peak area of thg element an&is the sensitivity factor.
The sensitivity factor is calculated, for each edern using the formula:

S =0, O, (y) T (KE) ™,

where:

g is the photoionization cross-section [10];
1 (3 . .
L (V) =1+ E'Bi (E serfy - 1) is the angular asymmetry function;

yis the angle between the X-ray source and thedeiss(49.1° for the VG ESCALAB
200; 67.38° for the Theta Probe with lens in stat@daquisition mode);

[ is the asymmetry parameter [11];
T(KE) is the Intensity/Energy Response Function (IERF);

/i =i cod is the attenuation length;

Ai is the inelastic mean free path (IMFP) which wakkulated using the G-1 equation
[12];
@is the emission angle i.e. the angle between theal to the sample surface and the

lens axis (0° for the VG ESCALAB 200; 53° for thbéffta Probe with lens in standard
acquisition mode).

4.4.3 TOUGAARD’'S METHOD

To apply Tougaard’s method for quantification anddepth profiling of sample surfaces,
QUASES-software v.4.4_(@antification _Malysis of_Sirfaces by Eectron _$ectroscopy —

Sven Tougaard — Odense, DK) was used to procesg)sspectra. In the following, the
principles used in QUASES are summarized.

The measured spectrum is

J(E.Q)= [dE F(E, Q) dx f(x)G[E X j

' cosf

where
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E is the electron kinetic energy

Qs the detector solid angle

F(E,Q) is the primary excitation spectrum i.e. the speutthat would be observed in the
absence of electron elastic and inelastic scagerin

f(x) is the concentration of atoms at depite. the in-depth concentration profile

G(E, x/cod®) is the energy distribution of an electron as acfiom of the path lengtk/cos?
travelled in the solid

@is the emission angle i.e. the angle between tmmal to the sample surface and the lens

axis

QUASES software uses two different approaches pptyegng Tougaard’s method, described
in detail in the user's guide [13]. One is the sallel QUASES-Analyze; the other
QUASES-Generate.

4.4.3.1 QUASESANALYZE : QUANTIFICATION BY BACKGROUND REMOVAL

In this approach the primary excitation spectruraleulated by

F(E,Q):% J(E,Q)-[dE J(E,Q) jdsems(E'—E)[l_ R H

) P(s)
where
s)=[dx f(x)e = >
= [dx f(x) g Heo?
1 K —IS
=5 ~jaTkme
Ai is the IMFP

K(T)is, in XPS practice, the inelastic electron scattecross section.
To apply Tougaard’s method using QUASES, the iriel&dectron scattering cross section is

substituted by Tougaard$niversal cross sectiofi4]

BT

/‘i(E)K(T):m
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where T is the energy lossAB3000 eV} and C = 1643 e¥/

The Analyze approach was used to analyze etched dNiRey to determine coatings
composition.

Survey spectrum of etched pure elemental Ni foikwaed as reference. Reference survey
spectrum as well as NiP coatings survey spectra iest corrected for the spectrometer
IERF.

The Ni2p peak was isolated from all spectra. Aightaline was subtracted from each of the
isolated Ni2p peaks. The IMFP of the Ni2p electr¢n$34 eV KE) in pure elemental Ni was
calculated, using the G-1 predictive equation [1B],be equal to 10.57 A. The inelastic
background of the reference Ni2p peak was caladlatng aburied layer depth-profile
extended from 0 A to 1000 A and the universal sty cross-section scale-factor was
correspondingly calculated as 1.13. The calculatezkground was then subtracted from the
reference Ni2p peak and F(B),was determined.

So, the IMFP of 10.57 A and the universal scatterross-section scale-factor of 1.13, were
used to analyze the inelastic background of thegak isolated from the etched NiP survey
spectrum. The background was iteratively calculated subtracted from the peak, using both
these quantities and a hypothetical depth profidg The depth-profile f(x) was varied until a
good match to both shape and intensity of the pynexcitation spectrum F(R) was
obtained. Phosphorus concentration was then caédcltsy difference.

Results were compared with those obtained usingritisé Principle Method and EDX data.

4.4.3.2 QUASESGENERATE: QUANTIFICATION BY PEAK SHAPE CALCULATION

If it is not possible to locate peaks from eachhedat that are free from interfering peaks
within ~ 30 eV on the high kinetic energy side an80-100 eV on the low kinetic energy
side, a larger energy region has to be chosernidncase, the Generate approach is the most
suitable. Indeed, if some peaks are actually tmeaotion of different signals from different
chemical states of the same element, then agai@¢herate approach has to be chosen.

In this approach, the experimental spectrum isutaled by

J(E,Q) = jdEO F(EO’Q) jdse—izm(E—Eo) jdX f(X) e—xZ(s)/cose

The Generate approach was used to analyze NiPysapeztra (recorded with VG Escalab
200) after polarization of the alloys, so as tced®ine their depth profiles.
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Survey spectra of pure Ni foil, the lump of red Rdaof Ni(POy).-5H,O were used as
references. Reference as well as NiP specimens\sspectra were first corrected for
spectrometer IERF. The 300+1486 eV KE region wakaied from all spectra. A straight line
was subtracted from each of the isolated regions.

The IMFP values of Ni2p electrons (~ 634 eV KE)pure elemental Ni and in the nickel
phosphate were calculated using the G-1 prediaiyeation [12] as 10.57 A and 32.37 A
respectively. The IMFP of P2p electrons (~ 1357 &) in the red phosphorus obtained
using the same equation was 34.61 A.

The inelastic backgrounds of the reference regiwaee calculated using theuried layer
depth-profile extended from 0 A to 1000 A and theivarsal scattering cross-section
scale-factors were calculated correspondingly (@d3pure Ni ; 0.97 for red P ; 0.93 for
nickel phosphate). The calculated backgrounds veerigtracted from the corresponding
reference region and then thgEQ) were determined. The depth-profile&f of the three
reference compounds were varied iteratively, threglcorresponding model spectréeER)
were then determined and the sum of the three mggettra JE,Q) calculated, i.e. the
simulated spectrum.

The three depth-profileg(X) were varied until a good match with both shapd intensity of

the experimental spectrum was obtained.

4.4.4 MAXIMUM ENTROPY METHOD

The basic feature of the MEM theory consists irdifng the depth-profile that satisfies the
experimental data but contains the minimum “amafrdtructure” necessary to do so (since
we do not want to fit noise).

The theory leads to the possibility of simultandpusieeting this two conditions by
maximizing the so callegrobability function

C
=aS—-—
Q 2

where

a is the regularizing parameter

Sis the entropy

C is the chi-squared calculated data deviation ftbenexperimental data
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Two different versions of one algorithm were imptarted to apply the MEM theory to the
ACD data derived from ARXPS data. Since minimizatadgorithms are, in general, easier to

implement than maximization ones, the above eqnatias changed into

C
=—-0aS
° 2

S0 as to satisfy the above two conditions by mirning the probability functio®.

4.4.4.1 FIRST VERSION OF THBMEM ALGORITHM

The first version of the algorithm [15] was based @ number of variables given by the
product of the “mathematical layerghém-layey into which the depth profile is divided and
the component number, i.e. the number of chemipalciss. Each component had an
individual concentration value for each of the mikayers. The sum of all component
concentrations within each mem-layer was normalipetl. Mem-layers thickness was taken
as 1 A. This version of the MEM algorithm had athgdeen successfully applied to solve a
5-component depth-profile [15].

4.4.4.2 NEW VERSION OF THEMEM ALGORITHM

In the second version of the MEM algorithm eachhaf n-variables components (wherées

the number of mem-layers) is substituted with aadameter-pseudo-Gaussian function, so as
to reduce the overall number of variables. The sdirall component concentrations within

each mem-layer was normalized to 1 and mem-layekriess was taken as 1 A.

4.4.4.3 APPARENT CONCENTRATIONS DIAGRAMS SIMULATOR
Using the MEM theory equations, a computer code waglemented to calculate the
theoretically expected ACD data for a given deptifife. This code is hereinafter referred to

asthe simulator
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4.4.4.4 SYNTHETIC STRUCTURES FOR NUMERICAL EXPERIMENTS

First of all, note that mem-layers do actually eiiffrom real layers. In the MEM theory, the
specimen surface region (i.e. the surface regionndto a depth equal to XPS sampling
depth) is divided into parallel and identical nuroal layers. These numerical layers do not
necessarily coincide with real atomic planes bwytlare simply mathematical “entities”.
These numerical layers are referred taresm-layerssince they are involved in the MEM
theory. On the other hand, if a specimen has adaystructure e.g. iron oxide formed on a
pure metallic iron surface, these physically erigtlayers are simply referred to yers
possibly accompanied by a distinguishing “name’y. eoxide layer, phosphate layer,
intermediate layer, overlayer, sublayer, etc...

A series of numerical experiments was carried outgsess the performance of the two
versions of our MEM algorithm. The two versions eevaluated both singularly (only on 7
and 8 synthetic components structures) and combingx a single protocol (see next
subsection).

Various numerical structures (Table 4.4) were iticed into the simulator as input, in order
to obtain the corresponding ACD data as output. inaerical structures were composed of
3 to 8 components labelled A, B, C, D, E, F, G &hdr'he IMFP values of the components
were arbitrarily chosen as 40, 30, 20, 10, 45,28and 27 A respectively. As the number of
components in the numerical structures increasenh f8 to 8, the “new” component was
labelled in the alphabetical order. In other wordf, the 3-component structures were
composed of A, B and C pseudo-species, all therdpoment structures of A, B, C and D
pseudo-species, and so on. The mem-layers ween tak 1 A thick. All profiles were
composed of 151 mem-layers. The maximum numberoafponents in one layer was 3.
Numerical structures were unambiguously labellecepsrted in Table 4.4.

As an example, let us consider the label “5 2+3ie Tirst digit, i.e. 5 in this example,
indicates the total number of components througlioeitentire depth profile of the synthetic
structure. After the underscored blank, a seriedigits are reported, all of which are
separated by the sign “+”. Each digit indicates thenber of components that together
constitute one layer, going from the surface to bk respectively. Species were always
included in alphabetical order. So, the label “532rdicates a 5-component profile in which
species A and B form an overlayer while the bulkamposed of species C, D and E.
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Table 4.4 : synthetic profiles, on the basis ofaluhmumerical experiments were performed, are listed
with their labels, layer thickness, components v and their concentrations.

Synthetic Profile Layer Thickness (A)| Species Con((::tg/fjr)atlon
overlayer 21 A 100
3_1+1+1 intermediate 20 B 100
bulk / C 100
overlayer 21 A 100
3 1+2 B 20
bulk /
C 80
A 80
overlayer 21
3 2+1 B 20
bulk / C 100
overlayer 11 A 100
1*intermediate 10 B 100
4 1+1+1+1
2" intermediate 10 C 100
bulk / D 100
overlayer 11 A 100
intermediate 10 B 100
4 1+1+2
C 30
bulk /
D 70
overlayer 11 A 100
B 40
4_1+2+1 intermediate 20
C 60
bulk / D 100
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A 40
overlayer 16
B 60
4 2+1+1
intermediate 15 C 100
bulk / D 100
A 20
overlayer 16
4 2+2 B 80
C 40
bulk /
D 60
overlayer 16 A 100
4 1+3 B 20
bulk / C 30
D 50
A 20
4 341 overlayer 16 B 30
+
B C 50
bulk / D 100
overlayer 7 A 100
1% intermediate 7 B 100
5_1+1+1+1+1 | 2"jntermediate 7 C 100
3% intermediate 7 D 100
bulk / E 100
overlayer 11 A 100
_ _ B 40
intermediate 10
5 1+2+2 C 60
D 80
bulk /
E 20
overlayer 11 A 40
B 60
S_2+1+2 intermediate 10 C 100
D 80
bulk /
20
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overlayer 16 A 40
B 60
5 2+2+1 _ _ C 30
intermediate 25
D 70
bulk / E 100
overlayer 11 A 100
B 20
5_1+3+1 intermediate 30 C 35
D 45
bulk / E 100
A 20
overlayer 16 B 35
5 3+1+1 C 45
intermediate 15 D 100
bulk / E 100
A 35
overlayer 16 B 45
5 3+2 C 20
D 80
bulk /
E 20
A 20
overlayer 16
B 80
5 2+3 C 35
bulk / D 45
E 20
overlayer 5 A 100
1%t intermediate 5 B 100
6 14141414141 2" intermediate 5 C 100
- 3% intermediate 5 D 100
4™ intermediate 5 E 100
bulk / F 100
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overlayer 7 A 100
1% intermediate 7 B 100
6_1+1+2+2 2" intermediate 17 C 40
D 60
E 2
bulk / >
F 75
overlayer 7 A 100
B 40
1% intermediate 7
6 1+2+1+2 ! ¢ 60
2"%intermediate 17 D 100
E 25
bulk /
F 75
overlayer 16 A 40
B 60
6 9414142 1% intermediate 10 C 100
- nd : ;
2" intermediate 15 D 100
E 25
bulk /
F 75
overlayer 16 A 40
B 60
6 2414241 1% intermediate 10 C 100
B . _ D 75
2" intermediate 15
E 25
bulk / F 100
overlayer 7 A 100
st ) B 40
1 intermediate 19
6 _1+2+2+1 C 60
nd _ D 75
2" intermediate 15
E 25
bulk / F 100
overlayer 11 A 40
B 60
C 30
6_2+2+2 intermediate 15
D 70
E 20
bulk /
F 80
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overlayer 6 A 100
_ _ B 40
intermediate 10 c 50
6 1+2+3
D 60
bulk / E 15
F 25
overlayer 6 A 100
B 15
6 14342 intermediate 10 C 25
D 60
E 35
bulk /
F 65
A 30
overlayer 6
B 70
6 24143 intermediate 10 C 100
D 65
bulk / E 10
F 25
overlayer 11 A 30
B 70
6 2+3+1 = 25
intermediate 10 D 70
E 15
bulk / F 100
A 20
overlayer 11 B 30
6 3+1+2 c 50
intermediate 10 D 100
E 35
bulk /
F 65
A 20
overlayer 11 B 30
6 3+2+1 c 50
. . D 80
intermediate 10
E 20
bulk / F 100
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20
30
50
60
15
25

80
20
23
15
62
100
82
18

80
20
23
15
62
100
65
35
82
18

80
20
23
15
62
40
36
24
82
18

overlayer 21

6_3+3

bulk /

7 a overlayer 7

d . .
an 1% intermediate 12

7_a
— e 2"%intermediate 6

(see te)9t bU|k /

overlayer 7

7_b

1% intermediate 12
and

nd . -
7 Beror 2" intermediate 6
1% bulk 16

(see text

2" bulk /

overlayer 7

8
intermediate 12
and

8error intermediate/bulk 12

(see text
bulk /

moOomoO >» O TNOIm I'I'IOI'I'IO>G)'I'IUG)W |'I'IO>G)TIUG)W mTmo0Ow>»

As shown in Table 4.4, this means of labeling sgtithstructures was applied to all the
profiles having from 3 to 6 components. On the pttend, 7 and 8 component profiles were
built based on assumptions about polarized NiPysltepth profile i.e. literature indications
and the results of Tougaard’s method. Structurgwas built in order to verify the algorithms
ability to solve a profile in which one specie® (l5) was present in two consecutive layers.
Another complexing feature was introduced into ctite 7_b by generating an outet-
enriched bulk layer. Lastly, also the 8-compondanicsure had arE-enriched outer bulk

92



CHAPTER 4 : EXPERIMENTAL

layer, but was mixed with the non-bulk specfeswWhen a structure was introduced in the
simulator, the output was the corresponding themetACD i.e. the ACD spots were
calculated by the simulator without taking expenmtad error into account. All the numerical
experiments were performed introducing these thealeACD spots as MEM algorithm
input. However, all the 7 and 8 component ACD dstts (i.e. theoretical) were modified
adding a random error to each of the theoreticaDAgpots, ranging from -10 to +10%. All
the 7 and 8 component numerical experiments werfenoeed both on theoretical and error
simulated ACD data sets. Then, 38 different ACDadsgts were calculated and 38 relative
depth plots (RDP) were correspondingly generataahlly, 38 numerical experiments were
carried out.

In addition, for all the structures listed in Taldlg, the 38 ACD and corresponding 38 RDP
were also re-calculated using the same IMFP vatug. (10 A) for all the components, in
order to evaluate the effect of IMFP on the ACD &iaP data.
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4.4.4.5 NUMERICAL EXPERIMENTS
The first and the new

algorithms were STARTING CLUES:

independently  checked 1. Literature
inapplicable to numerical experimehts
for all the 7 and 8 (inapp P 4

2. ACD data trend
3. RDP and IMFP values
component structures. 4. Results of Tougaard's method
First checks were (inapplicable to numerical experimept
performed by setting the l
starting profile with the SIMULATOR ROUTINE END
same concentration for all (see next subsections)
the components within l R
each mem-layer. Further
STARTING PROFILE NO
checks were performed by for the
NEW VERSION
basing the starting profile of the MEM algorithm /= 4~
on the simulator routine l
results (see next
_ MEM ALGORITHM
subsections). NEW
VERSION
Furthermore, a protocol
was established for the l

combined use of the first STARTING PROFILE

for the
and new MEM FIRST VERSION

algorithms, referred to as of MEM algorithm

the protocoland this was l

applied to all the
MEM ALGORITHM

structures listed in Table FIRST
VERSION

4.4. The protocol was not

Have layer thick
ness and/or species
concentration
changed?

computer-based but

v

performed step by step as

shown by the flow

diagram in Figure 4.5.
_ _ Figure 4.5 : Protocol for combining the first andw versions of the

The starting profile was MEM algorithm.

always based on simulator

routine results. For the first calculation cycle)Cquantitative data were always disregarded

when constructing the starting profile for the nearsion of the MEM algorithm i.e. only
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layer thickness was taken into account. At theaehch CC i.e. when the first version of the
MEM algorithm generated its output, the differengas calculated between these output
results (i.e. ACD data fitting, layer thickness,ngmnent concentration and depth profile
curves trend) and the analogous output generatdteaend of the previous CC. A 1%
threshold was chosen as criterion for deciding wared new CC had to be started up.
Regarding the new version of the MEM algorithm timei the starting nor the final depth of
each component were constrained at the estimateds/abut were allowed to range over a
closed symmetric 6 A interval. Once the probabiiityction Q had attained a local minimum,
parameter ranges were extended for all componeiiisvalues exceeding an extreme. Then,
minimization of Q was allowed to continue.

During processing of both algorithms the regulagzparametea was changed so as to keep

the entropi@ S term and the chi-squared C/2 within same ordenagnitude.
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4.4.4.6 SIMULATOR ROUTINE

A simulator of apparent
concentration diagrams was
implemented using the
MEM theory equations. A
layered depth-profile

(referred to as the simulator
profile) was used as input,
the corresponding ACD
being the output. A

simulation routine

(Figure 4.6) was used to
search for the best layered
depth-profile whose ACD

reproduced the numerical or
experimental ACD data,
depending on the case
studied (i.e. numerical or
real). The routine was not
computer-based but
performed step by step as
shown by the flow diagram
in Figure 4.6. Mem-layer
thickness was taken as 1 A.
Mem-layer number was set
to 151. For the numerical
experiments, IMFP values
were assumed to be
correctly known.

Regarding the simulations
of experimental data (i.e.

acquired on real NiP

Depth-profile from
Tougaard’'s method
results

Layered depth-profile
construction as input to
the simulator

INPUT

A

SIMULATOR

OUTPUT Simulate_d apparent
concentrations diagr

l

Are the
overlayer data:
acceptable

NO

Are the
intermediate

layer data
acceptable

NO

Are the
bulk data
acceptable

NO

END

Figure 4.6 : Simulator routine for apparent compimsi
diagrams generation. This simulation routine wasedisto
simultaneously search for the best layered depdiilpr(see text)
and the best IMFP data set.

specimens), the number of mem-layers was takeemaihes the maximum IMFP value of

the bulk components, considering the electronsawet only through the bulk (i.e. overlayer
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and intermediate layers were not taken into acqowthbwever, as described in the next
subsections, whenever the simulator profile was ifieatj a new set of IMFP values was

evaluated accordingly i.e. an IMFP value for eaomgonent. At the end of the simulator

routine, the “minimum considerable depth” of thenslator profile was investigated by

gradually decreasing the number of mem-layers.msstotal depth decreased, the ACD data
and the difference with respect to their initiallues (i.e. ACD data calculated before

decreasing meme-layers) were calculated. The minimumber of mem-layers was chosen so
that ACD data difference with respect to theirialivalues was no more than 1%.

Finally, the ultimate IMFP values set was determine agreement with the best simulator
profile and the minimum considerable depth. This e IMFP values was used in the

protocol application to the experimental data o tieal NiP samples; the best layered

structure with the minimum considerable depth wseduor the starting profile.

4.4.4.7 ARXPS EXPERIMENTAL DATA PROCESSING

MEM algorithms protocol was applied to ARXPS datcarded on the polarized NiP
samples. ARXPS spectra were recorded with the TRetde, as described above, at 16
different emission angles ranging from 24.88° t0181. Spectra at emission angles of more
than 60° were not considered owing to the increpsifect of elastic scattering [16,17].

Data were processed using CASA XPS software (Césame Ltd., UK). An iterated
Shirley-Sherwood background subtraction was applptr to curve fitting with a
Gaussian-Lorentzian product function. The Gausk@mentian ratio for each peak was
determined from measurements on pure reference @omals.

Thus, the high resolution spectra of Cls, Ols, M2md P2p regions were resolved into
their components and their intensity determinedensities were then corrected for the
photoionization cross-section [10], angular asymyné&inction and the Theta Probe IERF.
Regarding angular asymmetry function, it shouldnb&d that for the Theta Probe ARXPS
acquisition modey angle was not constant since data collection vea® dvithout tilting the
specimen but utilizing the radians lens [18]. Hyatorrected intensities were normalized to
1 for each emission angle. Corrected and normaliztedisities were plotted against emission
angle i.e. the ACD.

4.4.4.8 ELECTRONIC INELASTIC MEAN FREE PATHS EVALUATION
IMFP calculations were performed with the G-1 peéide equation [12]. The G-1 equation
was applied using NIST software “Standard Referddatbase 71" [19]. IMFP values were
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plotted versus electronic KE, ranging from 200 @®@ eV, considering an electron travelling
through four different materials:

mat. 1) homogeneous organic material composed ofa@t(%) and C [§ at.%) with
density assumed equal to 1 gt simulate adventitious surface contamination

mat. 2) Nis(POy), with density of 1.6 g ciidetermined by the immersion method

mat. 3) pure red phosphorus [12]

mat. 4) NiP alloy with phosphorus content of 18 at.% andsity of 7.75 g cnii [20]

The electron IMFPs were then calculated for allncizal species in the NiP specimens (i.e.
for photoelectrons which generated the correspa@ndamponents of the XPS signals) as the
photoelectrons travelled through each of the materconsidered separately (i.e. four
different IMFP values for each signal electron).

Furthermore, IMFP values were determined for edmnical species in the NiP specimens,
as they traveled through a fifth material:

mat. 5) homogeneous mixture of pure red phosphorus (x air?d)Ni-18P (y at.%)

using the formula

xOMFP__ .(KE)+ y OMFP

X+y

mat.3 mat.4 (KE)

IMFPmat.S (KE) =

Starting from these values, the -

ah A : contamination layer
actual IMFP values were bA| B - phosphate layer
calculated with the simulator cA C : P-enriched layer

routine. A 4-layer structure was
built as shown in Figure 4.7. A dA mat.4 D : alloy (bulk)

formula was used for each of the

four layers to calculate the IMFP

of the chemical species located L

in that specific layer. Figure 4.7 : layered structure used in simulatoutioe for

calculating IMFP.
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layer A IMFP(KE) = IMFPmat.l(KE)
o IMEP(KE) = alIMFP, ., (KE)+bl[IMFP,,(KE)
a+b
IMFP(KE) = alIMFP,.,(KE)+bl[IMFP, ., (KE)+c[IMFP, . (KE)
layerC - at+b+c
IMFP(KE) = alIMFP,..(KE)+b[IMFP, ., (KE)+ c[IMFP, . (KE) +d [IMFP, ., (KE)
ayerD a + b + C + d

In the simulator routine, whenever the thicknesshef 4 layers and/or the red P/NiP alloy

ratio of layer C (i.e. material n.5) were modifiednew set of IMFP values was estimated.

4.4.4.9 MEM ALGORITHMS PROTOCOL APPLICATION TAARXPSDATA

The protocol was applied to the ARXPS data aftecessing as previously described. Seven
chemical species were examined. The starting dequifile was determined by applying the
simulator routine. A set of suitable IMFP valuesswtetermined, using the same simulator
routine (see previous subsections).

Regarding the new version of the MEM algorithm timei the starting nor the final depth of
each of the eight components was constrained agdtimated values, but they were allowed
to range over a closed symmetric 6 A interval. Otheeprobability function Q had attained a
local minimum, parameter ranges were extended Ifaroanponents whose values exceeded
an extreme. Then, minimization of Q was alloweddatinue.

During processing of both algorithms, the reguiagzparameten was changed in order to

keep the entropiaS term and the chi-squared C/2 within the samera@ftismagnitude.
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RESULTS

In this chapter the experimental results are ddsemli The first two sections, 5.1 and 5.2, deal
with samples characterization. Section 5.3 prest#mslectrochemical results while the XPS
spectra for both the reference compounds and tHariged NiP alloys together with the
fitting parameters are shown in Section 5.4. lochetg kinetics are presented in subsection
5.4.3 while the results of sputtered electroled? fliantitative surface analysis are described
in subsection 5.4.4. The results of depth profilofgpolarized NiP alloys obtained using
Tougaard’s method are reported in Section 5.4.% Analyze approach is adopted for the
guantitative analysis of sputtered NiP alloy sugacwhile the Generate approach is applied
for in-depth profiling of the polarized NiP alloyk the last section 5.4.6 the results of the
Maximum Entropy Method are presented. The MEM madtaeveloped during this thesis
work was first verified for numerical syntheticigttures in order to validate the method and
evaluate its accuracy (8 5.4.6.1), and then appl@dn-depth profiling of the polarized NiP

alloys.
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5.1 SPECIMENS MORPHOLOGY AND PREPARATION

NiP coatings were prepared by electroless deposiiccommercial bath was used (Galvanic,

Wadenswil, CH). Bath formulation was chosen so @®htain a phosphorus content of

18-24 at.% and a coating thickness of 15p@0. Unpolished samples were examined under

an optical microscope. Figure 5.1 shows some exasnpf the morphology of the NiP

coatings, deposited on both iron and copper foil.

1um

"

Figure 5.1 : Surface of NiP coatings as receiv@dNiP alloy deposited on iron foil, objective maggation 20x,
camera magnification 55x b) NiP alloy deposited on iron foil, objective magpdtion 100X, camera
magnification 55x ) NiP alloy deposited on a copper foil, objectivegmification 20x, camera magnification
55x ;d) NiP alloy deposited on copper foil, objective mifigation 100x, camera magnification 55x.

The surface of all the specimens
appeared irregular with  several
semicircular protuberances. Surface
irregularities of NiP alloys deposited
on copper appeared to be less
prominent than those on iron. To obtain

a reproducible surface condition, the

samples’ surface was mechanically Figure 5.2 : Surface of a mechanically polished NiP

) o alloy deposited on iron foil, objective magnifiaati
polished. After each polishing step, the  20x, camera magnification 55x.
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samples were examined under the optical microscAfter mechanical polishing, all the

specimens were shiny and highly reflective.

5.2 SAMPLES CHARACTERIZATION

Crystal structure of the NiP coatings was deterghibg XRD spectroscopy. Irrespective of
the substrate material i.e iron or copper, NiPyallshowed a large diffraction peak at about
45° (20), confirming the amorphous/nanocrystalline struetwf all deposits. The XRD
patterns also exhibited the characteristic difitacpeaks of the substrate (Fe 45°, 65°, 82° ;
Cu 42°, 51°, 74°, 90°, 95°), intensity decreaswith increasing deposit thickness. As an
example, Figure 5.3 shows the XRD patterns recofdedwo alloys of different thickness

deposited on iron.

(@) (b)
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] ] | ]
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wl—7r—7—

10000~

5000 [ 1

baob. foounis)
Beab. {counts)
1

S000
4000 -

— j
| )

T ' Y
2 £ 41 50 &0 7a &0 50 0
Puosifion (2Theta)

L s P
k1] 21 =] &1 70 =0 ]
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Figure 5.3 : X-ray diffraction pattern of &) 10 um and(b) 20 um thick NiP coating, deposited on an iron
substrate.

Chemical composition of the NiP 140 . . ! . =
coatings was determined by EDX 120
analysis. Phosphorus concentration was 100

10.6 - 11.0wt% for all specimens, 80

corresponding to a phosphorus content

Counts

60

of 18.4 — 19.0 at%. 40
A line scan over the coating thickness 20
provided evidence of homogeneous 0
chemical composition, as shown in Distance pm

. . : Figure 5.4 : EDX composition profile of a J@n
Figure 5.4 for a 1@um thick deposit. thick NiP coating.
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5.3 ELECTROCHEMICAL RESULTS

Potentiodynamic polarization curves (sweep rate fA\2/s) were measured in deaerated
near-neutral 0.1 M NaCl, 0.1 M p&a0Os, 0.1 M NaS0O, + 0.1 M NaCl and 0.1 M $80O,
solutions.
Potentiostatic polarizations were carried out aishgpthe following procedure:
4) The 0.1 M NaSO, solution was de-aerated by argon bubbling foeast 1 hour.
5) The specimen was fitted on the cell O-ring anddéthe OCP for at least 15 minutes.
6) Potentiostatic polarizations were recorded at A0.and -0.1 V SCE for 1 hour, 3
hours and 14 hours.

After potentiostatic polarization, the specimensenexamined under the optical microscope.

5.3.1 ANODIC POTENTIODYNAMIC POLARIZATION

The anodic potentiodynamic

polarization curves of —5— Na2504 as rec “— NaCl + Na2504 as rec
e = ?&@2504 mec pol [Rde - i h.!qCI + Na2304 mec pal
unpolished and mechanically o At hig

polished NiP samples in
near-neutral (pH 6-6.5) and g

acid (pH 1) solutions are o1 L

shown in Figure 5.5. Three g
0.01 VI
distinct potential ranges were

observed. In the potential 30

Current density (mAjkcm?)

range from the OCP to about 0.0001

+0.2 V SCE, current density e

increased. A current arrest

L I | 1
0.2 0 0.2 0.4 0.6

Potential (V SCE)

10"

was observed in the -0.2 V to

+0.2V SCE potential range. Figure 5.5 : Anodic potentiodynamic polarization rees of

Above +0.2V SCE current unpolished and mechanically polished NiP samples in
near-neutral and acidic solutions.

density  increased  with

increasing potential. No
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significant difference was observed between unpetisand mechanically polished samples
and between acid and near-neutral solutions. A# Hamples maintained their shiny

appearance up to +0.2 V SCE, irrespective of smiytiH and sample pre-treatment.

5.3.2 POTENTIOSTATIC POLARIZATION

Potentiostatic polarization curves of 0,001

NiP  specimens at -0.1V and _

+0.1VSCE in 0.1M N&SO, are E oo ~{= /
shown in Figure 5.6. Current decayed | 2 \\:\ OTVSCE f
with a power law exponent ca.-0.5, s: . ) \“\/"’
indicating a diffusion controlled g N ‘\: . 0.1VscE
process. Current density increased ° "'°9i’d'°?‘='°-5“\ ~—
slightly with polarization times. This 1041 10 100 1000 \m‘* 10°
behaviour was attributed to a kind of e

. . Figure 5.6 : Potentiostatic polarization curves P
localized corrosion attack. samples at-0.1 V and +0.1 V SCE in 0.1 M9@.

Specimen surface appeared
morphologically unchanged at
polarization times lower than that of the
current density minimum. For longer
polarization times, many corrosion spots
appeared on the sample surface as shown

in Figure 5.7, indeed their number

: : : increased with increasing polarization
Figure 5.7 : Surface of a NiP sample, polarized at

+0.1 V SCE for 3 hours in 0.1 M BBQ.. time.
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5.4 XPS RESULTS

5.4.1 REFERENCE COMPOUNDS SPECTRA

5.4.1.1HIGH-RESOLUTION SPECTRA OF THINi2ps/2 REGION
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Figure 5.8a): high resolution Ni2p, spectrum

Figure 5.8b) : high resolution Ni2p, spectrum

acquired with ESCALAB 200 from pure metallic acquired with ESCALAB 200 from one of the

nickel foil. sputtered NiP specimens studied in this work.
H H

n c

/
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binding energy (eV) binding energy (eV)

Figure 5.8c) : high resolution Ni2p, spectrum  Figure 5.8d) : high resolution Ni2p, spectrum
acquired with ESCALAB 200 from acquired with ESCALAB 200 from Ilump of
Ni3(POy), - 5H,O pellet on conducting biadhesive pyrophosphate glass with composition

tape. 0.3NiO- 0.35Na0 - 0.35R0s.

The Ni2p, spectrum of all the reference
compounds, except the NiO, is the
convolution of a main peak and a
BE. The Nigp

spectrum of the NiO is more complex. It

intensity (a.u.)

satellite at higher

is the convolution of four signals: the
main peak (854.53 eV BE), a second

binding energy (eV)

Figure 5.8e) : Ni2ps, high resolution spectrum

acquired with ESCALAB 200 on NiO lump. 106
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“main peak” due to multiplet splitting (856.55 e\EB and two satellites (861.72 and
864.99 eV BE). Table 5.1 gives the fitting parameta the Ni2p,, spectral region of all the

reference compounds examined.

Table 5.1 : Peak-fitting parameters of the Nj2pegion acquired from reference compounds with AIS&EB 200.

BEsat._
compound component BE (eV)| BEmain peak | FWHM (eV) line shape Asat/Amain peak
(eV)
. main peak 8528 1.4 GL(97)T(1.3)
metallic nickel sateliite 8588 59 44 GL(0) 0.2
. main peak 8529 1.3 GL(97)T(1.4)
etched NiP alloy sateliite 8594 65 44 GL(0) 0.18
. . main peak 856 of 2.2 GL(89)T(1)
Nis(POs)z - 5H0 satellite 8639 63 53 GL(O) 0.53
Ni(11) Na main peak 8567 1.7 GL(92)T(1)
pyrophosphate :
glass satellite 862.5 5.7 6.2 GL(0) 0.86
main peak 854 H 1.7 GL(90)T(1)
) multiplet splitting  856.5 2.0, 1.7 GL(90)T(1) 0.47
NiO satellite 1 8617 71 36 GL(0) 0.60
satellite 2 864.9 10.4 3.6 GL(0) 0.13

5.4.1.2HIGH RESOLUTION SPECTRA OF THP2pAND THE PKLL REGIONS

Figure 5.9 shows the high resolution P2p spectthefteference compounds acquired in this
work with the ESCALAB 200. Figure 5.10 shows theresponding high resolution PKLL
spectra. P2p region of all the reference compousmdsdoublet, due to spin-orbit coupling.
The most intense component at the lower BE, coomdp to the quantic number of total
angular momentum j = 3/2, while the least intensmmonent at the higher binding energy,
corresponds to j = 1/2. The area of the least saqreak was always constrained to be 1/2 of

the most intense one, as stated by theoreticalphcilty of a 2p doublet.

intensity (a.u.)

intensity (a.u.)

= T ALY and®
T T T T T T T T
‘ ‘ — S 3I$3 33388883 ¢8
g S S &5 S 2 S 39 D D O D 0 O W O ® W D D O D
— - — — — — — — — — — — — — — — — — — — — —
binding energy (eV) kinetic energy (eV)

Figure 5.9a) : high resolution P2p spectrum Figure 5.1@a) : high resolution PKLL spectrum
acquired with ESCALAB 200 from red P lump. acquired with ESCALAB 200 from red P lump.
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Figure 5.9b) : high resolution P2p spectrum Figure 5.1@b) : high resolution PKLL spectrum
acquired with ESCALAB 200 from one of theacquired with ESCALAB 200 from one of the

sputtered NiP specimens studied in this work. sputtered NiP specimens studied in this work.
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Figure 5.9c) : high resolution P2p spectrum Figure 5.1(c) : high resolution PKLL spectrum
acquired with ESCALAB 200 from acquired with ESCALAB 200 from
Ni3(POy), - 5H,O pellet on conducting biadhesive Ni3(POy), - 5H,O pellet on conducting biadhesive

tape. tape.
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Figure 5.9d) : high resolution P2p spectrum Figure 5.1@d) : high resolution PKLL spectrum
acquired with ESCALAB 200 from Ilump of acquired with ESCALAB 200 from lump of
pyrophosphate glass with composition pyrophosphate glass with composition
0.3NiO- 0.35N30 - 0.35R0:s. 0.3NiO- 0.35Na0 - 0.35R0:s.
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Figure 5.9e) : P2p high resolution spectrum
acquired with the ESCALAB 200 on a 3R@j,
pellet on a conducting biadhesive tape.

Figure 5.1@e) : high resolution PKLL spectrum
acquired with ESCALAB 200 from D, pellet
on conducting biadhesive tape.
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Figure 5.9f) high resolution P2p spectrum Figure 5.1@f) : high resolution PKLL spectrum

acquired with ESCALAB 200 from Ng*O, pellet
on conducting biadhesive tape.

acquired with ESCALAB 200 from NgMD, pellet
on conducting biadhesive tape.
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Figure 5.9g9) : P2p high resolution spectrum
acquired with the ESCALAB 200 on

a acquired with

Figure 5.1qg) : PKLL high resolution spectrum

the ESCALAB 200 on a

NaH,PO, - H,O pellet on a conducting biadhesive NaH,PO, - H,O pellet on a conducting biadhesive

tape.

tape.
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Table 5.2 shows the fitting parameters of the PAd BKLL spectral region of all the

examined reference compounds together with the fieddAuger parameters. The Auger

parameter was calculated, for all the referencepmamds, as the sum of PB2BE and PKLL

KE.

Table 5.2 : Peak-fitting parameters of P2p and PKEkbions acquired from reference compounds with the

ESCALAB 200.

BE
compound peak | BE (eV)| KE(eV) (P2p52 - P2pyn) | FWHM (eV) line shape | a'(eV)
(eV)
P2y, 129.3  1357.3 08 1.3 GL(60)
red P P2p, 130.% 1356.5 ' 1.3 GL(60) 1987
PKLL -371.3 1857.8 2.8 GL(60)
stched NiP P2py, 129.3  1357.3 08, 1.5 GL(55)
alloy P2p, 130.2  1356.4 1.5 GL(55) 1988
PKLL -372.¢ 1858.3 2.3 GL(55)
P2py; 133.3  1353.3 1.8 GL(75)
Nis(POy); * 0.8
5H,0 P2py, 134.% 1352.4 1.8 GL(75) 1984
PKLL -364.4 1851.Q 2.9 GL(80)
Ni(ll) Na P2py, 133.5  1353.% 0s, 1.7 GL(60)
pyrophosphate| P2p,, 134.4 1352.% ' 1.7 GL(60) 1984
glass PKLL -363.6 1850.2 2.4 GL(60)T(1.5)
P2py, 132.%  1354.4 0.9 1.7 GL(50)
NasPO, P2p, 1335 13535 = 1.7 GL(50) 1984
PKLL -364.6 1851.3 2.3 GL(0)T(2)
P2ps; 133.8  1352.8 0, 1.7 GL(60)
NaH,PO, P2p, 134.% 1351.9 ' 1.7 GL(60) 1984
PKLL -363.2 1849.8 3.0 GL(60)
P2y, 132.6  1354.Q 1.8 GL(65)
NaH,PO, - 0.9,
H,O P2p,, 133.6 1353.0 1.8 GL(65) 1983
PKLL -363.%2 1850.4 3.0 GL(30)
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5.4.1.3 HIGH RESOLUTION SPECTRA OF THO1SREGION
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Figure 5.1%a) : high resolution Ols spectrum Figure 5.11b) : high resolution Ols spectrum

acquired with ESCALAB 200 (Abk from  acquired with ESCALAB 200 (M@ from lump
Niz(POy), - 5SH,O pellet on conducting biadhesive of pyrophosphate glass with composition
tape. 0.3NiO- 0.35Na0 - 0.35R,0s.

Figure 5.11(a) shows the high resolution spectrdnthe O1ls region acquired with Abk
radiation of the ESCALAB X-ray source on azMQ), - 5SHO pellet. The most intense
component at 531.7 eV was assigned to the oxyge¢heophosphate, while the least intense
component at 533.5 eV was assigned to the oxygeheofvater. The intensity ratio of the
most and the least intense component was found flof) as expected from the stoichiometry
of this compound.

Figure 5.11(b) shows the high resolution spectrdnthe Ol1s region acquired with Mgxk
radiation of the ESCALAB X-ray source on a lump af pyrophosphate glass with
composition 0.3NiO - 0.35N@ - 0.35RP0s. The most intense component at 531.6 eV was
assigned to the non-bridging oxygen of the pyrophate chains, while the least intense
component at 533.4 eV was assigned to the bridgqygen of the pyrophosphate chains. The
intensity ratio of the most and the least intermm@onent was found to be 6.0. The line shape
of all the components of both spectra was a prodfiche Gaussian and the Lorentzian

function with a mixing ratio of 60; FWHM was 2.2.
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5.4.2 POLARIZED NiP ALLOYS SPECTRA
The spectra acquisition was carried out on thespétimens, after different treatments:

A) Polarization at +0.1 V SCE in deaerated 0.1 M3 for 1 hour
B) Polarization at +0.1 V SCE in deaerated 0.1 M3\ for 3 hours

C) Polarization at +0.1 V SCE in deaerated 0.1 M3 for 14 hours

5.4.2.1THE SURVEY SPECTRA

Figure 5.12 shows the survey spectrum of a NiPyalfter 1 hour polarization at +0.1 V SCE
in 0.1 M NaSO, acquired with the ESCALAB 200. The characterisignals of Ni, P, C and

O with traces of Na were detected. Small Cu signedse also detected their intensity
increasing with polarization time. No other sigcéint difference was observed after 3 and 14

hours polarization.

intensity (a.u.)
/l."tu
=
\
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Figure 5.12 : Survey spectrum acquired with ESCARAB
from NiP alloy after 1 hour polarization at +0.1SCE in
0.1 M NaSQ,.
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5.4.2.2HIGH-RESOLUTION SPECTRA OF THiNi2p3/2 REGION
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Figure 5.13 : high resolution Ni2p spectra

acquired
specimen

with  ESCALAB 200 from NiP
polarized at +0.1V SCE in

0.1 M NaSQ, for (a) 1, (b) 3 and(c) 14 hours.

Table 5.3 : Peak-fitting parameters of the Nj2pegion
acquired with ESCALAB 200 from NiP alloys afteBland
14 hours polarization at +0.1 V SCE in 0.1 M, S&),.

component
Polari_
n.:_L n.1 n'.2 n.2 zation
main , main ) X
satellite satellite | time
peak peak (h)
BE 853.p 860.3 | 856.9 863.%4 1
eV) 853.2 860.5 | 857. 863.2 3
853.2 860.5 | 857. 863.2 14
A (BEsy 7.3 6.2 1
- 7.3, 6.2 3
- BEmain
peak) 7.3 6.2, 14
(eVv)
FWHM 1
eV) 1.2 3.1 1.8 4.3 3
14
1
line GL(97) GL(89)
shape | T(1.3) GO “pgy” GLO |3
14
Acar ! 0.09 0.42 1
! Amain 0.09 0.42 3
peak 0.09 0.42 14
Ao O™ 0.04 1
"2 0.03 3
/Amt(comp.
n.1) 0.03 14
After polarization at +0.1V SCE in

0.1 M NaSQ,, the Ni2p; region of the

NiP alloys shows two components (Figure
5.13). The most intense is located at ca.
853 eV with its satellite at ca. 860 eV . The
other component is located at ca. 857 eV
with one satellite at ca. 863eV. No
difference observed

significant was

between spectra acquired after 1, 3 and 14 houipation, either in peak position or

relative intensity. Table 5.3 shows the peak figtparameters for all three spectra, together

with the intensity ratio between all the satellitewl the corresponding main peaks. The table

also gives the ratio between total intensity (main peak intensity plus satellite intensity) of

the two components, for all three polarization sme
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‘ = low BE component = high BE component
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Figure 5.14 :(a) high resolution Ni2g, spectra acquired Theta Probe in ARXPS acquisitimyde from NiP
specimen polarized at +0.1 V SCE in 0.1 M8, for 1 hour.(b) Relative intensities vs. emission angle.

Figure 5.14 (a) shows the angle-resolved high wtieol spectra of the Ni2p region
acquired with the Theta Probe on a NiP sample gedrat +0.1 V SCE in a 0.1 M h&O,
solution for 1 hour. The relative intensity of tbemponent at ca. 857 eV and of its satellite at
ca. 863 eV were found to increase with emissioneafigigure 5.14 b). On the contrary, the
relative intensity of the component at ca. 853 @d af its satellite at ca. 860 eV were found
to decrease with increasing emission angle (Fidufigl b). Exactly the same trend was
observed for the spectra acquired on samples &féerd 14 hours polarization. Curve fitting

parameters are given in appendix B.

5.4.2.3HIGH-RESOLUTION SPECTRA OF THIP2pAND THE PKLL REGIONS

After polarization at +0.1 V SCE in 0.1 M p&0,, the P2p region of the NiP alloys shows

three components i.e. three doublets (Figure 5.E&gh doublet is due to the spin-orbit

coupling: the most intense peak of the doubletesponds to the quantic number of the total
angular momentum j = 3/2 and is located at a loBErthan the least intense peak of the

doublet, which corresponds to j = 1/2. The arethefleast intense peak of each P2p doublet
was always constrained to be 1/2 of the most s#eme, as stated by theoretical multiplicity

of a generic p-doublet.
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After polarization at +0.1 V SCE in 0.1 M p&0,, the PKLL region of the NiP alloys also
shows three components i.e. three singlets (Fi§ut6é). No significant difference in peak

position or relative intensity was observed betwspeactra acquired after 1, 3 and 14 hours
polarization.
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Figure 5.15 : high resolution P2p spectra acquiredFigure 5.16 : high resolution PKLL spectra
with ESCALAB 200 from NiP specimen polarized a&cquired with ESCALAB 200 from NiP specimen
+0.1V SCE in 0.1 M N8Q, for (a) 1, (b) 3 and(c) polarized at +0.1V SCE in 0.1 M d8Q, for

14 hours. (@) 1, (b) 3 and(c) 14 hours.
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Table 5.4 gives the peak-fitting parameters of ktb#h P2p and the PKLL regions acquired
with the ESCALAB 200 fronthe NiP alloys after 1, 3 and 14 hours polarizatidhe line
shape of all the peaks was a product of the Gaussia the Lorentzian function with a

mixing ratio of 60. Table 5.4 also reports the a&ted modified Auger parameters.

Table 5.4 : Peak-fitting parameters of the P2p aheé PKLL region acquired with the
ESCALAB 200 from the NiP alloys after 1, 3 and bdirk polarization at +0.1 V SCE in
0.1 M NaSQ, together with the calculated modified Auger pagsens.

P2p spectrum

polarization
time
P2ps, P2py, P2pz, P2py, P2pz, P2pus» ()
1293 1303 | 131.8 132.% | 1335 1347 1
(E\E/) 1295 1305 | 132.% 133.Q | 1333 1349 3
1295 1305 | 131.9 132.8 | 133.6 1347 14
1357.3 13563 | 1354.8 13539 | 13535 1351.9 1
(':\E/) 1357. 1356.% | 1354.5 1353.6 | 1352.8 1351.7 3
1357.3 1356.% | 1354.3 1353.8 | 1353.0 1351.9 14
ABE 0.9 0.9 11 1
(P2py2 - P2py2) 0.9, 08, 11 3
(eV) 0.9 0.8 1.1 14
1
F‘(’\é'\"/)'v' 1.4 1.4 1.4 1.4 14 1.4 3
14
0.50 0.50 0.50 1
fg()gggﬁ 2)’ 0.50 0.50 0.50 3
0.50 0.50 0.50 14
component 0.71 0.15 0.13 1
(doublet) 0.70 0.15 0.15 3
relative
area 0.70 0.15 0.16 14

PKLL spectrum polarization
time
component n.1 = component n.2 component n.3 (h)
-372.Q, -368.9 -364.8 1
(25) -371.8 -368.4 -364.6 3
-371.8 -368.6 -364.5 14
1858.7 1855.5 1851.4 1
('é'\zl) 1858 5 1855 1 1851.3 3
1858.4 1855.3 1851.23 14
FWHM !
V) 2.3 2.3 2.3 3
14
component 0.73 0.13 0.14 1
relative 0.72 0.13 0.14 3
area 0.72 0.13 0.15 14
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modified Auger parameter (eV) po"";i”rﬁgtion
component n.1 component n.2 component n.3 (h)
1988.1 1987.4 1985.0 1
1988.1 1987.3 1985.2 3
1988.1 1987.3 1984.8 14

= [ow BE component

a (b) intermediate BE component
near-grazing emission angl high BE component

0.8

n
0.7 1 = = . m
= ] | |
0.6 7 n
; 0.5
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relative intensitiy (%)
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0.1 1

near-normal emission angle 0.0 ‘ ‘ ‘

LI I L I O L O LB 20 30 40 50 60
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Binding Energy (eV)

emission angle (9

Figure 5.17 :(a) P2p high resolution spectra acquired with the Thetabe in the ARXPS acquisition mode from
NiP specimen polarized at +0.1 V SCE in 0.1 M3@ for 1 hour.(b) Relative intensity vs. emission angle.

Figure 5.17 (a) shows the angle-resolved high utiewm spectra of the P2p region recorded
with the Theta Probe for a NiP sample polarized@i V SCE in a 0.1 M N&QO, solution
for 1 hour. The relative intensity of the doubléttze lower binding energy (ca. 130 eV) was
found to decrease with increasing emission angigu(é 5.17 b). On the contrary, relative
intensity of the doublet at the higher binding gyefca. 134 eV) was found to increase with
emission angle (Figure 5.17 b). Finally, the rekatintensity of the doublet at the intermediate
binding energy (ca. 132 eV) was found to incredgghtly with increasing emission angle
(Figure 5.17 b). Exactly the same trend was obskfoethe spectra acquired from samples

after 3 and 14 hours polarization. Curve fittinggraeter are given in appendix B.
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5.4.2.4HIGH-RESOLUTION SPECTRA OF THED1SREGION

After polarization at +0.1 V SCE in 0.1 M p&0,, the O1s region of the NiP alloys shows

three components i.e. three singlets (Figure 5.118)significant difference in peak position

or their relative intensity was observed betweeecsp acquired after 1 and 3 hours
polarization. After 14 hours polarization, relatiigensity of the most intense peak at ca.
531 eV was found to increase significantly, while tpeak at ca. 533 eV was found to
decrease. Table 5.5 gives the peak-fitting paramdte all three components acquired with

the ESCALAB 200 after 1, 3 and 14 hours polarizatiane shape was always GL(60).

Table 5.5 : Peak-fitting parameters of the Ols oegi
acquired with the ESCALAB 200 from NiP alloys afte8
and 14 hours polarization at +0.1 V SCE in 0.1 M,81@,.

component of the Ols spectrum pola_lri_
zation
n.1 n.2 n.3 time(h)
531.3 532.7, 535.Q 1
BE
V) 531.6, 533.% 535.Q 3
531.5 532.§ 535. 14
955.3 953.9 951.6 1
KE
V) 955.0, 953.5 951.6 3
955.% 953.8 951.6 14
1
FWHM
eV) 2.2 2.2 24 3
14
0.55 0.40 0.05 1
relative | 5 0.41 0.08 3
area
0.60 0.31 0.09 14
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Figure 5.18 : high resolution O1ls spectra acquireith ESCALAB 200 from NiP specimen polarized atl-N) SCE
in 0.1 M NaSQ, for (a) 1, (b) 3 and(c) 14 hours.

Figure 5.19 (a) shows the angle-resolved high wieol spectra of the Ols region recorded
with the Theta Probe for a NiP sample polarized@i V SCE in a 0.1 M N&QO, solution
for 1 hour. The relative intensity of the componanthe lower binding energy (ca. 531 eV)
was found to decrease slightly with increasing smis angle (Figure 5.19 b), while the
relative intensity of the component at the interratlbinding energy (ca. 533 eV) was found
to increase slightly with emission angle (Figur@®%b). Finally, the relative intensity of the
component at the higher binding energy (ca. 535w&3 found to increase with emission
angle (Figure 5.19 b). Exactly the same trend wasewed for the spectra acquired from

samples after 3 and 14 hours polarization. Cutti@di parameters are given in appendix B.
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Figure 5.19 :(a) O1s high resolution spectra acquired with the THetabe in the ARXPS acquisition mode on a
NiP specimen polarized at +0.1 V SCE in 0.1 M3@ for 1 hour.(b) Relative intensity vs. emission angle.

5.4.2 .5HIGH-RESOLUTION SPECTRA OIE1SREGION

After polarization at +0.1 V SCE in
0.1 M NaSQy, the Cls region of
the NiP

components

alloys shows three

l.e. three singlets
(Figure 5.20). Table 5.6 gives the
peak-fitting parameters for all three
peaks acquired with the ESCALAB
200 after 1, 3 and 14 hours
polarization. Line shape was always
a Gaussian and Lorentzian product
function with mixing ratio of 60.

No significant difference in peak

position or relative intensity was

observed between spectra acquired after 1, 3 amd polarization.

Table 5.6 : Peak-fitting parameters of Cls regiag@red
with the ESCALAB 200 from NiP alloys after 1, 3 ddd
hours polarization at +0.1 V SCE in 0.1 M J$20..

component of the C1s spectrum polarization
ni | n2 [ n3 time (h)
e | 2846 2864 2885 1
@) | 2848 2868 2881 3
2848 2864 2884 14
1202.G 12002  1198.Q 1
(*;\E/) 12016  1199.8  1197.8 3
1201.8 12002 119832 14
1
F‘é\é'\*/)'v' 1.8 18 1.8 3
14
. 0.76 0.15 0.09 1
re;?g;e 0.74 0.18 0.08 3
0.76 0.16 0.08 14
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Figure 5.20 : high resolution Cls spectra acquireith ESCALAB 200 from a NiP specimen polarized at
+0.1V SCE in 0.1 M N&Q, for (a) 1, (b) 3 and(c) 14 hours.

Figure 5.21 shows the angle-resolved high

near-grazing

S p— resolution spectra of the C1s region recorded

with the Theta Probe for a NiP sample
polarized at +0.1V SCE in a 0.1 M MO,
solution for 1 hour. The relative intensity of
the three components did not vary
significantly with increasing emission angle.
Exactly the same trend was observed for the

:

ear-normal
e T spectra recorded for samples after 3 and 14
IIIIIIIIIIIIIIIIIIIIIIIIIIIII IIIIIIIIIIrIIIIIIII|IIIIIIIII . . L.
288 287 286 285 284 283 282 hours polarization. Curve fitting parameters
Binding Energy (eV)

Figure 5.21 : high resolution Cls spectra are given in appendix B.

acquired with Theta Probe in ARXPS
acquisition mode from NiP specimen
polarized at +0.1 V SCE in 0.1 M b&0, for

1 hour.
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5.4.3 ION ETCHING KINETICS

5.4.3.1 KINETICS 1

An electrodeposited Ni-29P specimen was mechagipalished and immediately transferred
to the Theta Probe analysis chamber. lon etching pesformed for a total of 300 s. Survey
and high-resolution spectra of Ni2p3/2 , P2p , @ftd C1ls were recorded at etching time
intervals of 30 s. After the first step (30 s etd)i the high BE component of the Ni2p
region was completely removed (Figure 5.22) and Bisvcomponent intensity increased; the
highest and intermediate BE components of the Bgmn were completely removed (Figure
5.23) intensity of the lowest BE component incregsiAll the components of Cls and O1s

regions were also completely removed.
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Figure 5.22 : high-resolution Ni2p spectra from  Figure 5.23 : high-resolution P2p spectra from
Ni-29P alloy for 30 s etching time steps, from 0 to Ni-29P alloy for 30 s etching time steps, from O to
300 s, at 3 kV and fA. 300 s, at 3 kV and gA.

Figure 5.24 shows Ni2p and P2p intensity versus etching time. From 3€atdl20 s, Ni2g,
intensity increases with etching time; on the cantr P2p intensity decreases during the same
etching interval. At longer etching times, intepsif both Ni2p,; and P2p reaches a plateau.
Application of the First principles method of quéination to these data shows that the
surface alloy composition changes with increasiichiag time (Figure 5.25). P content of the
alloy decreases with increasing etching time, ustifface alloy composition becomes
stationary at ca. 120 s. However, P content is leiqud3.7 at.% at 30 s, yielding a relative

error of ca. 18% with respect to the expectedevali29 at.%.
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Figure 5.24 : Ni2p, and P2p intensity of Ni-29P  Figure 5.25 : Ni-29P alloy surface composition vs.
alloy vs. etching time (30300 s) , at 3 kV angAL etching time (30300 s) , at 3 kV angA.

5.4.3.2 KINETICS 2

A second surface point was chosen on the samenspeaised for the first kinetics run. This
second point was chosen at an appropriate disfameethe first so as to perform the second
run on a fresh surface area. lon etching was peddrfor a total of 30 s. Survey and
high-resolution spectra of Nigp , P2p , Ols and Cls were recorded after every 5s
sputtering. After the first step (5 s etching), thgh BE component of the Nigp region was
completely removed (Figure 5.26) and the intengftthe low BE component increased. The
components at ca. 132 eV and at ca. 134 eV of & region were completely removed
(Figure 5.27) while the intensity of the componanta. 130 eV increased. After the first step
(5 s etching), C was completely removed. After 8exzond step (10 s etching), O was
completely removed too.
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Figure 5.26 : high-resolution Ni2p spectra from Figure 5.27 : high-resolution P2p spectra from a
Ni-29P alloy for 5 s etching time steps, from B@os, Ni-29P alloy for 5 s etching time steps, from B€os,

at 3 kV and LA. at 3 kV and LA.
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Figure 5.28 : Ni2g, and P2p intensity of Ni-29P  Figyre 5.29 : Ni-29P alloy surface composition vs.
alloy vs. etching time (530 s) , at 3 kV angi/AL etching time (5+30 s) , at 3 kV angA.

Figure 5.28 shows Ni2p and P2p intensity versus etching time. From 50g,1P2p intensity
increases, while it decreases at longer etchingdin®n the other hand, NiZpintensity
increases with etching time over the entire rangsrened. Application of the first principles
method for the quantification of these data shdvas surface alloy composition changes with
increasing etching time (Figure 5.29). P contenthef alloy reached a maximum after 10 s
etching, equal to 28.6 at.%. Relative error is < @th respect to the expected value of
29 at.%.

5.4.3.3 KINETICS 3

Another electrodeposited Ni-29P specimen was mechiiyn polished and immediately
transferred to the Theta Probe analysis chamberetching kinetics run 3 was performed in
exactly the same way as for kinetics run 2. Theltef the third run were in a very good
agreement with the second one. After 10 s etchtaghon and oxygen were completely
removed from the sample surface and the high BEpoments of both the Ni3p and P2p
spectra also disappeared. The lowest BE P2p compoeached a maximum intensity after
10 s etching time corresponding to a P content @fl 2t.%. This result is in excellent
agreement with the expected value.
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5.4.4 FIRST PRINCIPLES METHOD OF QUANTIFICATION

The first principles method for quantification wagpplied to determine the surface
composition of the electroless deposited NiP all@fter ion etching. P content was
18 £ 2 at.% , where concentration uncertainty wakuated as three times the standard

deviation of three independent determinations.

5.4.5 TOUGAARD’'S METHOD OF QUANTIFICATION AND IN-DEPTH PRFILING

5.4.5.1 THE ANALYZE APPROACH

The “Analyze” approach was used to analyze etchdel $uirvey spectra for determining
surface composition of the electroless depositdedl &lioys. Figure 5.30 (a) shows the Ni2p
region of a pure metallic nickel survey spectrurhe Ni2p region is shown together with its
inelastic background and the spectrum resultingnfireelastic background subtraction, i.e. the
reference spectrum for Tougaard’s analyze appreacihe same spectral region acquired
from the etched NiP specimens. Inelastic backgrouas calculated using the depth profile

model shown in Figure 5.30 (b), which represemsr@ Ni sample.
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Figure 5.30 :(a) Inelastic background analysis of Ni2p region, éetl from survey spectra
from pure Ni foil.(b) Depth profile model of pure Ni sample.
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Then, the resulting Ni2p spectrum was used as aeber for applying Tougaard’s analyze
approach to the Ni2p region of the etched NiP spenisurvey spectra. Figure 5.31 (a) shows
an example. After background removal, the Ni2p aorgiof the etched NiP alloy is
superimposed on the reference spectrum. They akeryn good agreement. The inelastic
background of the Ni2p region of etched NiP alleygs calculated using the depth profile
model shown in Figure 5.31 (b), which representsswaface region where Ni is
homogeneously distributed down to a depth gre&ten XPS sampling depth, but Ni content
is not 100 at.%. Phosphorus was calculated as iffexesthce. P content of the electroless
deposited NiP alloys surface was 13 +8 at.% , wheoncentration uncertainty was

calculated as three times the standard deviatidhreé independent determinations.
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Figure 5.31 :(a) Inelastic background analysis of Ni2p region, édetl from survey spectra
from an electroless NiP specimen after ion etchfbpDepth profile model.

5.4.5.2 THE GENERATE APPROACH

Tougaard’s “Generate” approach was applied to the-destructive reconstruction of the
polarized electroless NiP specimens depth proftler polarization. Figure 5.32 (a) shows an
example of the NiP alloy survey spectra simulatiogether with the three reference spectra.
The simulated and experimental spectra are supesetpand are in good agreement. The
simulated spectrum was obtained by modelling tedéastic background of the three reference

spectra using the depth profile model shown in Fagu32 (b).
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Figure 5.32 :(a) Polarized NiP alloy spectrum simulation by Toughiar‘Generate” approach;(b) Depth profile
model of polarized NiP alloy surface.

After 1 hour polarization, the depth profile of  taple 5.7 : Tougaard’s “Generate” resuits.

NiP depth profile at three different polarization
times.

of an outer phosphate layer, estimated to be polarization
. . . . time (h
10 A thick, and an intermediate 10 A thick el
phosphate layer

P-enriched layer, located at the interface thickness (A)

the NiP alloy surface region was composed

between the outer phosphate layer and the

P- enriched interface
bulk of the alloy. P content of the bulk alloy thickness (A)

P- enriched interface
was restricted to 18 at.%. P content of the P- Xl TERD)

enriched interface was equal to 55 at.%. The
only significant difference between the depth bulk alloy Ni-18P

profiles at 1, 3 and 14 hours polarization, is

the P-content of this P-enriched interface: it
increases up to 3 hours, becoming “constant” ajeéopolarization times. Table 5.7 gives the
depth profiles of the NiP alloy surface at the ¢éhdéfferent polarization times.
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5.4.6 MAXIMUM ENTROPY METHOD

5.4.6.1INUMERICAL EXPERIMENTS

A series of numerical experiments was carried owgvaluate the performance and accuracy
of the algorithms protocol for the MEM applicatiolmhese numerical experiments were
performed on various synthetic (i.e. numericalycinres composed of 3 to 8 components
labelled A, B, C, D, E, F, G and H. The IMFP valuwdsthese components were chosen
arbitrarily as 40, 30, 20, 10, 45, 35, 25 and 2iedpectively. Before examining the results of
the numerical experiments, let us consider theedifice between the reconstruction of the
depth profile of a real sample using the MEM anmdimerical experiment.

The aim of surface analysis of a real sample isqtnentitative determination of the depth
profile, while numerical experiments take the qitative depth profile as the starting point.
Surface analysis of a real sample starts with thglearesolved acquisition of the high
resolution spectra of the sample. ARXPS peak iitiess are then corrected for
photoionization cross section, asymmetry functiod atensity/energy response function of
the spectrometer. The thus corrected peak intessitie normalized for each of the emission
angles examined. Thus, the normalized and correstehsities of all the XPS peaks
considered are plotted versus the emission angleotstruct the apparent concentrations
diagrams (ACD).

On the other hand, the so calletative depthis calculated for each of the components as the
ratio between the normalized and corrected intgnait near-grazing and at near-normal
emission angle. The relative depth is proportidnahe mean depth at which the component
is located within the surface region of the samplee greater the relative depth, the closer to
the surface the component is located, and viceavditse relative depth plot (RDP) histogram
can then be constructed using the relative degdtleva each component.

Thus, the starting point of the depth profile restouction of a real sample are the ACD and
the RDP obtained from the experimental ARXPS d&it& aim of the MEM is to convert the
ARXPS data into the quantitative depth profile loé sample by fitting the recalculated data
with the experimental points of the apparent cotregions diagram.

On the contrary, in a numerical experiment, the A@od the corresponding RDP are
calculated on the basis of a given synthetic stinec(i.e.: a predefined depth profile) and the
above mentioned IMFP values are set. In the folhgwihese ACD and RDP are referred to
as real-ACD and real-RDP respectively, simply tdicate that they were used as starting

point for the MEM application in that they were Irexperimental data. Thus, the MEM
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protocol was applied to these real-ACD data tofyesihether it was able to reconstruct the
depth profile used to calculate the real-ACD itself

Lastly, for an identical synthetic structure, thgparent concentrations diagrams (ACD) and
the corresponding relative depth plots (RDP) wealculated using only one IMFP value
for all the components, in order to examine théugrice of the IMFP on ACD and RDP. In
the following, these recalculated diagrams arerrefe to as triall-ACD and trial-RDP
respectively, simply to indicate that they were ns¢d in the MEM protocol application but
only to evaluate the influence of the IMFP on AORI&DP data.

In the following, only the results of the most sigrant numerical experiments will be
presented. All the other numerical results candomd in Appendix A.

SYNTHETIC STRUCTURE 3 1+1+1

This structure simulates a layered sample wherevkdayer or the contamination consists of
just one component (A) and the bulk is a pure efgaiesolid (C). Between the overlayer and
the bulk there is an intermediate layer which hs$ pne component (B).

Figure 5.33 shows the depth profile of the synthstructure 3_1+1+1, together with its
MEM simulation (dotted lines). Figure 5.34 shows tkal-ACD calculated on the basis of the
synthetic structure 3_1+1+1 (circles) and using PMMFalues of 40, 30 and 20 A for

components A, B and C respectively, together with MEM recalculated curves (dotted
lines).
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Figure 5.33 : Depth profile of the syntheticFigure 5.34 : Apparent concentration diagram of
structure 3_1+1+1 and its MEM simulation (dottedthe synthetic structure 3_1+1+1 (circles) and
lines). recalculated MEM data (dotted lines).
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For this numerical experiment the depth profile waswn but, as mentioned above, when
the MEM protocol is applied to the experimental ARX data acquired for a real sample, the
object of the analysis is to reconstruct the dgptifile. Thus, assumptions about the depth
profile have to be introduced and some indicaticas be gleaned from the ACD data.
Actually, observing the ACD points in Figure 5.3the overlayer would appear to be
composed of A coating a binary B-C alloy or compahumut we know that this is not the case.
Figure 5.35(a) shows the real-RDP, while figuresf3 shows the trial-RDP, of the synthetic

structure 3_1+1+1.
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Figure 5.35 : Relative depth plot of synthetic stame 3_1+1+1.(a) real-RDP and)b) trial-RDP.

While erroneous assumptions were possible usingeleACD, the corresponding real-RDP
confirm the presence of the A component in the layer, clarifying that the bulk is
composed of C alone, B constituting an intermedeayer. The y-axis of the RDP shows the
relative depth of the components and does not haspecific dimension. The greater the bar,
the closer to the surface the component is loc&edhere is no difference between the real
and trial RDP in Figure 5.35, as both indicatepghesence of an overlayer composed of A, an
intermediate layer composed of B and the bulk casegdmf C.

Table 5.8 shows layer thickness of both the moddIMEM simulated depth profiles.
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Table 5.8 : Depth profile parameters of synthetrtigture 3_1+1+1
and results of MEM simulation.

thickness (A) o
layer |deviation|
. _ (A)
model simulation
overlayer 21.0 21.0 0.0
mtelrmedlate 20.0 19.1 0.9
ayer

SYNTHETIC STRUCTURE 3 1+2

In the case reported above (i.e. synthetic strecturl+1+1), it has been seen that observing
the real-ACD, an erroneous assumption about theahctepth profile could be made: a
profile 3_1+2. Thus, it was decided to show hdre tesults of a numerical experiment
actually performed on the synthetic structure 3_tvhch simulates a layered sample where
the overlayer or contaminated layer is composeohdf one component (A) and the bulk is a
binary alloy or compound (B and C).

Figure 5.36 shows the depth profile of the synthstiucture 3_1+2, together with its MEM
simulation (dotted lines). Figure 5.37 shows thal-&CD calculated using the synthetic
structure 3_1+2 (circles) and IMFP values of 40,a8@ 20 A for components A, B and C

respectively, together with the recalculated MEMvess (dotted lines).
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Figure 5.36 : Depth profile of the syntheticFigure 5.37 : Apparent concentration diagram of
structure 3_1+2 and its MEM simulation (dottedthe synthetic structure 3_1+2 (circles) and

lines). recalculated MEM data (dotted lines).
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Observing the ACD points in Figure 5.37, imaginithgt the depth profile is unknown, it
could be correctly hypothesized that the A compomenstitutes the overlayer on a binary
B-C alloy or compound. Otherwise, it could be wryngssumed that there is an intermediate
layer composed of B alone, located between thelayer composed of A and the bulk

composed of C.

Figure 5.38(a) shows the real-RDP, while Figure8@3 shows the trial-RDP, for the
synthetic structure 3_1+2.
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Figure 5.38 : Relative depth plot for synthetiausture 3_1+2(a) real-RDP andb) trial-RDP.

Also in this case, the real-RDP (Figure 5.38a)aath the actual relative component depths.
However, the relative depth of C in the real-RDRoiser than B, even if they are actually

located within the bulk beneath the same overla@er.the other hand we have to consider
that also the IMFP of C is lower than B. In fattistdifference in the relative depth does not
exist in the trial-RDP (Figure 5.38b) which wasactééted on the basis of the same depth
profile shown in Figure 5.36 but using the same MWrlue for all three species. Note that
the RDP only provides qualitative information abthu relative depth at which the different

components are located but it does not give anyrnmdtion about layer thickness, that can

only be evaluated at the end of the MEM protocatiree.

Table 5.9 shows layer thickness of both the model MEM simulated depth profiles
together with component concentrations.
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Table 5.9 : Depth profile parameters for synthesitucture
3 _1+2 and results of MEM simulation.

thickness (A)

layer |deviation| (A)

model | simulation
overlayer 21.0 21.3 0.3
layer | species|___concetration (at.%) relative error (%)
model | simulation
B 20 22 10
bulk
! C 80 78 3

SYNTHETIC STRUCTURE 3 2+1

Lastly, the results of the numerical experimentigrened on the last 3-component structure,
the profile 3_2+1, are shown. This synthetic sutetsimulates, as an example, the
adventitious contamination (A and B) formed on &leanetal like gold (C).

Figure 5.39 shows the depth profile of the synthstiucture 3_2+1, together with its MEM

simulation (dotted lines). Figure 5.40 shows thel-®&CD calculated using the synthetic

structure 3_2+1 (circles) setting IMFP as 40, 3@ &0 A for components A, B and C

respectively, together with the recalculated MENMves (dotted lines).
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Figure 5.39 : In-depth profile of the synthetiCFigure 5.40 : Apparent Concentration Diagram of

structure 3_2+1 and its MEM simulation (dottedthe synthetic structure 3_2+1 (circles) and MEM
lines). recalculated data (dotted lines).
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In this case, observation of the real-ACD spotsgdeta the correct assumption about the depth
profile. This hypothesis is further confirmed b tteal-RDP, as is shown in Figure 5.41(a).
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Figure 5.41 : Relative depth plot for synthetiausture 3_2+1(a) real-RDP andb) trial-RDP.

However, the minor difference in relative depthwesn components A and B can be
attributed to the difference in their IMFP valuek) (and 30 A respectively). In fact, this
difference in relative depth does not exist in thi@l-RDP (Figure 5.41b) which was
calculated using the same depth profile shown guifé 5.39 but the same IMFP value for all
three species.

Table 5.10 gives layer thickness of both the magledl MEM simulated depth profiles,

together with component concentrations.

Table 5.10 : Depth profile parameters for synthstizicture 3_2+1
and results of MEM simulation.

thickness (A)
model | simulation
overlayer 21.0 22.0 1.0

|deviation| (A)

layer

layer | species|_concentration (at.%) | relative error (%)
model | simulation

A 80 80 0
B 20 20 0

overlayer
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SYNTHETIC STRUCTURE 4 1+1+1+1

One of the doubts about the MEM protocol perforneawas the depth resolution obtainable.
To resolve this, we performed some numerical expenis on particular synthetic structures
formed of mono-component layers alone. One exangplkhe above reported 3_1+1+1 in
which layer thickness was taken as 20 A. Here #wults are shown of the numerical
experiment performed for the synthetic structuré+L+1+1 which has one more component
than the 3_1+1+1 structure, taking a smaller lapekness of 10 A. In the following, the

results of the numerical experiments performed dre t5 1+1+1+1+1 and the

6_1+1+1+1+1+1 structures are also described, gettityer thickness as 7 and 5A

respectively.

Figure 5.42 shows the depth profile of the synthsetructure 4_1+1+1+1, together with its
MEM simulation (dotted lines). Figure 5.43 shows theal-ACD calculated using the

synthetic structure 4_1+1+1+1 (circles) and IMFRuga of 40, 30, 20 and 10 A for the

components A, B, C and D respectively, togethehhie recalculated MEM curves (dotted
lines).
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Figure 5.42 : In-depth profile of the syntheticFigure 5.43 : Apparent Concentration Diagram of
structure 4_1+1+1+1 and its MEM simulation the synthetic structure 4_1+1+1+1 (circles) and
(dotted lines). MEM recalculated data (dotted lines).
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In this case, the real ACD could lead to an erroseassumption: an overlayer of A, an
intermediate layer of B, and a bulk composed ofirmaty C-D compound. But again, the

real-RDP (Figure 5.44a) clarifies the actual dgptbfile. Similarly to the synthetic structure
3_1+1+1, there is no difference between real- aadRDPs (Figure 5.44).
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Figure 5.44 : Relative depth plot of synthetic stawe 4_1+1+1+1.(a) real-RDP andb) trial-RDP.

Table 5.11 gives layer thickness of both the maaled MEM simulated depth profiles,
together with the area under the curves for all ponents.

Table 5.11 : Depth profile parameters of synthsticicture 4_1+1+1+1
and results of MEM simulation.

layer th|ckness_(A) . |deviation| (A)
model | simulation
overlayer 11.0 10.8 0.2
1st intermediate layer 10.0 10.2 0.2
2nd intermediate layer 10.0 10.9 0.9
species curve area _(a.u.) - relative error (%)
model | simulation
A 11.0 10.7 -2.7
B 10.0 10.1 1.0
C 10.0 10.0 0.0
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SYNTHETIC STRUCTURE 4 1+2+1

This structure simulates, as an example, a bingideaB and C components) formed on the
surface of an elemental material (D) with a monoyponent contaminated overlayer (A).
Figure 5.45 shows the depth profile of the synthstructure 4 1+2+1, together with its
MEM simulation (dotted lines). Figure 5.46 shows theal-ACD calculated using the
synthetic structure 4_1+2+1 (circles) and IMFP ealof 40, 30, 20 and 10 A for components
A, B, C and D respectively, together with the reaédted MEM curves (dotted lines).
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Figure 5.45 : In-depth profile of the syntheticFigure 5.46 : Apparent Concentration Diagram of
structure 4_1+2+1 and its MEM simulation (dottedthe synthetic structure 4_1+2+1 (circles) and MEM
lines). recalculated data (dotted lines).

In this case, the trend of the real-ACD points sthaueld the right assumption about the
depth profile, even if the exact location of thenpmnent D may be quite uncertain. However,
here again, the real-RDP (Figure 5.47 a) clarifies doubt, especially if the differences in
IMFP for the four species are taken into account.
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Figure 5.47 : Relative depth plot of synthetic stawe 4_1+2+1.(a) real-RDP andb) trial-RDP.
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Again, the difference in relative depth betweenn8 & (Figure 5.47 a) disappears if B and C
have exactly the same IMFP, as it is forced touwate the trial-RDP (Figure 5.47 b) for
exactly the same depth profile.

Table 5.12 shows layer thickness of both the madel MEM simulated depth profile,
together with the component concentrations.

Table 5.12 : Depth profile parameters of synthsticcture 4_1+2+1 and
results of MEM simulation.

layer th|ckness.(A) . |deviation| (A)
model | simulation
overlayer 10.0 10.2 0.2
intermediate layer 20.0 21.6 1.6
layer species concentration (at.%) relative error
model | simulation (%)
. . 40 41 2
intermediate layer
60 59 -1

SYNTHETIC STRUCTURE 5 1+1+1+1+1

As mentioned above, this structure was chosen deroto determine the depth resolution
obtainable with our MEM protocol. The structure sisis of four mono-component 7 A thick
layers, overlying an elemental bulk material congabsf E alone.

Figure 5.48 shows the depth profile of the synthstiucture 5_1+1+1+1+1, together with its
MEM simulation (dotted lines). Figure 5.49 shows theal-ACD calculated using the

synthetic structure 5_1+1+1+1+1 (circles) and IMBP 40, 30, 20, 10 and 45 A for

components A, B, C, D and E respectively, togethéh the recalculated MEM curves
(dotted lines).
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Figure 5.48 : Depth profile of synthetic structureFigure 5.49 : Apparent concentration diagram of
5 1+1+1+1+1 and MEM simulation (dotted lines). synthetic structure 5_1+1+1+1+1 (circles) and
recalculated MEM data (dotted lines).
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Based on the real-ACD points alone, several diffehgpotheses on the depth profile may be
advanced. However, some of these can be ruled lméraeing the real-RDP (Figure 5.50 a)
and taking into account the different IMFP of themponents. In the real-RDP, the relative

depth of E is too great since it corresponds tohigbest IMFP. In fact, when relative depths

are recalculated using only one IMFP for all thenponents to provide the trial-RDP

(Figure 5.50 b), this discrepancy is eliminated #reltrial-RDP gives a perfect representation

of the layered structure.
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Figure 5.50 : Relative depth plot of synthetic stawe 5_1+1+1+1+1.(a) real-RDP andDb) trial-RDP.

Table 5.13 gives layer thickness of both the magledl MEM simulated depth profiles,

together with the area under the curves of all camepts.

Table 5.13 : Depth profile parameters of synthesictucture
5 1+1+1+1+1 and results of MEM simulation.

layer th|ckness. A) . |deviation| (A)
model | simulation
overlayer 7.0 7.0 0.0
1st intermediate layer 7.0 6.9 0.1
2nd intermediate layer 7.0 6.5 0.5
3rd intermediate layer 7.0 8.8 1.8
species curve integral (u.a.) relative error
model | simulation (%)
A 7.0 6.7 -4.3
B 7.0 6.8 -2.9
C 7.0 7.1 14
D 7.0 6.9 -1.4
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SYNTHETIC STRUCTURE 5 3+2

This synthetic structure was chosen to simulate#se of a three-component layer formed on
a binary alloy, such as an orthophosphate layenddron the surface of a NiP alloy.

Figure 5.51 shows the depth profile of the synthstiucture 5_3+2, together with its MEM
simulation (dotted lines). Figure 5.52 shows thal-&CD calculated using the synthetic
structure 5_3+2 (circles) and IMFP values of 40,20 10 and 45 A for components A, B, C,
D and E respectively, together with the recalcad&H=M curves (dotted lines).
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Figure 5.51 : In-depth profile of the syntheticFigure 5.52 : Apparent Concentration Diagram of
structure 5_3+2 and its MEM simulation (dottedsynthetic structure 5_3+2 (circles) and recalcutite
lines). MEM data (dotted lines).

In this case, the real-ACD provides fairly cleardewce of the actual depth profile.

Figure 5.53 shows both the real- and trial-RDP. iAga correct interpretation of the
real-RDP requires the difference in the IMFP valigebe taken into account, as shown by the
trial-RDP which, on the contrary, gives a perfegpresentation of the depth profile of this
synthetic structure.
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Figure 5.53 : Relative depth plot of synthetic stawe 5_3+2.(a) real-RDP andb) trial-RDP.
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Table 5.14 gives layers thickness of both the maael the MEM simulated depth profiles,
together with the component concentrations.

Table 5.14 : Depth profile parameters of synthetteucture
5 3+2 and results of MEM simulation.

layer th|ckness_ A) _ |deviation| (A)
model | simulation
overlayer 16.0 15.3 0.7

layer species |__concentration (at.%) relative error

model | simulation (%)

A 35 35 0

overlayer B 45 45 0

C 20 20 0

D 80 78 -3

bulk E 20 22 10

SYNTHETIC STRUCTURE 6 1+1+1+1+1+1

This synthetic structure was chosen, similarly ta61+1+1+1, 4 1+1+1+1 and 3_1+1+1, to
determine the depth resolution obtainable withM&M protocol.

Figure 5.54 shows the depth profile of this synthetructure, together with its MEM

simulation (dotted lines). Figure 5.55 shows thal-A&CD calculated using the synthetic
structure 6_1+1+1+1+1+1 (circles) and IMFP valués4®, 30, 20, 10, 45 and 35 A for
components A, B, C, D, E and F respectively, togethith the recalculated MEM curves
(dotted lines).
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Figure 5.54 : Depth profile of synthetic structureFigure 5.55 : Apparent concentration diagram of
6_1+1+1+1+1+1 and MEM simulation (dotted synthetic structure 6 1+1+1+1+1+1 (circles) and
lines). recalculated MEM data (dotted lines).
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Firstly, note that even if the maximum of the siatatl concentration vs. depth curves in

Figure 5.54 is too low with respect to the deptbfipg model, the area under each of the

simulated curves is comparable with the correspandurve in the depth profile model to

within a maximum error of 8 %, as shown in Tabl&%5.

Then, observing both the real-ACD and the real-RBBure 5.56 a), several hypotheses can

be advanced about the depth profile. However, hewm the different IMFP of the

components play a fundamental role in determinioidp bhe trend of the ACD points and the

relative depth of the components in the RDP andt ioeisaken into account. In fact, as shown

in Figure 5.56 b, the trial-RDP perfectly represtat actual depth profile of the system.
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Figure 5.56 : Relative depth plot of synthetic stawe 6_1+1+1+1+1+1.(a) real-RDP andb) trial-RDP.

Table 5.13 shows layer thickness of both the masel MEM simulated depth profiles,

together with the area under the curves of all camepts.

Table 5.15 : Depth profile parameters of synthesicucture

6_1+1+1+1+1+1 and results of MEM simulation.

layer th|ckness. (A) . |deviation| (A)
model simulation
overlayer 5.0 5.0 0.0
1st intermediate layer 5.0 4.9 0.1
2nd intermediate layer 5.0 5.5 0.5
3rd intermediate layer 5.0 7.1 2.1
4th intermediate layer 5.0 6.0 1.0

curve intergral (a.u.)

relative error

species
model | simulation (%)
A 5.0 4.6 -8.0
B 5.0 5.0 0.0
C 5.0 5.3 6.0
D 5.0 4.7 -6.0
E 5.0 5.0 0.0
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SYNTHETIC STRUCTURE 6 1+2+1+2

This synthetic structure was chosen to simulatecs® of a two-component layer formed on
a binary alloy, such as a nickel oxide layer forno@dthe surface of a NiP alloy. To increase
the complexity of the system, a layer of pure D wdsbduced at the interface between the
“oxide” layer and the “alloy”, as well as an pureo@ter contamination layer.

Figure 5.57 shows the depth profile of this synthstructure 6_1+2+1+2, together with its
MEM simulation (dotted lines). Figure 5.58 shows theal-ACD calculated using this
synthetic structure (circles) and IMFP of 40, 30, 20, 45 and 35 A for components A, B, C,
D, E and F respectively, together with the recaltad MEM curves (dotted lines).
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Figure 5.57 : Depth profile of synthetic structureFigure 5.58 : Apparent Concentration Diagram of
6_1+2+1+2 and MEM simulation (dotted lines). synthetic structure 6_1+2+1+2 (circles) and
recalculated MEM data (dotted lines).

As before, observing both the real-ACD and the-RdaP (Figure 5.59 a), several hypotheses
can be advanced about the depth profile. Agaire hotv the trial-RDP perfectly represents
the actual depth profile of this complex syntheticucture, stressing the fundamental role

played by IMFP values in determining the trend & points and the relative depths of all
components.
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Figure 5.59 : Relative depth plot of synthetic stawe 6_1+2+1+2.(a) real-RDP andb) trial-RDP.

Table 5.16 shows layer thickness of both the masel MEM simulated depth profiles,

together with component concentrations.

Table 5.16 : Depth profile parameters of synthstiacture 6_1+2+1+2 and

results of MEM simulation.

thickness (A) |deviation|
layer model simulation A
overlayer 7.0 6.3 0.7
1st intermediate layer 7.0 8.5 15
2nd intermediate layer 17.0 16.1 0.9
S ——
layer species ~ concentration (at.%) relative
model simulation error (%)
. . B 40 38 -5
1st intermediate layer
e 60 62 3
E 25 26 4
bulk F 75 74 1

SYNTHETIC STRUCTURE 6 1+3+2

This synthetic structure was chosen to increase ctiraplexity of the structure 5 3+2

described above which represented the case aftlaophosphate layer formed on the surface

of a NiP alloy. Here, a pure A contamination layexs added to that system.

Figure 5.60 shows the depth profile of the synthstructure 6 _1+3+2, together with its
MEM simulation (dotted lines). Figure 5.61 shows theal-ACD calculated using this
synthetic structure (circles) and IMFP of 40, 30, 20, 45 and 35 A for components A, B, C,
D, E and F respectively, together with the recaltad MEM curves (dotted lines).
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Figure 5.60 : Depth profile of synthetic structureFigure 5.61 : Apparent Concentration Diagram of
synthetic  structure 6_1+3+2 (circles) and
recalculated MEM data (dotted lines).

6_1+3+2 and MEM simulation (dotted lines).

In this case observation of both the real-ACD dredreal-RDP (figure 5.62 a), should lead to
the incorrect hypothesis about a depth profile sagh_1+2+3. However, taking into account

the fact that the D component has the lowest IVdEernatively the correct 6_1+3+2 profile
can also be hypothesized. Note, once again, howtrialeRDP (Figure 5.62 b) perfectly
represents the actual relative depth of all thepaments.
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Figure 5.62 : Relative depth plot of synthetic stawe 6_1+3+2.(a) real-RDP andb) trial-RDP.

Table 5.17 shows layer thickness of both the masel MEM simulated depth profiles,

together with component concentrations.
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Table 5.17 : Depth profile parameters of synthefinucture 6_1+3+2 and
results of MEM simulation.

layer thickness (A) _ |deviation| (A)
model | simulation
overlayer 6.0 5.6 0.4
intermediate layer 10.0 11.4 1.4
layer species|___concentration (at.%) | ye|ative error (%)
model | simulation
B 15 15 0
intermediate layer C 25 26 4
D 60 59 -2
E 35 35 0
bulk F 65 65 0

SYNTHETIC STRUCTURE 6 3+1+2

This synthetic structure was chosen to increase ctiraplexity of the structure 5 3+2
described above which represented the case ofthophrosphate layer formed on the surface
of a NiP alloy. Here, a pure D intermediate layesvadded to that system at the interface
between the “phosphate” layer and the “alloy”.

Figure 5.63 shows the depth profile of this synthstructure 6_3+1+2, together with its
MEM simulation (dotted lines). Figure 5.64 shows theal-ACD calculated using this
synthetic structure (circles) and IMFP of 40, 30, 20, 45 and 35 A for components A, B, C,
D, E and F respectively, together with the recaltad MEM curves (dotted lines).
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Figure 5.63 : Depth profile of synthetic structureFigure 5.64 : Apparent concentration diagram of
6_3+1+2 and MEM simulation (dotted lines). synthetic  structure 6_3+1+2 (circles) and
recalculated MEM data (dotted lines).
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Similarly to the previous numerical experiment, etvstion of both the real-ACD and the
real-RDP (figure 5.65 a), should lead to the inedrthypothesis about a depth profile such as
6_3+3. However, taking into account the fact thhet D component has the lowest IMFP,
alternatively the correct 6_3+1+2 profile can aisohypothesized. Note, once again, how the

trial-RDP (Figure 5.65 b) perfectly representsdbtial relative depth of all components.
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Figure 5.65 : Relative depth plot of synthetic stuwe 6_3+1+2.(a) real-RDP andb) trial-RDP.

Table 5.18 shows layer thickness of both the masel MEM simulated depth profiles,
together with component concentrations.

Table 5.18 : Depth profile parameters of syntheticicture 6_3+1+2
and results of MEM simulation.

layer th|ckness.(A) . |deviation| (A)
model | simulation
overlayer 11.0 10.9 0.1
intermediate layer 10.0 10.3 0.3
layer | species|___concentration (at.%) | rejative error (%)
model | simulation
A 20 20 0
overlayer B 30 29 -3
C 50 51 2
E 35 36 3
bulk F 65 64 2
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SYNTHETIC STRUCTURE 6 3+3

Since in the results described above, it was shimow the observation of both the real-ACD
and the real-RDP could lead to the erroneous hygsathof a 6_3+3 profile, this profile was
chosen to here to emphasize how often two, or evae, structures can be misunderstood.
Figure 5.66 shows the depth profile of the synthstiucture 6_3+3, together with its MEM
simulation (dotted lines). Figure 5.67 shows thal-A&CD calculated using this synthetic
structure (circles) and IMFP of 40, 30, 20, 10,248 35 A for components A, B, C, D, E and
F respectively, together with the recalculated MEiMves (dotted lines).
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Figure 5.66 : Depth profile of synthetic structureFigure 5.67 : Apparent concentration diagram of
6_3+3 and MEM simulation (dotted lines). synthetic structure 6_3+3 (circles) and recalcuthte
MEM data (dotted lines).

In this case, based on the real-ACD and the red-REgure 5.68 a), and taking into account
that the D component has the lowest IMFP, it isspgie to obtain the correct hypothesis for
the depth profile of this synthetic structure. Aganote that the difference in relative depth
between components located within the same laygr f¢ B and C in Figure 5.68 (a) are not
present in the trial-RDP (Figure 5.68 b).
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Figure 5.68 : Relative depth plot of synthetic stawe 6_3+3.(a) real-RDP andb) trial-RDP.

Table 5.19 shows layer thickness of both the masel MEM simulated depth profiles,

together with component concentrations.

Table 5.19 : Depth profile parameters of the syfithetructure
6_3+3 and results of MEM simulation.

layer th|ckne§s (A). |deviation| (A)
model | simulation
overlayer 21.0 21.3 0.3
layer species | concentration (at.%) | re|ative error (%)
model | simulation
A 20 20 0
overlayer B 30 30 0
C 50 50 0
D 60 56 -7
bulk E 15 16 7
F 25 28 12

SYNTHETIC STRUCTURE 7_a& AND 7_&ror

This synthetic structure was chosen to simulatecitveosion film of a Ni-18P alloy. As
shown in Table 5.20, this synthetic structure imposed of a B-G contamination layer to
simulate carbon-oxygen adventitious contaminatel-F-G intermediate layer to simulate
the presence of an orthophosphate layer, a pureygrlat the interface between the
“phosphate” and the C-E bulk which simulates a BRrA&lloy. Note that here the complexity
of the system is not only the result of adding Tecomponent, but also of the fact that this
7 component is present in both the contaminationposphate layers.
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As mentioned above, as well as in Chapter 4, ouMMiEotocol was applied to this synthetic

structure in order to determine whether it was dbleeconstruct the depth profiles used to
calculate the ACD data to be fitted during the o1t

Figure 5.69 shows the depth profile of this synthstructure 7_a, together with its MEM

simulation (dotted lines). Figure 5.70 shows thal-ACD calculated using this synthetic

structure (circles) and IMFP of 40, 30, 20, 10, 35 and 25 A for components A, B, C, D, E,
F and G respectively, together with the recalcaldfeM curves (dotted lines). The results

obtained and their relative errors (with respedhi® depth profile model) are given in Table
5.20.
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Figure 5.69 : Depth profile of synthetic structureFigure 5.70 : Apparent concentration diagram of
7 _a and MEM simulation (dotted lines). synthetic structure 7_a (circles) and recalculated
MEM data (dotted lines).

However, even if a very good agreement was obtawdd the depth profile model
(Figure 5.69), experimental ACD data (i.e. corrdaead normalized ARXPS peak intensities)
are always affected to some degree by error. Exygarial ACD “curves” are not so smooth
as the theoretical ones plotted in Figure 5.70.r@loee, to assess the performance and
accuracy of our MEM protocol when applied to expemtal ACD data, a random error of
110 % was added to each of the ACD points in Figui®. Introduction of a random error,
led to a new set of ACD data and, thus, to a nemverical experiment, referred to as 2
Our MEM protocol was applied to this new set andeav simulated depth profile was
correspondingly reconstructed (Figure 5.71). Theoffithe recalculated data with the error-
affected ACD data is shown in Figure 5.72.

150



CHAPTERS :RHLTS

1.2
—A $ 036 OAOBOCODOE F G|
- - E 3 )
g <=
B — b § 03 O
= —e| |E s
2 F g 024 ___O--O"O
£ ] |s g
8 8 018 O
8 012 ©
g [ 8:!3-@-.8::@::8:-@"u"v&"©
% """""""""""""""""""" g 006 i "@-@::@::,@
[
o
o
© 0
60 80 100 120 140 20 24 28 32 36 40 44 48 52 56 60
depth (A) emission angle (9

Figure 5.71 : Depth profile of synthetic structureFigure 5.72 : Apparent Concentration Diagram of
7_&nor and MEM simulation (dotted lines). synthetic  structure 7.8, (circles) and
recalculated MEM data (dotted lines).

Table 5.20 shows the results, and their relativergy obtained in this 7¢@, numerical
experiment.

Table 5.20 : Depth profile parameters of synthstiticture 7_a and results of MEM simulation, bofthvand
without random error in the ACD data.

model simulation with error-free simulation with error-affected
layer ACD data ACD data
thickness thickness |deviation| thickness |deviation|
A A A A A
overlayer 7 6.5 0.5 6.1 0.9
Ist '“ltermed'ate 12 11.9 0.1 12,5 05
ayer
2nd |r|1termed|ate 6 79 19 92 3.2
ayer
——— |
model simulation with error-free simulation with error-affected
layer species ACD data ACD data
concentration | concentration | relative error | concentration | relative error
(at%) (at%) (%) (at%) (%)
B 80 78 -3 79 -1
overlayer
G 20 22 10 21 5
D 23 27 17 25 9
1st
intermediate F 15 14 -7 14 -7
layer
G 62 59 -5 61 -2
C 82 81 -1 79 -4
bulk
E 18 19 6 21 17
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SYNTHETIC STRUCTURE 7 b AND 7 beror

This synthetic structure is exactly the same asréparted above, but here an E-enriched
layer was added in order to simulate the presericanoenriched P layer between the
corrosion film and the NiP alloy.

As before, the MEM protocol was first applied te thheoretical ACD data. The reconstructed
depth profile is shown in Figure 5.73 (dotted lingsgether with the depth profile model,
while Figure 5.74 shows the theoretical ACD datd toeir MEM curve fitting (dotted lines).
Then a random error of £10 % was added to the étieat ACD data in order to simulate a
set of experimental data. Thus a new numerical exgat was performed on this new data
set, referred to as 7¢h- Figure 5.75 shows the reconstructed depth prdditated lines)
together with the same depth profile model of the @xperiment, while Figure 5.76 shows
these new ACD data and their MEM curve fitting ¢ddtlines).
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Figure 5.73 : In-depth profile of synthetic strudu Figure 5.74 : Apparent Concentration Diagram of
7_b and MEM simulation (dotted lines). synthetic structure 7_b (circles) and recalculated
MEM data (dotted lines).
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Figure 5.75 : In-depth profile of synthetic struetu Figure 5.76 : Apparent Concentration Diagram of
7_b.or and MEM simulation (dotted lines). synthetic  structure 7R, (circles) and
recalculated MEM data (dotted lines).
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Table 5.21 shows the results obtained for both7the and 7_k,,r numerical experiments,

together with their relative errors.

Table 5.21 : Depth profile parameters of synthstiticture 7_b and results of MEM simulation, botthvand
without random error in ACD data.

model

simulation with error-free

simulation with error-affected

layer ACD data ACD data
thickness thickness |deviation| thickness |deviation|
A) (A) (A) (A) (A)
overlayer 7.0 6.4 0.6 6.6 0.4
1stintermediate 12.0 11.8 0.2 12.3 0.3
layer
2nd intermediate 6.0 7.2 1.2 7.1 11
layer
E- enriched 16.0 8.7 7.3 8.0 8.0
bulk layer

simulation with error-free

simulation with error-affected

concentration | concentration | relative error | concentration | relative error
(at.%) (at.%) (%) (at.%) (%)
B 80 78 -3 79 -1
overlayer
G 20 22 10 21 5
D 23 24 4 22 -4
1st intermediate
layer F 15 15 0 14 -7
G 62 61 -2 64 3
E-enriched c 65 65 0 62 -
bulk layer E 35 35 0 38 9
C 82 constrained / constrained /
bulk
E 18 constrained / constrained /

SYNTHETIC STRUCTURE 8 AND 8eror

This synthetic structure, referred to as 8, was alssen to simulate the corrosion film of a

Ni-18P alloy. As shown in Table 5.22, this syntbestructure consists of a B-H

contamination layer to simulate carbon-oxygen atliens contamination and a D-F-G

intermediate layer to simulate the presence of d@hophosphate layer. Between this
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“phosphate” layer and the C-E bulk simulating thelBP alloy, there is a complex interface
where the A component is mixed with an E-enrichledse of the bulk.

Figure 5.77 shows the depth profile of this synthstructure 8, together with its MEM
simulation (dotted lines). Figure 5.78 shows thal-A&CD calculated using this synthetic
structure (circles) and IMFP of 40, 30, 20, 10, 35, 25 and 27 A for components A, B, C,
D, E, F, G and H respectively, together with theateulated MEM curves (dotted lines).

Here too, a random error of £ 10% was introduceadefich of the theoretical ACD data to
simulate the random error which always affects @axperimental data set and a new
numerical experiment was performed, referred t8.as% Figure 5.79 shows the reconstructed
depth profile (dotted lines) together with the samdepth profile model of the 8 experiment,

while figure 5.80 shows these new ACD data and t&M curve fitting (dotted lines).
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Figure 5.77 : Depth profile of synthetic structu8e

and MEM simulation (dotted lines).

Figure 5.78 : Apparent concentration diagram of
synthetic structure 8 (circles) and recalculated
MEM data (dotted lines).
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Figure 5.79 : Depth profile of synthetic structureFigure 5.80 : Apparent concentration diagram of

8e1ror and MEM simulation (dotted lines).

synthetic structure &, (circles) and recalculated
MEM data (dotted lines).
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Table 5.21 shows the results obtained for both7the and 7_§&.r numerical experiments,
together with their relative errors with respecthie depth profile model.

Table 5.22 : Depth profile parameters of synthetigicture 8 and results of MEM simulation, bothhwiénd
without random error in the ACD data.

model simulation with error-free simulation with error-affected
layer ACD data ACD data
thickness thickness |deviation| thickness |deviation|
A A A A A
overlayer 7.0 6.6 0.4 6.8 0.2
intermediate 12.0 12.1 0.1 12.7 0.7
layer
E-enriched bulk 12.0 11.8 0.2 15.0 3.0
+ A layer
model simulation with error-free simulation with error-affected
layer species ACD data ACD data
concentration | concentration | relative error | concentration | relative error
(at.%) (at.%) (%) (at.%) (%)
B 80 78 -3 81 1
overlayer
H 20 22 10 19 -5
D 23 27 17 25 9
mtelrmedlate F 15 14 7 13 13
ayer
G 62 59 -5 62 0
A 40 40 0 34 -15
E-enriched bulk c 36 40 11 47 31
+ A layer
E 24 20 -17 19 -21
C 82 constrained / constrained /
bulk
E 18 constrained / constrained /

5.4.6.2APPLICATION TO REAL SAMPLES

Our MEM algorithms protocol was applied to ARXPSajaecorded for the NiP alloys after
1, 3 and 14 hours polarization in #©, 0.1 M at +0.1 V SCE. Spectra were recorded at 16
different emission angles ranging from 24.88° tal81. However, spectra at emission angles
above 60° were not considered owing to the incngasifect of elastic scattering [1,2]. Data
processing was performed with CASA XPS softwares@Saftware Ltd., UK) as previously
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described (8 4.4.6). Then, the high resolution emgbolved spectra of C1s, Ols, NjZzand
P2p regions were resolved into their components iatahsity was determined. Intensities
were then corrected for photoionization cross-secfi3], angular asymmetry function (8§
4.5.2) and Theta Probe IERF (8§ 4.4.4). Regardirgukan asymmetry function, note that for
the Theta Probe ARXPS acquisition mogengle was not constant since data collection was
done without tilting the specimen. Lastly, correctetensities were normalized to 1 for each
emission angle. Corrected and normalized intessitiere plotted against emission angle to
construct the ACD.

IMFP were calculated using the G-1 predictive eguat[4]. The G-1 equation was
implemented with NIST “Standard Reference Datal¥dsesoftware [5]. IMFP values were
plotted versus electron KE, ranging from 200 to @8V, considering an electron travelling

through four different materials:

mat. 6) ill-defined homogeneous material composed ofoGat(%) and C [ at.%) with
density of 1 g cii to simulate adventitious surface contamination

mat. 7) Nis(POy), with density 1.6 g cii determined by the immersion method

mat. 8) pure red phosphorus [4]

mat. 9) NiP alloy with phosphorus content of 18 at.% andsity of 7.75 g cni [6]

Then the electron IMFP values were

calculated for all the chemical species 100 — —
= adventitious contamination
. . . . ickel (Il) orthophosph
contained in the NiP polarized | g rod phosphoree
Z m— Ni-18P alloy
specimens (i.e. for the photoelectrons | g
o 60
which generated the corresponding | %
[
. L 40
components of the XPS signals) as the | §
7]
photoelectrons travelled through each of |2 2° /
the materials considered separately (i.e. 0
) 200 400 600 80Q 1900_ 1200 1400 1600 1800 2000
four different IMFP values for each of electronic kinetic energy (eV)

the signal electrons). Starting from these  Figure 5.81 : Inelastic mean free path versus kinet

energy of photoelectrons travelling through the
values, the actual IMFP values were adventitious contamination layer, nickel (Il
determined with the simulator routine, as ~ rthophosphate, red phosphorus and a Ni-18P

alloy.
described above (8 4.5.4.8). Figure 5.81
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shows the IMFP vs. KE plot for the four materiafer(mat.], the first hypothesized
composition of 80 at.% C and 20 at.% O is shown).

1 HOUR POLARIZATION

Figure 5.82 shows the ACD and corresponding RDRGutzed from the ARXPS data
acquired from a Ni-18P alloy after 1 hour polari@aatat +0.1 V SCE in 0.1 M N§O..
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Figure 5.82 :(a) ACD and(b) RDP of a Ni-18P alloy after 1 hour polarization+@.1 V SCE in 0.1 M N&Q,.

Considering that the IMFP of a photoelectron triwgl through a generic material is
proportional to its kinetic energy, the series £2p Cls > Ols > Ni2gp can be identified.
So, observing the ACD and RDP, and taking into antdhe results of Tougaard’s method
(8 5.4.5.2), a nickel (Il) phosphate layer wasiatly hypothesized to have formed on the
alloy surface. A carbon-oxygen contamination filrmsanlocated on the phosphate film as the
overlayer, while the elemental phosphorus couldldoated at the interface between the
phosphate layer and bulk alloy.

Using our simulator routine, the best layered stmecwas determined (Figure 5.83 a) and a
suitable IMFP set was found correspondingly (tGth$ = 65.08 A ; total Ols = 54.07 A ;
phosphate P2p = 70.22 A;  phosphate Nigp=39.98 A; elemental Pgp=53.19 A ;
bulk-alloy Ni2ps2 = 14.63 A ; bulk-alloy P2g = 25.69 A). The ACD curves of this layered
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structure were calculated and are shown in Figu82 b, together with the experimental ACD

data.
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Figure 5.83 :(a) Best layered structure for depth profile of a BiPlalloy after 1 hour polarization anfh) ACD
curves calculated correspondingly (dotted linegparimental ACD data are also shown (circles).

Then, the simulator routine was used to find tlaetistg parameters, i.e. layer thickness and a
suitable IMFP set, for applying our MEM algorithmsotocol to the experimental ACD data.
Lastly, Figure 5.84 shows the reconstructed deptfile of the sample, Figure 5.85 the
corresponding ACD data fit.
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Figure 5.84 : Depth profile of a Ni-18P alloy aftdr hour polarization at
+0.1 V SCE in 0.1 M N&Q,.
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Figure 5.85 : Apparent concentration diagram of &18P alloy after 1 hour
polarization at +0.1 V SCE in 0.1 M BBQ, (circles) and recalculated MEM
data (dotted lines).

Table 5.23 shows layer thickness and species ctmatien together with their uncertainty,
which was calculated as three times the standaxdatiten between three independent

determinations.

Table 5.23 : Depth profile parameters of a Ni-18Fow
after 1 hour polarization at +0.1 V SCE in 0.1 MJS&),.

laver thickness species concentration
Y (R) P (at.%)
advent_|t|01_Js 10 +9 C 78 £12
contamination 0 22 +12
ickel Ni 11 +3
nicke 12 +6 P 23 +9
phosphate
(0] 66 +12
Ni 54 +6
P-enriched 20£6 P (bulk-alloy) 33 +3
P (elemental) 13+3
Ni 82 (constrained
bulk / P 18 (constrained

P/Ni ratio in the bulk alloy is equal to 0.22, wdiltotal P/Ni ratio for the P-enriched layer is
0.85.
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3 HOURS POLARIZATION

Figure 5.86 shows the ACD and corresponding RDRGutted from the ARXPS data
acquired from a NiP specimen after 3 hours poléionaat +0.1 V SCE in 0.1 M N&Q,.
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Figure 5.86 :(a) ACD and(b) RDP of a Ni-18P alloy after 3 hours polarizatian+0.1 V SCE in 0.1 M N&Q,.

Using our simulator routine, the best layered stmecwas determined (Figure 5.87 a) and a
suitable IMFP set was found correspondingly (tGth$ = 65.08 A ; total Ols = 54.21 A ;

phosphate P2p = 70.41 A ;

phosphate Nigp= 40.09 A ;

elemental Pgp=52.28 A ;

bulk-alloy Ni2py, = 15.04 A ; bulk-alloy P2s = 26.39 A). The ACD curves of this layered

structure were calculated and are shown in Figu8@ b, together with the experimental ACD

data.
a T b 0.45
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Figure 5.87 :(a) Best layered structure for-depth profile of a MiPLalloy after 3 hours polarization an@) ACD
curves calculated correspondingly (dotted linegperimental ACD data are also shown (circles).
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Lastly, Figure 5.88 shows the reconstructed deptiilp of the sample, Figure 5.89 the
corresponding ACD data fit.
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Figure 5.88 : Depth profile of a Ni-18P alloy aft& hours polarization at
+0.1 V SCE in 0.1 M N&Q..
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Figure 5.89 : Apparent concentration diagram of all8P alloy after 3 hours
polarization at +0.1 V SCE in 0.1 M BB&Q, (circles) and recalculated MEM
data (dotted lines).
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Table 5.24 shows layer thickness and species ctmatien together with their uncertainty,
which was calculated as three times the standaxdatiten between three independent
determinations.

Table 5.24 : Depth profile parameters of a Ni-18kown
after 3 hours polarization at +0.1 V SCE in 0.1 M,NQ,.

laver thickness species concentration
Y (A) P (at.%)
advent_|t|0L_Js 11 +6 C 74 £9
contamination (@] 26 +9
nickel Ni 11+3
phosphate 11 +6 P 27 +12
(@] 62 +12
Ni 56 +9
P-enriched 21+6 P (bulk-alloy) 32+6
P (elemental) 12+3
Ni 82 (constrained
bulk / P 18 (constrained

P/Ni ratio in the bulk alloy is equal to 0.22, wailtotal P/Ni ratio of the P-enriched layer is
0.79.

14 HOUR S POLARIZATION

Figure 5.90 shows the ACD and corresponding RDRutated from the ARXPS data
acquired from a NiP specimen after 14 hours padéion at +0.1 V SCE in 0.1 M N&O,.
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Figure 5.90 :(a) ACD and(b) RDP of a Ni-18P alloy after 14 hours polarizatian+0.1 V SCE in 0.1 M N&Q,.
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Using our simulator routine, the best layered stmecwas determined (Figure 5.91 a) and a
suitable IMFP set was found correspondingly (tGth$ = 65.08 A ; total Ols = 54.27 A ;
phosphate P2p = 70.48 A;  phosphate Nigp= 40.13 A; elemental Pgp=53.18 A ;
bulk-alloy Ni2ps2 = 15.40 A ; bulk-alloy P2g, = 27.04 A). The ACD curves of this layered

structure were calculated and are shown in Figug# b, together with the experimental ACD

data.
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Figure 5.91 :(a) Best layered structure for depth profile of a 8Plalloy after 14 hours polarization arfd) ACD
curves calculated correspondingly (dotted linesperimental ACD data are also shown (circles).

Lastly, Figure 5.92 shows the reconstructed deptiile of the sample, Figure 5.93 the
corresponding ACD data fit.
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Figure 5.92 : Depth profile of a Ni-18P alloy aftd4 hours polarization at
+0.1V SCE in 0.1 M N&Q,.
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Figure 5.93 : Apparent concentration diagram of a1I8P alloy after 14 hours
polarization at +0.1 V SCE in 0.1 M B8&Q, (circles) and recalculated MEM

data (dotted lines).

Table 5.25 shows layer thickness and species ctmatien together with their uncertainty,

which was calculated as three times the standaxdatiten between three independent

determinations.

Table 5.25 : Depth profile parameters of a Ni-18Fow
after 14 hours polarization at +0.1 V SCE in 0.IN&SQ,.

laver thickness species concentration
Y (R) P (at.%)
advent_|t|01_Js 12 +6 C 77 £6
contamination (@] 23 +6
ickel Ni 15+6
nicke 11 +3 P 21+3
phosphate
(@] 64 +6
Ni 53+3
P-enriched 18 +3 P (bulk-alloy) 36 +3
P (elemental) 11+3
Ni 82 (constrained
bulk / P 18 (constrained

P/Ni ratio in the bulk alloy is equal to 0.22, to®dNi ratio of the P-enriched layer is 0.89.
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5.4.6.3 SUMMARY OF THEMEM RESULTS OBTAINED ON THE POLARIZED SAMPLES

Table 5.26 summarizes the MEM results of the dgpdfile of a Ni-18P alloy, examined

after polarization for the three times investigatadthis work, i.e. 1, 3 and 14 hours at
+0.1V SCE in 0.1 M NSO

Table 5.26 : Depth profile parameters of a Ni-18®wafter 1, 3 and 14 hours polarization at
+0.1 V SCE in 0.1 M N&Q..

thickness (A) . concentration (at.%)
layer species
1 hour | 3 hours | 14 hours 1 hour 3hours 14 hours
o 78+12 74 +9 77 +6
e 1020 1126 1230
(e 22+12 269 23+6
_ Ni 11 £3 11 £3 15+6
nickel 1246 1146 1143 P 23+9 27412 21+3
phosphate
(@] 66+12 62+12 646
Ni 54 +6 56 +9 53+3

P-enriched 20 +6 21 +6 18 +3 P (bulk-alloy) 33+3 32+6 36+3
P (elemental) 133 12 +3 11+3
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DISCUSSION

In this chapter the experimental results are disedgscomparing them with each other and
with those found in the literature. The electrocleairesults are discussed in section 6.1.
Then, in section 6.2, the XPS spectra acquired botihe standard and the angle-resolved
mode are compared to those acquired on the referenmpounds analyzed in this work and
to those reported in the literature. The spectrguaced in the standard mode are discussed in
order to clarify the chemical state of the elemeissent in the surface films formed on the
Nil8P alloy. . Section 6.3 discusses the resulte@fon sputtering kinetics performed on the
Ni29P and Nil8P alloys: a procedure to monitor ttanges induced by the ion sputtering is
proposed: changes of the intensity of the P2p $igppears to be a suitable method to avoid
the alteration of the surface composition of th€ iiloy due to the preferential sputtering of
phosphorus.

The results of the XPS quantitative analysis ofsingttered NiP alloys obtained with
the First Principles method and the Tougaard’s rodtlare compared with each other and
with the results of the EDX analysis. The spectquaed in the angle-resolved mode are
discussed to illustrate the starting point for tmen-destructive determination of the
concentration in-depth profile. In section 6.4 tlesults of the concentrations in-depth profile
of the polarized NiP alloys obtained with both feugaard’s method and the MEM protocol
are discussed and compared with each other. Talawithe MEM protocol and to assess its
performances and accuracy the results obtained odemarxps data are discussed. Finally
in section 6.5, a new model for the film formatiorechanism and for explaining the

corrosion resistance of the Ni18P in contact wibluson is put forward.
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6.1 ELECTROCHEMICAL BEHAVIOUR

The corrosion performance of NiP alloys is one bé& tmajor reasons for their wide
application in a variety of industrial fields. Howe, despite being widely studied, no
conclusive explanation for their corrosion resist@has yet been provided.

It is well known [1-7] that amorphous/nanocrystadli NiP alloys show high corrosion
resistance both in acidic and neutral solutions #ad the anodic behaviour of amorphous

alloys differs from that of pure crystalline nick2|8-10].

6.1.1 CURRENT ARREST

NiP alloys passivate at potentials at which Ni digss actively, while at more anodic
potentials the alloy undergoes transpassive digsalun a potential region where nickel
passivates. Furthermore, the anodic behaviour Bf &llioys is unaffected by the presence or
concentration of chloride ions, while pure Ni isveeely pitted [2,8-10]. The results of this
work confirmed these observations (8 5.3.1). Ni-&8Bys exhibit a current density arrest, in
the potentiodynamic polarization curves, both indi@cand near neutral solutions, in the
potential range from ca. -0.2 V to +0.2 V SCE (Fey.5), where active-passive transition
takes place for pure nickel [2,11-14]. This curramest as well as the current increase at
potentials higher than +0.2 V SCE, were found tptaectically independent of solution pH.
The same results have been reported for electratteddNiP alloys with 23 and 29 at.% P in
a pH range from 1 to 6 [14]. In addition, this @nt arrest was found to be independent of
chloride presence and, as previously reported Bl2df chloride concentration too. These
results rule out the classical passivation mecharfig oxy-hydroxide film formation that is
known for pure nickel [15-17], in agreement with XBurface analytical results (see below),
no nickel oxide being found on samples potentiacstly polarized in the current arrest

region (Figure 5.12).

6.1.2 PASSIVATION VS. DIFFUSION LIMITATION

Results of potentiostatic experiments in the curegrest region (8 5.3.2) provide additional
important information. Whereas the current decaypiare nickel follows a power law with
exponent -1 (i.e. slope in logi/logt plots), NiFogs show a power law decay with an
exponent of about -0.5, thus a square root lawufieidp.6). This behaviour has been reported
for electrodeposited NiP alloys in neutral chlorm®taining solutions [13], sulphuric acid
[2,9,11] and hydrochloric acid [2]. The electrocheah results can be interpreted in terms of
diffusion of the faster dissolving component of oy (nickel) through the developing
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surface layer enriched in the slower dissolving ponent (phosphorus) [11-13,18,19].
Preferential dissolution of nickel from the NiPoglé is well documented and electrochemical
results provide evidence of a diffusion controlf@@cess. Thus, the observed current decay
may be due to the slowing down of nickel diffusitinough a thickening P-enriched surface

layer. However, the chemical state of this phospsiepecies is not yet clear.

6.1.3 LOCALIZED CORROSION OF NiP ALLOYS

After prolonged potentiostatic  polarization in  thecurrent arrest region
(-0.2<E<+0.2v SCE), very small localized cseiom features (“black spots”) were
observed on the surface of NiP alloys in earlierksd3,10] and also found in this work
(Figure 5.7). These features cannot be considesea@h#oride induced pitting corrosion
because NiP alloys are not protected by a passidke dilm and because the “black spots”
were found to occur both in 0.1 M NaCl and in 0.IN&SO,. Whereas on mechanically
polished samples the starting point of these laedliattacks is difficult to establish, on the
unpolished samples, the “black spots” do not seembeé preferentially located at
morphological features such as grain boundariesimawe randomly distributed. The reasons

for and identification of the initiation of thesechlized attacks requires further investigation.

6.2 CHEMICAL STATE OF ELEMENTS PRESENT ON SURFACE

FILMS
6.2.1 Ni2psz;
Ni2ps, spectra, acquired from the polarized NiP alloyspoveed the presence of two
components associated with at least two differdr@ndcal environments of nickel. Two
components of the NiZp region were also reported in earlier surface ditallystudies of
NiP alloys after anodic polarization [1,20]. Peakxima and their relative intensity s were
found to be independent of polarization potentrad éme. The binding energy values of the
spectra acquired after polarization were also fotmde equal to those recorded for the
unpolished and mechanically polished sample. U8iegeference compounds reported in the
literature [1,9,20] and analyzed in this work (T&bl1), the peak at 853.1 eV and its satellite
at 860.5 eV were assigned to the nickel in the falitky, while the second peak at 857.0 eV
and its satellite at 863.2 eV were assigned fd b in nickel phosphate or polyphosphates.
These findings are in agreement with those repariethe literature (Table 2.1) and with
those found in this work (Table 5.3). Since thefaldnce between phosphate and

pyrophosphate is only 0.3 eV, no attempt is made he distinguish between these two
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chemical states. The presence of nickel hydroxidg ine excluded because its binding
energy is reported to be 856.3 eV accompanied éyrthltiplet splitting signal at 857.3 eV
[49]. Furthermore it should be pointed out that tR&ps, region does not exhibit a
component at 854.5 eV, thus it can be concludedrnhaNiO is present in the surface film of
polarized NiP alloys in neutral de-aerated soligion

The binding energy difference between the main peak the satellite of the nickel in the
bulk alloy (7.3 eV), as well as the ratio of theefl#te and the main peak area (0.09), is in
good agreement with an earlier work [21] aboutdffect of the phosphorus concentration on
the electronic structure of NiP alloys.

On the basis of these results, an “oxide” passiwedimilar to the one formed on pure nickel
[15-17] can be ruled out: the surface film veryelik contains a mixture of nickel phosphates
which have very low solubility in water at 25°Cg& 10%).

6.2.2 P2p

Three doublets, due to the spin-orbit coupling detected in the spectra of the P2p region
acquired from the polarized NiP samples. They ase@ated to three different chemical state
of phosphorus. Three peaks in the P2p spectrabmegere also reported in earlier surface
analytical studies on amorphous melt-spun NiP allafter mechanical polishing and after
anodic polarization [1,18,20]. The Pgp P2p,, binding energy values and the PKLL kinetic
energy of these three phosphorus species, as wéller relative intensities, were found to
remain unchanged within the experimental uncegawith the polarization potential and the
polarization time as reported in an earlier work [Bhe P2p, BE and PKLL KE values
reported in the literature for polarized samplesiargood agreement with those found in this
work (Table 5.4). Using the values recorded forerefice compounds taken from the
literature [1,9,18,20] and obtained in this worlalfle 5.2), it was possible to assign the peak
at 129.5 eV to the phosphorus in the bulk alloye Tdther peak found at 133.7 eV was
slightly shifted (0.3-0.4 eV) at higher binding egies with respect to the same peak acquired
for the NiP sample both in the unpolished and pelisstates (133.3 eV). The same binding
energy difference was observed between the refer@ycophosphate (133.6 eV) and the
orthophosphate (133.3 eV) analyzed here. Furthemibie O1s curve-fitting results, that
after polarization exhibit a component at 532.9(8\6.4.2.4 — Figs 5.18, 5.19), as well as the
guantitative data obtained applying the MEM to tlegle-resolved spectra (8 5.4.6.2),
suggest that this component may be assigned tg)ghasphates. The mechanism of film

formation, its growth and stability are discussedhie following (8 6.5).
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Regarding the component at 132.0 eV, its identificais not straightforward. The binding
energy value is higher than that of elemental phosgpgs (ca. 130.0 eV) [this work,9,18], but
slightly lower than that derived from P(+1) compdan(NabBPO, at 132.3 eV) [this
work,7,18]. Some authors proposed assigning thermediate P species to P(+1) or P(+3)
even if they were not able to identify the compo(i2d]; others suggested the formation of
hypophosphite [18]. Alternatively, this phosphorapecies was assigned to elemental
phosphorus #{9,22].

6.2.3 CHEMICAL STATE OF INTERMEDIATE P

More precise information 1860 | : : : 79881 w_'
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ma— : - FaliTPC
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. . . . & HazPD
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. f 4 in th 1848 | 1 | I | | 1
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distinct regions of the Binding Energy (eV)

chemical state plot Figure 6.1 : Wagner chemical state plot of phospisprshowing

. ) the different P species present on the surface lettreless

(Figure 6.1). The group in deposited NiP alloys after 1, 3 and 14 hours pdaiation at

. +0.1VSCE in 0.1 M N&Q, (full symbols). P-containing

the lower left region of the reference compounds analyzed in this work and etlfram the
plot (P2p)> 133.7 eV literature are given for comparison (open circles).

PKLL 1851.4 eV)

corresponds to P(+5) in phosphates, close to transnetal phosphates [22,25]. The group in
the upper right region of the plot (P2fl29.5 eV, PKLL 1858.5 eV) corresponds to P in the
bulk alloy as for melt spun FeNiPB or Fe%sC; [9,22]. The intermediate P (Pzp
132.0 eV, PKLL 1855.3 eV) occupies the region ire tbthemical state plot nearest to
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elemental phosphorus (red or black) with Auger paxi@r 1987.3 eV [9,22]. Thus, it can be
concluded that P in the bulk alloy cannot be assigo phosphorus with an oxidation number
equal to zero. Actually the P in NiP alloys shoveeslightly negative formal charge compared
to elemental red P. The binding energy of phosphatoms in the alloy P2p was about
0.3-0.4 eV lower than elemental red P. Comparingséhresults with those found in the
literature, it can be concluded that a slight ckargnsfer (about 0.3-0.4 electrons per P atom)
from Ni to P occurred in the NiP alloys [26] leagito a partially covalent bond [27]. This
charge transfer corresponds to 0.1 electron patdn [26] as shown by the small shift of the
Ni2ps;, peak compared to pure nickel. The chemical statleeointermediate P is attributed to
a phosphorus in the same chemical state’ ¢inPagreement with previous results for FeCrPC
alloys [22]), while the attribution to P(+1) or B#found in the literature [18,20] can be ruled

out.

6.2.4 Ols

Three components were detected in the Ols spetthNiPo alloys acquired after anodic
polarization (8 5.4.2.4). The binding energy valae$31.5 , 532.9 and 535.0 eV respectively
were found to be independent of polarization paataind time (Table 5.5). On the contrary,
only two components at 531.5 and 533.4 eV respagtiifFigure 6.2), were found in the Ols
spectra acquired from unpolished and mechanicalligiped NiP alloys.

On the basis of the binding energy

values reported in the literature
[1,18,20,28,29] and of those found for
the reference compounds analyzed in
this work, it was possible to assign the
peak at 531.5 eV to non-bridging oxygen

intensity (a.u.)

as in phosphates [1]. This signal includes

the contribution of the oxygen from 4
carbonates (531.6 eV) [29,30], whose ‘ ~ ’: T,
presence on the surface of the polarized 2 @ @ 2 2 & &

binding energy (eV)

samples is confirmed by the C1s signal
Figure 6.2 : Comparison of high resolution

at 288.6 eV (85.4.2.5). The peak at spectra for Ols region acquired from NiP alloy

) (a) unpolished(b) after 1 hour polarization at
532.9 eV was only detected following +0.1V SCE in 0.1 M NSQ,.
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potentiostatic polarization and it might be assdyteethe bridging oxygen in polyphosphates.
However, this component includes the contributiafisthe oxygen from adsorbed water
(533.4 eV) [18], which was clearly observed onuheolished NiP alloy surface.

The higher binding energy peak at 535.0 eV wasbattd to the NaKLL Auger signal.

6.2.5 Cls

The C1s spectra belongs to the surface film fororethe Ni-18P alloy acquired after anodic
polarization (8 5.4.2.5). It is the convolution tbfee signals and their relative intensity was
found to be independent of polarization potentiadl &me (Table 5.6). On the basis of the
binding energy values reported in the literaturethe reference compounds [29,31,32] it was
possible to assign the peak at 284.8 eV to thehatip carbon from adventitious
contamination. The peak at 288.6 eV was attributedthe carbonates formed as a
consequence of the adsorption of & top of the surface film [29,30]. The intermddia
binding energy peak at 286.6 eV might be identifemda carbon atom bonded to a single
oxygen atom, such as in adsorbed ethanol: thisesblwas used as lubricant during

mechanical polishing.

6.2.6 NON-DESTRUCTIVE DEPTH PROFILE

In the present work, the distribution of the eletseand their chemical states as a function of
depth is reported for the first time for NiP alloyBhe angle-resolved XP-spectra of the
Ni2ps region (Fig. 5.14) reveal that the phosphatesamaed in the outer part of the sample
surface. This is confirmed by the ARXPS spectrahef P2p region (Fig. 5.17) that also
suggest that elemental phosphorus is present antéréace between the polyphosphates and
the bulk alloy. The ARXPS spectra for the O1s ragigig. 19) show that the non-
bridging / bridging oxygen ratio decreases slightlth increasing emission angle. This might
also be ascribed to the contribution of the adsbrlater to the bridging oxygen peak. Since
this species is adsorbed on the top of the suffloeits contribution to the bridging oxygen
peak increases with increasing emission angle. Meweat near-normal emission angles,
where the contribution of the adsorbed speciettenaated by the greater sampling depth, the
O1s ARXPS spectra acquired from the Ni-18P alldysr@oth 1 and 3 hours polarization,
show a non-bridging / bridging oxygen ratio equal ¢a. 1.8, typical of a long-chain
phosphate. After 14 hours polarization the nondind / bridging oxygen ratio was found at
near-normal emission angles to increase to caT8i8.may be attributed to the breakdown or

to a rearrangement of the phosphate chains, simeéntensity of the non-bridging oxygen
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increases with increasing polarization time. Thigpdthesis is further confirmed by the
observation that after 14 hours polarization, tbe-bridging O to “phosphate” P intensity

ratio is higher (+ 40%) than after 1 or 3 hourpolarization.

6.3 XPS QUANTITATIVE ANALYSIS OF SPUTTERED NiP ALLOYS

SURFACE

6.3.1 PREFERENTIAL ION SPUTTERING OF PHOSPHORUS

In order to obtain a pristine NiP surface as aregfee for testing the different quantitative
approaches, it was decided to sputter clean thgleanmn situ before acquiring the spectra.
On the other hand, sinceig well known that ion sputtering process modife surface
chemical composition of multi-component materiats a resultof preferential sputtering
[33,34] it was necessary to set up a procedurenfamitoring the sputtering-induced surface
changes. This work is not intended to contributetite understanding of the sputtering
process, but simply provides a phenomenologicatrgesn of the compositional changes
occurring in NiP alloy surfaces under our experitabsputtering conditions (8 4.4.2). lon
bombardment generally leads to surface enrichroérthe component having the lower
sputtering yield [33]. The sputtering yield is aeplomenological coefficient that actually
depends on many factors such as ion beam energle ahincidence, target/ion mass ratio,
and target binding energy [33,35].

The results of the ion sputtering kinetic runs parfed in this work (8 5.4.3) reveal that the
relative intensity of both Ni and P peaks increas#éh increasing etching time, up until the
contamination films is completely removed from tléoy surface. The P2p peak intensity
reached its maximum for the etching time (10 s urtde experimental conditions applied in
this work) where both Ols and C1s signal intendi&came indistinguishable from the
spectral background noise. At longer etching tini&2y intensity decreased with increasing
etching time, while Ni2§, intensity continued to increase. Finally, afterestain etching time
(ca. 120+150 s under the experimental conditionspeetl here) the relative intensity of
Ni2ps2 and P2p peaks remained stable.

These results are interpreted in terms of prefekemn sputtering. Until such time as the
contamination layer is not completely removed frin@ alloy surface, the ion beam etches all
the chemical species within the contamination lasalf. The contamination layer becomes
increasingly thinner and its contribution to theeatiation of photoelectronic signals
generated in the bulk is thus progressively reduéesda consequence, the intensity of both

the Ni and P bulk-lines increases. Once the surfacéamination layer has been completely
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removed, preferential sputtering of phosphorus cleading to a surface enrichmerit
nickel, which is then thought to have a lower sguintig yield [33]. The preferential sputtering
of phosphorus continues up to a given etching tifwe 120+150 s under the present
experimental conditions). At longer etching tim#s reduced phosphorus concentration at
the surface alloy, possibly tends to offset itshieig sputtering yield, thus, the surface
composition then appears to be insensitive to spng. Under the experimental conditions
adopted here, preferential sputtering of phosphoeased, thus it was concluded that Ni and
P sputtering yields became comparable at thatregdimne. In other words, at ca. 120+150 s,

the system reached an equilibrium sputter rate.

6.3.2 COMPARISON OF DIFFERENT METHODS FOR QUANTITATIVE X
ANALYSIS
In order to avoid preferential sputtering inducespositional changes of the NiP samples
surface, ion sputtering was performed as describwethe kinetics run n.2 (8 5.4.3). The bulk
component of the P2p region was monitored versakireg time and the Arflow was
interrupted as soon as P2p bulk intensity reachedraximum. The “complete” removal of
the contamination layer was denoted by the disa@mee of the C1ls and O1s lines and the
First Principles method for quantification was apgl(8 5.4.4) using the areas of the Nj2p
and P2p signals. Tougaard’s method was also apf#i€d4.5.1). The results obtained with
the different methods are compared with those pbthiwith EDX analysis (8 5.2) in
Table 6.1.

Table 6.1 : XPS and EDX results of quantitativefate analysis of the
NiP alloys studied in this work.

XPS
Tougaard’s method EDX
(analyze approach)

XPS
First Principle method

P content

(at.%) 18 +2 13+8 18.7£0.3

These results are comparable within the experinhemtar, showing that the P2p intensity
monitoring procedure has been effective in limititmg preferential sputtering of the NiP
alloy surface within the accuracy of the XPS teghei Tougaard’s analyze approach was
found to be the least precise and accurate ofhadlet quantification methods tested here.
However, it should be pointed out that Tougaardé&thad is applied using the survey rather

than high-resolution spectra [36], thus it is ugutdster and simpler than the First Principles
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method, since it requires shorter acquisition tinfiess both spectra recording and data

processing [37].

6.4 POLARIZED NiP ALLOYS IN-DEPTH PROFILING
6.4.1 TOUGAARD’'S GENERATE APPROACH

Using Tougaard’s generate approach
(8 5.4.5.2), the thickness of the

phosphates overlayer was estimated to

-— +10

be 9 +1 A after anodic polarization at
+0.1 V SCE in 0.1 M Ns&50O, solution. g
Here, only the thickness is significant ;E
since the composition of this overlayer E’ L a6
is constrained by the reference survey
spectra use for the application of
Tougaard’s method (Figure 6.3). These
results also suggest the formation of a

P-enriched interface between the

“phosphate” layer and the bulk alloy,
as shown schematically in Figure 6.3. coverage (%)

The thickness of this P-enriched Figure 6.3 : Schematic diagram of depth profileaof

interface was calculated as 10 A. The polarized Ni-18P alloy, reconstructed with
Tougaard’s generate approach.
presence of a P-enriched layer at the
alloy surface has been hypothesized by many autfibs7,9-11,18,20,38-40] and its
presence has also been confirmed with both glowhdige optical spectroscopy [8] and
Auger Electron Spectroscopy (AES) depth-profili@d However, some authors maintain that
the phosphorus atoms in this phosphorus enrichgt Ehould occur as phosphate [1,11] or
as hypophosphite [2,7,18] without allowing for thessibility that the phosphorus could be
present in different chemical states [9]. The nssubtained with Tougaard's generate
approach revealed, after polarization, phosphorugclement at the NiP alloy surface and
allowed to distinguish between an outer phosphateerl and an P-enriched interface.
However, with Tougaard’'s depth-profiling it is pdde to use a maximum of only three
components for simulating the experimental spectf@6]. Thus the elemental P (i.e. the
intermediate P chemical state (8 6.2.3) [9]) caubd be taken into “explicit” account, since

only two P-containing reference compound spectraldcdoe used: one to simulate the
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phosphates overlayer and the other to simulaté’threthe bulk alloy together with the P in
the elemental chemical state.
Table 6.2 summarizes the layer thickness and speoiecentration of the depth profile of the

Table 6.2 : In-depth profile parameters of a  Ni-18P alloy after 1, 3 and 14 hours
Ni-18P alloy after 1, 3 and 14 hours

polarization in 0.1 M NgSQ, at +0.1 V SCE potentiostatic polarization. Thickness of both
determined - with — Tougaard's —generate  the phosphate layer and the P-enriched
approach.
polarization interface were found to be independent of
time (h) 1 3 14

polarization time. Regarding P concentration

phosphates layer
thickness (A)
P-enriched interface
thickness (A) polarization, it was found to increase from

P-enriched interface
P content (at.%) 55 at.% (1 hour) to 70 at% (3 hours). At

bulk alloy Ni-18P longer polarization times, the phosphorus

at the P-enriched interface, after 3 hours

concentration at the interface seems to be
independent of the polarization time. However, as ds the accuracy of these results is
concerned, depth profile structural parameters Ishbe divided into two groups [41]: three
primary and a maximum of three secondary structpaabmeters. More than six structural
parameters cannot normally be determined with asyrek of accuracy [41]. The primary
parameters are the three most important paramietedescribing the depth profile within a
depth of 5-10\ (170-350 A in this case) [41]. The three primagrgmeters of the depth
profile of the polarized Ni-18P alloys (Figure 6a8e: phosphates layer thickness (ca. 10 A),
phosphates layer coverage (100%) and Ni (or P) baolkerage (82%). Uncertainty in the
three primary parameters is typically 5-10% [41heTsecondary parameters are parameters
that characterize the finer details of the deptfilerin the outermost 5-18 of the surface
region [41]. The depth profile of the polarized NP alloys (Figure 6.3) has only two
secondary parameters: P-enriched interface thiskries. 10 A) and maximum P (or
minimum Ni) content (55-70%) within the P-enrichiaterface. Uncertainty in the secondary
parameters is always greater than in the primargrpeters, and typically amounts=®5%
[41].

It can be concluded that the depth profile of th@apzed Ni-18P alloys is actually
independent of polarization time, since the diffee between the maximum P concentration
in the P-enriched interface (Table 6.2) determirsédl hour (55 at.%) and at longer
polarization times (70 at.%) are actually compagahithin Tougaard method accuracy [41].
These results are consistent indeed with the fettthe relative intensities of the components
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of the P2p spectral region (Table 5.4) were foumdé independent of polarization time
(8 6.2.2).

6.4.2 MEM PERFORMANCEAND ACCURACY : NUMERICAL EXPERIMENTS

As mentioned in the previous chapters, in ordetraasform the intensity vs. angle profiles
into the concentration vs. depth distribution ok telements in the different chemical
environments, a maximum entropy method has beeelaigd. This paragraph discusses the
results of the MEM numerical experiments performteddemonstrate the ability of our
algorithms protocol to resolve the depth profile @fsample with varying number of
components. Here, examples with 3 to 8 componedhtd, can be differently distributed
within the layers, (8 5.4.6.1) are discussed. Haweit is also clear that any information
about the sample, such as chemical state of tineeelis and a starting estimation of the depth
profile (e.g. obtained with Tougaard’'s method)gt@aned from the literature, is essential for
solving the ill-posed problem of the non-destruetieconstruction of a depth profile from
ARXPS data [42].

6.4.2.1APPARENT CONCENTRATION DIAGRAMS AND RELATIVE DEPTHPLOTS:

INFLUENCE OF IMFP

Results of the numerical experiments (8 5.4.6.1) 07
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Figure 6.5 : ACD of synthetic

intensity of the species C decreases with incrgasin structure 3. 1411,
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emission angle as expected for a species locatedeinnner layers of the surface region.
However, misleading conclusions can often be dratawut the relative depth of the different
chemical species from the trend of the ACD poirggshe example in Figure 6.5 illustrates.

This graph shows the ACD of the synthetic struc®ré+1+1. Observing the ACD points,

one could mistakenly deduce that the sample depth

o
w
o

profile is characterized by an overlayer of pure A 0A0BOCODOE FOG |

0.3 ©

and a binary sublayer composed of B and C. Our o

O
0.24 o ©

aa O

numerical experiments (8 5.4.6.1) show that even a CIRCIR

trend reversal of the ACD points is possible, lagdi

88888888858

0
20 24 28 32 36 40 44 48 52 56 60

relative depth of the chemical species. emission angle

Another example that elucidates the possible Figure 6.6 : ACD of synthetic
structure 7_a.

apparent relative concentration (at.%)
o
=
o]

to completely mistaken conclusions about the

problems  encountered in data

interpretation  is  illustrated in BABEEC
Figure 6.6 which shows the ACD of

the synthetic structure 7_a. The species

~—
Y
N—

A is actually located deeper than the

species D, but it can be seen that while

relative depth (a.u.)

the corrected intensity of D decreases

with increasing emission angle, the

corrected intensity of A slightly (b) mAEBEC

increases. The species D and F are

located within the same layer (i.e. at

the same depth), but as can be seen,

relative depth (u.a.)

while the corrected intensity of D

decreases with increasing emission

angle, the corrected intensity of F

Sllghtly Increases' On the Other hand’ F|gure 6.7 : RDP of SynthetIC Structu(a) 3_1+1+1
and(b) 3_1+2.

the ACD points for the species A and F

exhibit almost the same trend, even if they ardawdted within the same layer. The data can
be more conveniently displayed using the relatieptd plots (RDP) (8 5.4.6.1). which
display corrected intensities from ARXPS data bettean the ACD. Let us take as an
example, the ACD of the synthetic profile 3_1+1Fig(re 6.5). This profile can be mistaken
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for the ACD of structure 3_1+2 (see discussion &po@n the contrary, these two structures
can be clearly distinguished examining their RDig\Fe 6.7).
Another example with a more complex structure ist#P+1. Figure 6.8 shows both its ACD

and the corresponding RDP.

(@) (b) mAEBECED
OAOBOCOD @)

o0 °

05
0.4 Ooooo

0.3

0.1

relative depth (u.a.)

apparent relative concentration (at.%)

0 OOOOOOOmr\

20 25 30 35 40 45 50 55
emission angle (9

L0

0

Figure 6.8 :(a) ACD and(b) RDP of synthetic structure 4_1+2+1.

The apparent relative concentration of speciesctemses with increasing emission angle, as
expected for a species located in the overlayer. ti@n contrary, the apparent relative
concentration of species C and D decreases witleasing emission angle, as expected for a
species located in the sublayer. The trend of AGDtp for species B is intermediate, thus it
could be hypothesized that this species is locateth intermediate layer or at the interface
between the overlayer, composed of pure A, andarpibulk, composed of C and D. Thus,
the ACD leads to the erroneous structure: 4_1+O¥Pthe other hand, the RDP clearly show
the actual relative depth of all four species. Thaority of synthetic structures examined
here could be misunderstood relying simply on tA&iD.

However, when performing the numerical experimesgigeral cases arose where the RDP
could also lead to misinterpretation of the actiggth profile (8 5.4.6.1). It can be concluded
that both these diagrams are very useful toolsdsiricting depth profile starting hypotheses
to two or three structures at the most. Thus, depdfile reconstruction of a sample surface
becomes very difficult in the absence of other infation except for ACD and RDP. As

mentioned above, it is essential that all availabfermation about the sample be taken into
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account. In particular, Tougaard’s method is thaughe a very good and quite simple way
for obtaining an optimum starting point for the MEimulation.

Finally, the most important result of the numerieaperiments are discussed. The numerical
experiments reveal that every time two or more iggeare located in the same layer (i.e.
within the same depth range), they never show Bx#oe same relative depth in the RDP.
The difference in RDP relative depths was foundntwease with increasing difference in
IMFP of the two species. Linear proportionality wadeecked but ruled out.

Let us consider again the RDP in Figure 6.8. Thative depth of B and C is not identical,
even if they are actually located in the same layae IMFP of B (30 A) is higher than C
(20 A), thus the “photoelectrons” emitted from Cdergo greater attenuation than those
emitted from B [31,32,43]. Thus, the fact that @species appears to be located deeper than
B (Figure 6.8 b), was attributed to the differentéheir IMFP, and hence to the difference in
the attenuation of their “photoelectrons”. From igorous physical standpoint, this
interpretation is correct only if we assume that #scape path of B and C photoelectrons is
exactly the same [42]. Elastic scattering events cause the escape path of B and C
photoelectrons to deviate from an initially ideatipathway [42]. However elastic scattering
can be neglected at emission anglé&0° [42,44-46].

Actually, the RDP relative depth is calculated ks tatio of the corrected intensity of a
photoelectronic peak acquired at a near grazing®aon angle to the corrected intensity of
the same photoelectronic peak acquired at a neateint emission angle. Then, it has to be
expected that the RDP relative depths depend upen atomic concentration of the
photoemitting species, besides its IMFP, sincecthreected intensity of a peak depends on
both IMFP and atomic concentration of the photogngtspecies [31,32]. As an example, let
us consider again the ACD and the RDP in Figure &8&ulated for the synthetic structure
4 1+2+1, where the intermediate layer was compo$dd at.% B and 60 at.% C. The ACD
and the RDP were recalculated for the same syotlkaticture, but taking the intermediate

layer to be compoesd of 50 at.% of both B and & rEsults are shown in Figure 6.9.
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Figure 6.9 :(a) ACD and(b) RDP of modified synthetic structure 4_1+2+1. Imexdiate layer composed of
50 at.% B and C, instead of 40 and 60 at.% respelsti

The ACD can equally lead to the same erroneouspragtions discussed above. On the
other hand, the RDP is almost identical to thatnshim Figure 6.8.

The ACD, and the corresponding RDP, of all the lsgtit structures examined in this work,
were re-calculated using only one IMFP value fdrtlaé species involved (8§ 5.4.6.1) and
these were referred to as “trial” diagrams (e.g thal-RDP). The trial-ACD and the
trial-RDP calculated for the synthetic structurd42+1 are shown in Figure 6.10. The IMFP
was taken as 10 A for all four species.
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Figure 6.10 :(a) trial-ACD and(b) trial-RDP of synthetic structure 4_1+2+1.

The ACD can again lead to a totally erroneous hygsis, e.g. the structure 4_1+3, while the

RDP reproduces perfectly the actual relative deythll the species. In particular, B and C
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exhibit exactly the same relative depth, as expkfie two species located within the same
layer. Actually, the trial-RDP of all the numericgttuctures examined in this work (8 5.4.6.1
and Appendix A), perfectly reproduce the expectddtive depth of all the species involved,

no differences existing between species locatekinvihe same layer.

In conclusion, these numerical experiments revhat the difference between the RDP

relative depth of two or more species, located witthe same depth range (i.e. the same
layer), is due solely to their IMFP difference, atidis, can be interpreted in terms of the
difference in photoelectron attenuation [42].

6.4.2.2 ACCURACY OF ALGORITHMS PROTOCOL FOR MEM APPLICADN

Results of the numerical experiments clearly shbev dbility of our algorithms protocol to
resolve the depth profile of a sample, composdacbieen 3 and 8 components (8 5.4.6.1).
Deviation of layer interface depth from the expdctalues was found to increase with
increasing depth (Figure 6.11). Within the investiggl range, the relative error was found to
be < 10% for the majority of the examined interfacesrefative error of 10-20% was only
found for a few interfaces, all of which can be sidered “secondary structural parameters”
[41]. The introduction of a random error in the A@Bta, equal to 10%, caused deviation of
layer interface depth to increase by around 1 Aufé 6.11). The relative error of species
concentration did not exhibit any particular tréRejure 6.12).

Within the investigated range, the relative errasviound to bec 10% for most of the cases
examined. A relative error of 10-30% was found ofidllya few species concentration, all of

which can be considered “secondary structural patars’ [41].
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Figure 6.11 : Maximum absolute deviation of Figure 6.12 : Maximum relative error of species
layer interface depth vs. depth. concentration vs. depth.
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Thus, summarizing the results, accuracy of the Mptdtocol was found, in general, to
decrease with increasing depth, similarly to Toudasamethod too [41]. Accuracy of the
MEM protocol was found to decrease with increasingber of species in the sample (Figure
6.13). But this is not surprising, as the complexit the structure increases with the number

of the species contained therein.
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Figure 6.13 : Maximum(a) absolute deviation of layer interface depth afim) relative error of species
concentration vs. number of the species involvatarstructure.

6.4.3 APPLICATION OF MEM TO REAL SAMPLES : POLARED Ni-18P ALLOYS
Results of the MEM protocol (8 5.4.6.2),
reveal that after anodic polarization at 11
+0.1VSCE in 0.1M N#&O, an —+ 22
overlayer of nickel phosphates forms on

the NiP alloy surface. The thickness of
this phosphates layer was calculated

asll + 1 A. The MEM results also reveal

depth (A)

the formation of a P-enriched interface
between this phosphates layer and the
bulk alloy, as shown schematically in
Figure 6.14. The thickness of this —4 150
P-enriched interface was calculated as
20 +2 A. The results of the MEM not

Coverage (%)

Figure 6.14 : Schematic diagram of the depth
profile of polarized Ni-18P alloy, reconstructed

only revealed, after polarization,  “ith MEM protocol.
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phosphorus enrichment at the NiP alloy surfacedbsd allowed to distinguish between an
outer phosphates layer and a P-enriched interfédsgenthe phosphorus is present both in the
NiP alloy and in the elemental chemical state tgkimto account the adventitious
contamination as well. A carbon-oxygen layer watecked overlaying the nickel long-chain
phosphates layer. The thickness of this contantindtiyer was calculated as 11 + 1 A.

Table 6.3 summarizes the layer thickness and speoigcentration, of the depth profile of the

Ni-18P alloy after 1, 3 and 14 hours polarization.

Table 6.3 : Depth profile parameters of Ni-18P gllafter 1, 3 and 14 hours polarization at
+0.1V SCE in 0.1 M N&Q,, determined with MEM protocol.

thickness (A) . concentration (at.%)
layer species
1 hour | 3 hours | 14 hours 1 hour 3hours 14 hours

7812 749 77 +6

AVentlous 1049 1146  12+6
contamination 0 22+12 26+9 2316
| Ni 11+3  11+3 156
hickel 12+6 11+6 11#3 P 23+9 27+12 2133
phosphate
0 66+12 62+12 6416
Ni 54+6 56+9 53+3

P-enriched 20 +6 21 +6 18 +3 P (bulk-alloy) 33+3 32+6 36+3
P (elemental) 133 12 +3 11+3

This depth profile was found to be independent ofapzation time, within the MEM
protocol accuracy (8 6.4.2). These results are istamd with the fact that the relative
intensities of the components of the P2p speckgion (Table 5.4) were found to be
independent of polarization time (8 6.2.2). Thessults also show that the phosphorus in the
P-enriched interface has a concentration of cat46. The phosphorus in the P-enriched
interface is present indeed in two different cherhistates: ca. 34 at% of alloy-P and
ca. 12 at.% of elemental-P.

As far as the phosphates layer is concerned, tH&®liconcentration ratios were 1:2:5 which
are consistent with the hypothesis of a polyphosshkyer suggested here. Since total Ols
intensity was used in the MEM protocol applicationthe ARXPS spectra of the polarized
Ni-18P alloys, no-bridging/bridging oxygen ratioutt be determined. However, on the basis
of the raw ARXPS intensity data of the componentsti® O1s region (8 6.2.6), the
no-bridging/bridging oxygen ratio was estimatedo®w equal to ca. 1.8 after 1 and 3 hours

polarization, and ca. 3.5 after 14 hours polarozati
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Thus, taking into account the accuracy of the MEMtgcol (8 6.4.2), the hypothesis of a

nickel (II) orthophosphate layer [11] can be ruted, as already mentioned above comparing
the P2p and O1s spectra acquired from the NiP slédter electrochemical polarization and

the same regions acquired from the unpolarizeda\d¥ (8 6.2.2 ; 6.2.4). On the basis of the

chemical state plot of phosphorus (8§ 6.2.3), thpokiyesis of a hypophosphite [18] or a

phosphide layer [3] can also be dismissed. Baseth@mesults of the present investigation,
the formation of a polyphosphate-like layer couéddroposed.

6.4.4 COMPARISON OF TOUGAARD’S AND MAXIMUM ENTROPY METHOD

Both the Tougaard (8 6.4.1) and the MEM method.483 show the depth profile of the
Ni-18P alloy to be independent of polarization tilB®th in-depth profiling methods reveal
the formation of a phosphate layer on the alloyami@ whose thickness was estimated to be
ca. 1 nm. However, to apply Tougaard’s method, sinevey spectra of the NPOy), were
used to simulate the phosphate layer, while with BMEM protocol it was possible to
determine the composition of this phosphate lay#tomt any constraints.

Both Tougaard's (8 6.4.1) and the MEM method (83.4reveal the formation of a
P-enriched interface between the phosphate lay@rtlam bulk alloy, whose thickness was
estimated to be ca. 1 nm and ca. 2 nm respectiVaky discrepancy between the two in-depth
profiing methods can be explained by the preseatdhe adventitious contamination
overlayer. XPS lines generated from the inner layee. phosphates layer, P-enriched layer
and bulk alloy) are attenuated by the presencaisfaverlayer [31,32,42,43]. The deeper the
layer, the greater the attenuation of the intensitythe corresponding XPS lines [42,43].
Tougaard’s method does not take into account tdaaaination layer [36] while the MEM
indicates the formation of a carbon-oxygen contatiam layer, over the polyphosphate
layer, whose thickness was estimated to be ca. {8%®¥.3). Consequently, the P-enriched
layer indicated by Tougaard’s method is thinnenttiee one indicated by the MEM.
Regarding the composition of this P-enriched istesf Tougaard’s method only determines
total P content (8 6.4.1). On the other hand, tHeEMVprotocol enabled to distinguish two
different contributions to the P content due to tiberent chemical states: elemental-P and
the alloy-P (8 6.4.3). However Tougaard’s [41] ahd MEM method (8 6.4.2) results for
total P content in the P-enriched interface, amagarable within the accuracy of the two
in-depth profiling methods.

Note that neither method accounts for surface roags, i.e. they both assume an ideally flat

surface.
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Summarizing:

- The accuracy of the MEM protocol applied in this rlvas comparable with
Tougaard’s method [41] namely10% for the primary structural parameters and 30%
at the most for the secondary ones;

- Tougaard’s in-depth profiling method is faster agichpler to implement than the
MEM protocol developed in this work but providesdaletail;

- Tougaard’'s method is based upon a subjective grapbhomparison of experimental
and reference low-resolution survey spectra [36].tkke contrary, the MEM protocol
is based on a mathematical fit of corrected intgndata of high-resolution ARXPS
spectra versus emission angle [47];

- Tougaard’s method is restricted to a maximum oéehcomponents [36], while the
numerical experiments performed in this work haheven that MEM allows to
reconstruct depth profiles of materials having o8 tcomponents (8§ 6.4.2). However
this “limit” may be extended to 9 or more comporserty further numerical

experiments.
It should be pointed out that Tougaard’s methodesy effective for obtaining a starting

depth profile for application of the MEM. Thus,dan be concluded that these two in-depth

profiling methods should be considered as compléangn
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6.5 DISSOLUTION MECHANISM OF NICKEL-PHOSPHORUS

ALLOY
Summarizing, based on the results of this work,falewing model is proposed to explain

the high corrosion resistance of the amorphousfkrgstalline NiP alloys.

1) As soon as the Ni-18P alloy is immersed in the temuat pH 6.3 , both nickel and

phosphorus tend to dissolve in the electrolytetgmiyuaccording to the equilibria [48]:

2Ni + @ + 2HO < 2NP* + 40H E°=0.144 V)

4P + 30 + 6HO = 4H + 4HPO; €°=-0.053 Y

However, nickel dissolves faster than phosphorasl3,18,19] (Figure 6.15), resulting in

an enrichment of P at the alloy surface.

NiZ* Nz N Niz*
H,PO;  H,PO; H,PO,-

Iniininin

Figure 6.15 : Schematic diagram of dissolution nastém of
NiP alloy upon immersion in the electrolyte solatio

Ni2*

At lower polarization times (< 1 hour), nickebntinues to dissolve faster than
phosphorus. This causes the P-enriched layer tckahi The phosphorus in this
P-enriched layer is present in two different chexhistates: an alloy-P, which is still
coordinated with Ni atoms, and the elemental-P,ctvthias lost its nickel coordination
sphere and has other P atoms as nearest neigsottsis P-enriched layer thickens both

2)
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Ni and P dissolution are suppressed. Thus, furtlissolution of the alloy is first
controlled by nickel diffusion through the thickegi P-enriched layer as shown by the
electrochemical results of this work.

The dihydrogenated phosphite anions can undergbefuroxidation, according to the

equilibrium:

2H,PO; + O 5 2HPO; K= 0.125\)

The dihydrogenated phosphate anions may be retaisedell as adsorbed at the alloy
surface forming polyphosphates chains which havewer solubility in water. Thus, a

polyphosphates layer is formed on the P-enrichgerlalhis polyphosphate layer may act
as a further barrier between the alloy surface tad electrolyte solution. Oxygen is
prevented from reaching the alloy surface, anchatsame time, the diffusion of nickel
atoms is further suppressed (Figure 6.16).

Ni2+

Ni2*

Figure 6.16 : Schematic diagram of dissolution nastém of
NiP alloy at lower polarization times.

3) At polarization times of over an hour, the theprofile of the NiP alloy surface remains
unchanged, both in layer thickness and compositidowever, several “black spots”
appear on the alloy surface though it has been shbat they do not initiate from any

particular morphological feature.
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Current density increases slightly with increaspodarization time, but the only spectral
variation revealed by XPS, is the intensity ratiotlte two Ols peaks assigned to the
polyphosphates: bridging  and non-bridging  oxygen speetively. The
non-bridging / bridging oxygen as well as the noiaiding oxygen / phosphate P intensity
ratio at near-normal emission angles, were founthd¢cease with increasing polarization
time.

These observations may be interpreted in terms lofeakdown of the polyphosphates
layer. In several points of the surface film, tbad-chain phosphates are re-transformed
into soluble dihydrogenated orthophosphate whicheedily dissolved. Thus, several
“channels” are formed on the surface film destrgyihe protective barrier and allowing
the oxygen to reach the alloy surface as well astbkel to readily diffuse from the alloy
to the solution. However, since the depth profiteesi not change with polarization time,
the dissolution rate of the alloy has to be eqoatlhe rate at which the surface film is
restored. This sort of stationary state of dissofutmay explain why the depth profile of
the corrosion film does not change with increagpadarization time while the current
increases. The formation of these “channels” hessadly been suggested by other authors

to explain the breakdown of the protective surfiiloe of NiP alloys [10].
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CHAPTER /

CONCLUSIONS
AND OUTLOOK

In the final chapter of this thesis the most imanttconclusions that can be drawn from this
work are summarized. Open questions and proposasriexents for their clarification are

also addressed, as well as ideas for the furtheetbgment of the MEM protocol.
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7.1 CONCLUSIONS

In this work an efficient new protocol has been aleped and validated for the
non-destructive reconstruction of compositional tleprofiles for the outermost surface
region of layered samples, using the Maximum Entrbjethod from ARXPS data. It has
been demonstrated that the MEM protocol allowsetmonstruct the depth profile of a sample
composed of between 3 and 8 components, a largerbewu than that envisaged by
Tougaard’s method. The accuracy of the MEM protes@omparable with that reported for
Tougaard’'s method<(10% for the primary structural parameter and 1%3€r the
secondary ones) and deteriorates with increasipthdélowever, though the compositional
depth profiles reconstructed using the MEM protoaxa@ more detailed than those obtained
with Tougaard’s method, it is concluded that thiese in-depth profiling methods should be
considered as complementary. Tougaard’s method farly simple and fast method for
obtaining a rough approximation of the compositlashegpth-profile, which can be described

in greater detail with the MEM protocol.

The MEM protocol was implemented for reconstructinge compositional
depth-profiles of technologically important eletéss deposited Ni-P alloys, known to
exhibit outstanding corrosion resistance. Indeled,anodic polarization behaviour was found
to be the same in neutral and in acid solutionsumment density arrest occurring in the
potential range from ca. -0.2 to +0.2' V SCE, gzoreed in the literature. Current decay
during potentiostatic polarization obeys, in thitgntial range, a square root law with time,
indicating a diffusion controlled dissolution prgse As XPS/XAES data did not reveal any
nickel oxide on the polarized Ni-18P alloys, thenation of an oxide passive film, as
happens for pure nickel, can be ruled out. Applcadf the new MEM protocol developed in
this work, combined with Tougaard’s method allowtednon-destructively reconstruct the
compositional depth profile of Ni-18P alloys after3 and 14 hours polarization at +0.1 V
SCE in 0.1 M Ng&SQ, solution. A carbon/oxygen contamination layer (cam) was detected
overlying the corrosion film formed on the Ni-18Bbg. This corrosion film is composed of a
(poly)phosphates layer (ca. 1 nm) separated from lhlk alloy by a P-rich interface
(ca. 2 nm) containing ca. 50 at.%. phosphorus. TPienriched layer may explain the
diffusion controlled dissolution of the alloy. Bas®n XPS/XAES surface analysis, the
concept of Auger parameter and the chemical stete o different chemical states of

phosphorus were identified: P as in the bulk of Mi€l8P alloy and P in the elemental
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chemical state. Thus, both the hypotheses advandbe literature, namely a hypophosphite
and a phosphide layer, can be ruled out.

This is the first time the occurrence of localizeorrosion after prolonged potentiostatic
polarization in the potential range of the curramtest in chloride-free solutions has been
reported. Corrosion attack does not preferentatiyur at morphological features, but is more
randomly distributed. The thickness of the NiP owgtranging from 10 to 2Qm, does not
influence the electrochemical and corrosion properof the electroless deposited Ni-18P

alloys.

Finally, based on the findings of this study, adelois proposed for explaining the
high corrosion resistance of NiP alloys in neartraisolutions. As soon as the Ni-P alloy is
immersed in the solution, both nickel and phospsaend to dissolve in the electrolyte
solution as Ni* and HPO; respectively. Nickel dissolves faster than phospfioresulting in
an enrichment of P at the alloy surface. At poltian times < 1 hour, further dissolution of
the alloy is controlled by nickel diffusion througfime thickening P-enriched layer. Part of the
phosphite anions produced by phosphorus oxidatiway be further oxidized to phosphate
anions, which, in turn, may condense and be addabthe P-enriched alloy surface, forming
a (poly)phosphates layer. This phosphates layerawntgs a further barrier between the alloy
surface and the electrolyte solution. At longerapahtion times (> 1 hour), the phosphates
layer breaks down and “channels” may form penetgathe corrosion film and allowing
oxygen to reach the alloy surface and nickel tdudd towards the solution. However, no
changes in depth profile of the corrosion film weletected in this study, suggesting that

further dissolution of the alloy is counterbalantgdrestoration of the corrosion films.

7.2 OUTLOOK

The new MEM protocol developed in this work is e@rty applicable to a very large variety
of real samples but now needs to be fully implereénThe input/output linkage between the
two algorithms involved need to be computer codsdwall as the input/output linkage
between the simulator routine and the protocoltiermore, it is possible to also implement
the G-1 predictive formula for calculating the agmiate IMFP set during protocol runs
instead of working with a fixed values set. Thesgrovements will make the overall
simulator-protocol routine enormously less timesaming and should also improve
accuracy of the results. Once this code has bepleimented, it could be incorporated into a

software package for XPS spectra analysis suchasaX®S used in this work, so as to

195



CHAER 7 : CONCLUSIONS AND OUTLOOK

simplify the passage from ARXPS spectra curveniiftito their intensity correction for

sensitivity factors and their input into the MEMmsilator-protocol code.

In this work, the new MEM protocol was numericatlgsted on structures with up to 8
components but this “limit” could be extended tm©more components performing new
suitable numerical experiments.

The numerical experiments performed here show, ther relative depth plots, that the
difference in relative depths of two or more spedgcated within the same depth range
(i.e. within the same layer) is due solely to thifferent IMFP, thus a correction factor needs

to be devised that make these plots more reliable.

As far as the hypothesis about the formation arehkdtown mechanisms of the
corrosion protection of Ni-P alloys is concerneadtttier insight could be gained “sampling”
the potentiostatic polarization curve a greater bemnof times in an attempt to reconstruct the
evolution of corrosion film formation during thedt hour of immersion. An accurate surface
study of different kinds of nickel phosphates, pobBnd ultra-phosphates as well as
phosphites, would certainly provide further insighto the actual nature of the phosphates
film detected in this work.

Lastly, the localized attacks detected at longéanomation time do not seem to initiate in any
particular morphological feature. Increasing théapmation time, the only spectral variation
revealed by XPS was the intensity ratio of the @bs peaks attributed to bridging and
non-bridging oxygen of (poly)phosphates. Thus, déppearance of “black spots” warrants
further investigation to determine whether thesee aelated to chemical/structural

modifications within the (poly)phosphates layeirothe alloy.
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APPENDIX A :
OTHER MEM NUMERICAL EXPERIMENTS RESULTS

In this appendix, the MEM numerical experimentsliss which were omitted in the chapter

5, are reported. Numerical experiments were peréaran various synthetic (i.e. numerical)

structures which were composed by 3 to 8 compondrnith were labeled A, B, C, D, E, F, G

and H. Components IMFP values were chosen arbittarige 40, 30, 20, 10, 45, 35, 25 and

27 A respectively. The ACD and the corresponding Rialculated on the basis of this IMFP

set, are referred to as “real” (e.g. the real-RDP).

The ACD and the corresponding RDP, were also rewdated by using only one IMFP value

for all the species, in order to examine the effauft the differences between the species

IMFP. These diagrams are referred to as “trial” (g.the trial-RDP).

For each of the numerical experiments, the modeleipth profile and its MEM simulation

are reported. Furthermore, both the real-ACD ané MEM recalculated curves, and one

double figure to show both the real- and the tiRiMP, are reported too. Finally, a table

resumes all the layers thickness and the speciaseotration of both the model and the

MEM simulated in-depth profile. Results are repdrteith their deviation from the model

profile.
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SYNTHETIC STRUCTURE 4 _1+1+2
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Figure A.1 : Depth profile of synthetic structureFigure A.2 : Apparent Concentration Diagram of
4_1+1+2 and MEM simulation (dotted lines). synthetic  structure 4 _1+1+2 (circles) and
recalculated MEM data (dotted lines).
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Figure A.3 : Relative Depth Plot of synthetic sture 4 _1+1+2.(a) real-RDP andb) trial-RDP.

Table A.1 : In-depth profile parameters of synthetiructure
4 1+1+2 and results of MEM simulation.

layer thickness (A) || yeviation| (A)
model | simulation
overlayer 11.0 10.5 0.5
intermediate layer 10.0 11.1 1.1
layer | species| __concentration (at.%) relative error
model | simulation (%)
C 30 30 0
bulk D 70 70 0

A2
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SYNTHETIC STRUCTURE 4 2+1+1
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Figure A.4 : Depth profile of synthetic structureFigure A.5 : Apparent Concentration Diagram of
4 2+1+1 and MEM simulation (dotted lines).

synthetic

structure

4 2+1+1 (circles) and

recalculated MEM data (dotted lines).
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Figure A.6 : Relative Depth Plot of synthetic sture 4 2+1+1.(a) real-RDP andb) trial-RDP.

Table A.2 : In-depth profile parameters of synthettructure
4 2+1+1 and results of MEM simulation.

layer thickness (A) |deviation|
model | simulation (A)
overlayer 16.0 16.5 0.5
intermediate layer 15.0 15.2 0.2
layer species concentration (at.%) relative error
model | simulation (%)
A 40 40 0
overlayer
Y 60 60 0

A3
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SYNTHETIC STRUCTURE 4 _1+3
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Figure A.7 : Depth profile of synthetic structureFigure A.8 : Apparent Concentration Diagram of
4 _1+3 and MEM simulation (dotted lines). synthetic structure 4_1+3 (circles) and recalcuthte
MEM data (dotted lines).
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Figure A.9 : Relative Depth Plot of synthetic sttue 4_1+3.(a) real-RDP andb) trial-RDP.

Table A.3 : In-depth profile parameters of synthetiructure
4 1+3 and results of MEM simulation.

layer thickness (A) |deviation|
model | simulation A
overlayer 16.0 15.7 0.3
layer species concentration (at.%) relative
model | simulation | error (%)
B 20 22 12
bulk C 30 35 15
D 50 43 -14

A4
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SYNTHETIC STRUCTURE 4_3+1
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Figure A.10 : Depth profile of synthetic structureFigure A.11 : Apparent Concentration Diagram of
4_3+1 and MEM simulation (dotted lines). synthetic  structure  4_3+1 (circles) and
recalculated MEM data (dotted lines).
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Figure A.12 : Relative Depth Plot of synthetic sture 4_3+1.(a) real-RDP andb) trial-RDP.

Table A.4 : In-depth profile parameters of syntheti
structure 4_3+1 and results of MEM simulation.

layer thickness (A) |deviati
model | simulation | on| (A)
overlayer 16.0 16.6 0.6

concentration (at.%) relative

layer species , . error
model simulation (%)
A 20 20 0
overlayer B 30 30 0
C 50 50 0

A5




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 4 2+2
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Figure A.13 : Depth profile of synthetic structure Figure A.14 : Apparent Concentration Diagram of

4 2+2 and MEM simulation (dotted lines).

synthetic structure 4_2+2 (circles) and recalcuthate
MEM data (dotted lines).
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Figure A.15 : Relative Depth Plot of synthetic sture 4_2+2.(a) real-RDP andDb) trial-RDP.

Table A.5 : In-depth profile parameters of synthestructure
4 2+2 and results of MEM simulation.
thickness (A) |deviation|
layer - .
y model | simulation (A)
overlayer 16.0 15.9 0.1
layer species concentration (at.%) relative error
model | simulation (%)
A 20 20 0
I
overlayer B 0 a6 5
C 40 42 6
bulk D 60 58 4

AG




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 5_1+2+2
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Figure A.16 : Depth profile of synthetic structureFigure A.17 : Apparent Concentration Diagram of
5_1+2+2 and MEM simulation (dotted lines). synthetic  structure 5 1+2+2 (circles) and
recalculated MEM data (dotted lines).
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Figure A.18 : Relative Depth Plot of synthetic sttue 5_1+2+2.(a) real-RDP andb) trial-RDP.

Table A.6 : In-depth profile parameters of synthetiructure 5 _1+2+2
and results of MEM simulation.

layer thickness (A) |deviation|

model  simulation (A

overlayer 11.0 10.1 0.9

intermediate layer 10.0 11.9 1.9

e —
layer species concentration (at.%) relative error

model  simulation (%)
intermediate B 40 41 3
layer C 60 59 -2
D 80 79 -1
bulk E 20 21 5

AT




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 5_2+1+2
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Figure A.19 : Depth profile of synthetic structureFigure A.20 : Apparent Concentration Diagram of

5 2+1+2 and MEM simulation (dotted lines).

synthetic  structure 5 2+1+2 (circles) and

recalculated MEM data (dotted lines).
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Figure A.21 : Relative Depth Plot of synthetic sttume 5_2+1+2.(a) real-RDP andDb) trial-RDP.

Table A.7 : In-depth profile parameters of synthediructure
5 2+1+2 and results of MEM simulation.
thickness (A) |deviation|
I i .
ayer model  simulation A)
overlayer 11.0 12.0 1.0
intermediate layer 10.0 11.6 1.6

layer species

e ——
concentration (at.%)

relative error

model simulation (%)

A 40 40 0

overlayer 5 0 50 0
D 80 79 -1

bulk E 20 21 5

A8




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 5_2+2+1
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Figure A.22 : Depth profile of synthetic structureFigure A.23 : Apparent Concentration Diagram of

5 2+2+1 and MEM simulation (dotted lines).

synthetic  structure 5 2+2+1

(circles) and

recalculated MEM data (dotted lines).
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Figure A.24 : Relative Depth Plot of synthetic stiure 5_2+2+1.(a) real-RDP andb) trial-RDP.

Table A.8 : In-depth profile parameters of synthetiructure 5 2+2+1
and results of MEM simulation.

thickness (A)

layer deviation| (A
y model | simulation | |3
overlayer 16.0 16.1 0.1
intermediate layer 25.0 25.5 0.5
layer species concentration (at.%) relative error
model | simulation (%)
A 40 40 0
I
overlayer 5 &0 &0 6
intermediate C 30 29 -3
layer D 70 71 1

A9




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 5_1+3+1
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Figure A.25 : Depth profile of synthetic structureFigure A.26 : Apparent Concentration Diagram of
5_1+3+1 and MEM simulation (dotted lines). synthetic  structure 5 1+3+1 (circles) and
recalculated MEM data (dotted lines).
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Figure A.27 : Relative Depth Plot of synthetic sttue 5_1+3+1.(a) real-RDP andb) trial-RDP.

Table A.9 : In-depth profile parameters of synthetiructure 5 1+3+1
and results of MEM simulation.

layer thickness (A) |deviation|
model | simulation A
overlayer 11.0 10.6 0.4
intermediate layer 30.0 29.9 0.1

layer species concentration (at.%) relative error
model | simulation (%)
intermediate B 20 21 >
layer C 35 36 3
D 45 43 -4

A 10
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SYNTHETIC STRUCTURE 5_3+1+1
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Figure A.28 : Depth profile of synthetic structureFigure A.29 : Apparent Concentration Diagram of

5 3+1+1 and MEM simulation (dotted lines). synthetic  structure 5 3+1+1 (circles) and
recalculated MEM data (dotted lines).
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Figure A.30 : Relative Depth Plot of synthetic stare 5_3+1+1.(a) real-RDP andb) trial-RDP.

Table A.10 : In-depth profile parameters of synthetructure
5 3+1+1 and results of MEM simulation.

layer thickness (A . |deviation|
model | simulation A)
overlayer 16.0 15.9 0.1
intermediate layer 15.0 15.2 0.2
layer species concentration (at.%) relative
model | simulation | error (%)
A 20 20 0
overlayer B 35 35 0
C 45 45 0

All




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 5_2+3
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Figure A.31 : Depth profile of synthetic structureFigure A.32 : Apparent Concentration Diagram of

5 2+3 and MEM simulation (dotted lines).

MEM data (dotted lines).
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Figure A.33 : Relative Depth Plot of synthetic sture 5_2+3.(a) real-RDP andDb) trial-RDP.

Table A.11 : In-depth profile parameters of synthstructure 5_2+3
and results of MEM simulation.

layer thickness A . |deviation| (A)
model simulation
overlayer 16.0 16.8 0.8
e —

layer species concentration (at.%) relative error

model simulation (%)

A 20 20 0

I

overlayer B 20 20 5

C 35 37 6

bulk D 45 42 -7

E 20 21 5

A1l2




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 6_1+1+2+2
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Figure A.34 : Depth profile of synthetic structureFigure A.35 : Apparent Concentration Diagram of
synthetic structure 6_1+1+2+2 (circles) and

6_1+1+2+2 and MEM simulation (dotted lines).

recalculated MEM data (dotted lines).
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Figure A.36 : Relative Depth Plot of synthetic sttume 6_1+1+2+2.(a) real-RDP andb) trial-RDP.

Table 5.12 : In-depth profile parameters of synthetructure 6 _1+1+2+2 and results of

MEM simulation.

thickness (A)

layer model simulation |deviation] (A)
overlayer 7.0 6.5 0.5
1st intermediate layer 7.0 8.8 1.8
2nd intermediate layer 17.0 15.3 1.7

concentration (at.%)

layer species ! , relative error (%)
model simulation
2nd intermediate C 40 44 10
layer D 60 56 -7
E 25 27 8
bulk F 75 73 3

A 13




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 6_1+2+2+1
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Figure A.37 : Depth profile of synthetic structureFigure A.38 : Apparent Concentration Diagram of
6_1+2+2+1 and MEM simulation (dotted lines). synthetic structure 6_1+2+2+1 (circles) and
recalculated MEM data (dotted lines).
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Figure A.39 : Relative Depth Plot of synthetic stture 6_1+2+2+1.(a) real-RDP andb) trial-RDP.

Table 5.13 : In-depth profile parameters of synthetructure 6 _1+2+2+1 and
results of MEM simulation.

layer thickness (A) _ |deviation| (A)
model | simulation
overlayer 7.0 7.1 0.1
1st intermediate layer 19.0 18.5 0.5
2nd intermediate layer 15.0 16.8 1.8
layer species| __concentration (at.%) relative error (%)
model | simulation
. . B 40 40 0
1stint diate |
stintermediate layer o 50 0
. . D 75 75 0
2nd intermediate layer E o5 o5 0

Al4




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 6_2+1+1+2
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Figure A.40 : Depth profile of synthetic structureFigure A.41 : Apparent Concentration Diagram of
6_2+1+1+2 and MEM simulation (dotted lines). synthetic structure 6_2+1+1+2 (circles) and
recalculated MEM data (dotted lines).
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Figure A.42 : Relative Depth Plot of synthetic sttre 6_2+1+1+2.(a) real-RDP andb) trial-RDP.

Table 5.14 : In-depth profile parameters of synthettructure
6_2+1+1+2 and results of MEM simulation.

layer thickness (A) | jeviation| (A)
model | simulation
overlayer 16.0 16.0 0.0
1st intermediate layer 10.0 10.1 0.1
2nd intermediate layer 15.0 15.5 0.5
layer species concentration (at.%) relative error
model | simulation (%)
A 40 41 3
I
overlayer B &0 £S >
E 25 27 8
bulk F 75 73 3

A 15
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SYNTHETIC STRUCTURE 6_2+1+2+1
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Figure A.43 : Depth profile of synthetic structure Figure A.44 : Apparent Concentration Diagram of

6_2+1+2+1 and MEM simulation (dotted lines).

synthetic structure 6_2+1+2+1 (circles) and

recalculated MEM data (dotted lines).
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Figure A.45 : Relative Depth Plot of synthetic stiure 6_2+1+1+2.(a) real-RDP andb) trial-RDP.

Table 5.15 : In-depth profile parameters of synthetructure 6 2+1+2+1 and

results of MEM simulation.

layer thickness (A) _ |deviation| (A)
model | simulation
overlayer 16.0 15.3 0.7
1st intermediate layer 10.0 115 15
2nd intermediate layer 15.0 15.2 0.2

concentration (at.%)

layer species relative error (%)
model | simulation
A 40 41 3
overlayer 5 56 £9 %)
. . D 75 75 0
2nd intermediate layer £ 55 55 0

A 16
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SYNTHETIC STRUCTURE 6_1+2+3
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Figure A.46 : Depth profile of synthetic structure Figure A.47 : Apparent Concentration Diagram of

6_1+2+3 and MEM simulation (dotted li

nes).

synthetic  structure 6_1+2+3 (circles) and

recalculated MEM data (dotted lines).
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Figure A.48 : Relative Depth Plot of synthetic stiure 6_1+2+3.(a) real-RDP andb) trial-RDP.

Table 5.16 : In-depth profile parameters of syrithstructure 6_1+2+3 and

results of MEM simulation.

layer

thickness (A)

|deviation| (A)

model | simulation
overlayer 6.0 5.8 0.2
intermediate layer 10.0 11.0 1.0

concentration (at.%)

layer species relative error (%)
model | simulation
- - B 40 41 3
intermediate layer c 60 59 >
D 60 56 -7
bulk E 15 16 7
F 25 28 12

Al7
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SYNTHETIC STRUCTURE 6_2+1+3
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Figure A.49 : Depth profile of synthetic structureFigure A.50 : Apparent Concentration Diagram of
6_2+1+3 and MEM simulation (dotted lines).

synthetic  structure 6 _2+1+3 (circles) and

recalculated MEM data (dotted lines).
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Figure A.51 : Relative Depth Plot of synthetic stiure 6_2+1+3.(a) real-RDP andb) trial-RDP.

Table 5.17 :

In-depth profile parameters of synthestructure

6_2+1+3 and results of MEM simulation.

layer thickness (A) _ |deviation| (&)
model | simulation
overlayer 6.0 5.4 0.6
intermediate layer 10.0 11.2 0.0

layer | species|___concentration (at.%) | rejative error (%)
model | simulation
A 30 30 0
overlayer 5 = =0 5
D 65 63 -3
bulk E 10 11 10
F 25 26 4

A 18
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SYNTHETIC STRUCTURE 6_2+3+1
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Figure A.52 : Depth profile of synthetic structureFigure A.53 : Apparent Concentration Diagram of
6_2+3+1 and MEM simulation (dotted lines).

synthetic  structure 6 _2+3+1 (circles) and
recalculated MEM data (dotted lines).
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Figure A.54 : Relative Depth Plot of synthetic stiure 6_2+3+1.(a) real-RDP andb) trial-RDP.

Table 5.18 : In-depth profile parameters of syrithstructure 6_2+3+1 and
results of MEM simulation.

layer thickness (A)
model | simulation |deviation| (A)
overlayer 11.0 10.5 0.5
intermediate layer 10.0 115 15
layer species|___concentration (at.%) relative error (%)
model | simulation
A 30 30 0
overlayer 5 =5 =5 5
D 25 26 4
intermediate layer E 70 69 -1
F 5 5 0

A 19
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SYNTHETIC STRUCTURE 6_3+2+1
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Figure A.55 : Depth profile of synthetic structure Figure A.56 : Apparent Concentration Diagram of
6_3+2+1 and MEM simulation (dotted lines). synthetic  structure 6_3+2+1 (circles) and
recalculated MEM data (dotted lines).
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Figure A.57 : Relative Depth Plot of synthetic stiure 6_3+2+1.(a) real-RDP andDb) trial-RDP.

Table 5.19 : In-depth profile parameters of synthsetructure 6 _3+2+1 and
results of MEM simulation.

layer thickness (A) _ |deviation| (A)
model | simulation
overlayer 11.0 10.9 0.1
intermediate layer 10.0 11.4 1.4
layer species|___concentration (at.%) | ye|ative error (%)
model | simulation
A 20 19 -5
overlayer B 30 30 0
C 50 51 2
intermediate layer D 80 81 1
E 20 19 -5

A 20




APPENDIX A : OTHER MEM NUMERICAL EXPERIMENS RESULTS

SYNTHETIC STRUCTURE 6_2+2+2
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Figure A.58 : Depth profile of synthetic structureFigure A.59 : Apparent Concentration Diagram of
6_2+2+2 and MEM simulation (dotted lines). synthetic  structure 6 _2+2+2 (circles) and
recalculated MEM data (dotted lines).
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Figure A.60 : Relative Depth Plot of synthetic stiure 6_2+2+2.(a) real-RDP andDb) trial-RDP.

Table 5.20 : In-depth profile parameters of synithstructure 6_2+2+2 and
results of MEM simulation.

layer thickness () _ |deviation| (A)
model | simulation
overlayer 11.0 11.0 0.0
intermediate layer 15.0 15.4 0.4
layer species|___concentration (at.%) | relative error (%)
model | simulation
A 40 40 0
overlayer B 60 60 0
intermediate layer c 30 30 0
D 70 70 0
E 20 21 5
bulk F 80 79 -1

A21




APPENDIX B :
CURVE FITTING PARAMETERS FOR SPECTRA
ACQUIRED WITH THETA PROBE

In this appendix, the curve fitting parameter udedprocess the angle resolved spectra,

acquired with the Theta Probe on the NiP specinstémdied in this work, are reported.



APPENDIX B : CURVE FITTING PARAMETERS FORPECTRA ACQUIRED WITH THETA PROBE

Ni2p3z, region

Table B.1 : Peak-fitting parameters of the NjZpegion acquired with the
Theta Probe on the NiP alloys after 1, 3 and 14 rhopolarization at
+0.1V SCE in 0.1 M N&Q, in the angle-resolved mode.

component
n.1l n.1l n.2 n.2 PoIa_rlzatlon
. ) . . time
main peak | satellite | main peak | satellite (h)
BE 852.8 860.% 856.1 862.% 1
V) 852.8 859.% 856.% 862.5 3
852.8 859.9 856.% 862.4 14
A (BEgy — 7.3 6.6 1
- BEmain peak) 6-89 6-33 3
(eV) 7.05 6.3, 14
1
F‘(’\é'\"/)'v' 1.0 25 2.0 25 3
14
1
line GL(92) GL(89)
shape Te) CHO  gay  GLO) 3
14
A 0.07 0.40 1
/A sat 0.07 0.40 3
main peak 0.06 0.40 14
AtOt(comp. n.2)/ 8;3’ ::;
/Atot(comp. n.1) .
0.23 14
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APPENDIX B : CURVE FITTING PARAMETERS FORPECTRA ACQUIRED WITH THETA PROBE

Table B.2 : Peak-fitting parameters of the P2p oegacquired with the Theta Probe on the

P2p region

NiP alloys after 1, 3 and 14 hours polarization &0.1 V SCE in 0.1 M N&Q, in the
angle-resolved mode.

P2p spectrum

polarization
time
P2ps:  P2p | P2p2  P2pie | P2py.  P2pu )
129.3 1302 | 131.9 132.% | 1334 134.4 1
(S\E/) 129.3 1303 | 1319 132.6 | 1334 1345 3
129.3 1303 | 1317 132.4 | 1332 1341 14
ABE 0.9 0.7 1.0 1
(P2pyz - P2py) 0.9 0.7 1.0; 3
(eV) 0.9 0.% 0.9 14
1
F‘é\é'\*/)'v' 1.1 1.1 11 11 11 11 3
14
_ 1
S'r']rjaepe GL(30) GL(30)| GL(30) GL(30) GL(30) GL(30 3
14
APZu) 0.50 0.50 0.50 1
| A(ng ) 0.50 0.50 0.50 3
0.50 0.50 0.50 14
component 0.64 0.17 0.19 1
(doubley) 0.62 0.16 0.22 3
relative
area 0.68 0.13 0.19 14
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APPENDIX B : CURVE FITTING PARAMETERS FORPECTRA ACQUIRED WITH THETA PROBE

O1s region

Table B.3 : Peak-fitting parameters of the Ols oegi
acquired with the Theta probe on the NiP alloysrft, 3 and
14 hours polarization at +0.1 V SCE in 0.1 M,8&), in the

angle-resolved mode.

component of the Ols spectrum| polarization
n.1 n.2 n.3 time(h)
531.2 532.% 535.Q 1
BE
V) 531.4 532.9 535.Q 3
531.% 532.8 535.Q 14
1
FWHM
(&V) 2.0 2.0 2.3 3
14
1
line 1 GLo)  GLeo)  GL@o) 3
shape
14
0.60 0.36 0.04 1
relative | 4 g9 0.37 0.03 3
area
0.72 0.26 0.02 14
Clsregion

Table B.4 : Peak-fitting parameters of the Cls oegi
acquired with the Theta Probe on the NiP alloysiaft, 3
and 14 hours polarization at +0.1 V SCE in 0.1 M,8@,,
in the angle-resolved mode.

component of the C1s spectrur polarization
ni [ n2 [ n3 time (h)
s |.2845h 2865 2886 1
v) | .284% 2865 2886 3
2847, 286.3 2883 14
1
F‘é\é'\*/)'\" 15 15 15 3
14
_ 1
line 1 Gl30)  GLEBO)  GL(30) 3
shape
14
. 0.80 0.13 0.07 1
relatve " 0.84 0.10 0.06 3
0.81 0.11 0.08 14

B4



