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Introduction

The purpose of the 5" International Conference on Disability, Virtual Reality and Associated
Technologies (ICDVRAT 2004) is to provide a forum for international experts, researchers and
user groups to present and review how advances in the general area of Virtual Reality can be used
to assist people with Disability.

After a peer review process, the International Programme Committee selected 34 papers for
presentation at the conference, collected into 10 plenary sessions: Stroke Rehabilitation; Training
and Virtual Transport; Virtual Environments and Games for Special Needs; Enhancing Mobility
and Accessibility; Haptics; Virtual Environments for Assessment; Brain Injury and Rehabilitation;
Speech and Communication; Interfacing to and Navigation within Virtual Environments and Audio
Virtual Environments. There is an additional session specifically for informal demonstrations,
poster presentations and exhibits from a small number of companies.

The conference will be held over three days at New College, in Oxford, UK.

ICDVRAT 2004 marks the 10" year of the conference series, following on from the success of
conferences held in Maidenhead, UK (1996), Skdvde, Sweden (1998), Alghero, Sardinia, Italy
(2000) and Veszprém, Hungary (2002). Abstracts from this conference and full papers from the
previous conferences are available online from the conference web site www.icdvrat.reading.ac.uk.
We are also pleased to be able to provide the complete ICDVRAT archive on CD-ROM with this
Proceedings.

Acknowledgements

The Conference Chairs would like to thank the Programme Committee, for their input to the
conference format and focus, and for their commitment to the review process, the authors of all the
papers submitted to the conference, the Organisation Committee, and the students who help out
over the period of the conference. On behalf of ICDVRAT 2004, we welcome all delegates to the
Conference and sincerely hope that delegates find the conference to be of great interest.

The Conference Chairs for ICDVRAT welcome any feedback on this year’s conference. We
would also welcome suggestions for the venue/host country for ICDVRAT 2006.

Paul Sharkey, Rachel McCrindle and David Brown
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Abstracts

In alphabetical order, based on first author.

Survey of modelling approaches for medical simulators, A Al-khalifah and D Roberts, University of
Reading/University of Salford, Manchester, UK

Medical simulation, in particular that used for training and planning, has become an established
application of Virtual Reality technology. This application became an active area of simulation
development in many academic and commercial institutions around the globe. A reasonable number of
successful commercial medical simulators have been launched, while others remain hostage in research
laboratories undergoing further developments and improvements. This paper provides a dichotomy of
modelling techniques in the context of deformation and cutting, giving examples of how these are applied
in medical simulation, comparing their strengths and weaknesses, outlining limitations and pinpoint
expectations for the future. We focus on mapping the aim of the simulator to the adoption of particular
modelling approaches. A case study pays special attention to the simulation of human organs where we
uncover advances and limitations in the application of these modelling approaches.

Using switch controlled software with people with profound disabilities, N Anderton, P J Standen and K
Avory, University of Nottingham, UK

Micro switches used to control sound and light displays increase the level of activity of people with
profound intellectual disabilities and provide a means by which they can exert some control over their
environments. This study set out to i) explore whether people with profound disabilities could learn to
use a simple game controlled by a single micro switch and displayed on a normal computer monitor; ii)
document what activities on the part of a tutor best facilitated the performance of the learner. Four men
and three women aged between 24 and 46 years with profound disabilities completed eight twice weekly
sessions when they were given the opportunity to play a computer game that could be operated by a large
jelly bean switch. A tutor sat next to them throughout the sessions and each session was recorded on
videotape. Tapes were analysed for the help given by the tutor, use of the switch and duration of
attention. Although the game was too difficult for them, all participants increased the percentage of time
during the session in which they looked at the monitor and for all of them there were at least two sessions
when their switch pressing became a consequence of the tutor’s activity.

Towards eye based virtual environment interaction for users with high-level motor disabilities, R Bates and
H O Istance, De Montfort University, Leicester, UK

An experiment is reported that extends earlier work on the enhancement of eye pointing in 2D
environments, through the addition of a zoom facility, to its use in virtual 3D environments using a
similar enhancement. A comparison between hand pointing and eye pointing without any enhancement
shows a performance advantage for hand based pointing. However, the addition of a ‘fly’ or ‘zoom’
enhancement increases both eye and hand based performance, and reduces greatly the difference between
these devices. Initial attempts at ‘intelligent’ fly mechanisms and further enhancements are evaluated.

Design, development and manufacture of novel assistive and adaptive technology devices, S J Battersby, D
J Brown, P J Standen, N Anderton and M Harrison, Nottingham Trent University/University of
Nottingham,/The Portland Partnership, Nottingham, ENGLAND

The aim of this research is to design, develop, evaluate and manufacture an assistive/adaptive computer
peripheral to facilitate interaction and navigation within Virtual Learning Environments and related
learning content for people with physical learning and disabilities. The function of the device will be
software specific; however the most common primary functions are those of selection, navigation and
input.
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Developing a multimodal web application, A Caffrey and R J McCrindle, University of Reading, UK

This paper describes the creation of a multi-modal website that incorporates both haptics and speech
recognition. The purpose of the work is to provide a new and improved method of internet navigation for
visually impaired users. The rationale for implementing haptic devices and speech recognition software
within websites is described, together with the benefits that can accrue from using them in combination.
A test site has been developed which demonstrates, to visually impaired users, several different types of
web application that could make use of these technologies. It has also been demonstrated that websites
incorporating haptics and speech recognition can still adhere to standard usability guidelines such as
Bobby. Several tests were devised and undertaken to gauge the effectiveness of the completed web site.
The data obtained has been analysed and provides strong evidence that haptics and speech recognition
can improve internet navigation for visually impaired users.

Time-scale modification as a speech therapy tool for children with verbal apraxia, E Coyle, O Donnellan, E

Jung, M Meinardi, D Campbell, C MacDonaill and P K Leung, Dublin Institute of Technology,
IRELAND

A common suggested treatment for verbal apraxia is repetition, and the use of slow speech. The required
slow speech may be attained by time-scaling ordinary-speed speech. However, when used for this
purpose, the quality of the expanded speech must be of a very high quality to be of pedagogical benefit.
This paper describes a new method of time-scaling based on the knowledge of speech characteristics, the
relative durations of speech segments, and the variation of these durations with speaking rate. The new
method achieves a high quality output making it suitable for use as a computer-assisted speech therapy
tool.

Virtual reality in the rehabilitation of the upper limb after stroke: the user’s perspective, J H Crosbie, S M

McDonough, S Lennon, L Pokludaand M D J McNeill, University of Ulster, NORTHERN IRELAND

Virtual reality provides a three-dimensional computer representation of a real world or imaginary space
through which a person can navigate and interact with objects to carry out specific tasks. One novel
application of VR technology is in rehabilitation following stroke, particularly of the upper limb. Our
research group has built a system for use in this field, which gives the user the ability to interact with
objects by touching, grasping and moving their upper limb. A range of user perspectives has been tested
with healthy individuals and with people following stroke.

Mixed reality environments in stroke rehabilitation: development as rehabilitation tools, J A Edmans, J

Gladman, M Walker, A Sunderland, A Porter and D Stanton Fraser University of
Nottingham/University of Bath, UK

A virtual or mixed reality environment for neurological rehabilitation should simulate the rehabilitation
of the task, and not simply simulate the task. This involves identifying the errors in task performance that
neurologically damaged patients make during task performance and replicating the guidance given during
skilled rehabilitation. Involvement of a skilled therapist in the design and development team is essential.
Neurological rehabilitation is complex and replicating it requires compromises between the desire to
replicate this complex process and the amount of development time. Virtual or mixed reality systems that
can simulate the rehabilitation process are suitable for clinical effectiveness studies.

Computer games for children with visual impairments, Y Eriksson and D Gardenfors, Gdéteborg

XV

University/ Royal Institute of Technology, Stockholm, SWEDEN

The Swedish Library of Talking Books and Braille (TPB) has published web-based computer games for
children with different kinds of visual impairments. As the target groups have very different needs when
it comes to the use of graphics and sound, TPB have developed two kinds of games. Image-based games
aim to encourage children with partial sight to practise recognising visual objects, while sound-based
games also intend to be accessible without relying on vision. Based on the results of two pilot studies,
this paper discusses central design issues of the graphical and sound-based interfaces for this type of
applications.
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Promoting research and clinical use of haptic feedback in virtual environments, U Feintuch, D Rand, R
Kizony and P L Weiss, Hadassah-Hebrew University Medical Center/University of Haifa/Beit-Rivka
Geriatric Center, Petach-Tikva, ISRAEL

Converging evidence demonstrates the important role played by haptic feedback in virtual reality-based
rehabilitation. Unfortunately many of the available haptic systems for research and intervention are rather
costly, rendering them inaccessible for use in the typical clinical facility. We present a versatile and
easy-to-use software package, based on an off-the-shelf force feedback joystick. We propose that this
tool may be used for a wide array of research and clinical applications. Two studies, involving different
populations and different applications of the system, are presented in order to demonstrate its usability for
haptic research. The first study investigates the role of haptic information in maze solving by intact
individuals, while the second study tests the usability of haptic maps as a mobility aid for children who
are blind.

Interaction via motion observation, M A Foyle and R J McCrindle, University of Reading, UK

The main method of interacting with computers and consumer electronics has changed very little in the
past 20 years. This paper describes the development of an exciting and novel Human Computer Interface
(HCI) that has been developed to allow people to interact with computers in a visual manner. The system
uses a standard computer web camera to watch the user and respond to movements made by the user’s
hand. As a result, the user is able to operate the computer, play games or even move a pointer by waving
their hand in front of the camera. Due to the visual tracking aspect of the system, it is potentially suitable
for disabled people whose condition may restrict their ability to use a standard computer mouse. Trials of
the system have produced encouraging results, showing the system to have great potential as an input
medium. The paper also discusses a set of applications developed for use with the system, including a
game, and the implications such a system may have if introduced into everyday life.

New accessibility model for Microsoft windows, R Haverty, Microsoft Corporation, Washington, USA

Microsoft® Windows® User Interface (Ul) Automation is the new accessibility framework for Microsoft
Windows and is intended to address the needs of assistive technology products and automated testing
frameworks by providing programmatic access to information about the user interface. Ul Automation
will be fully supported in the Windows platform on "Longhorn” and will be the means of enabling
automated testing and accessibility for all new forms of Windows user interface, including existing
legacy controls.

Using physiological measures for emotional assessment: a computer-aided tool for cognitive and
behavioural therapy, B Herbelin, P Benzaki, F Riquier, O Renault and D Thalmann, Swiss Federal
Institute of Technology, Lausanne/Adult Psychiatry University Department, Prilly, SWITZERLAND

In the context of Cognitive and Behavioural Therapies, the use of immersion technologies to replace
classical exposure could improve the therapeutic process. As it is necessary to validate the efficiency of
such a technique, both therapists and VR specialists need tools to monitor the impact of Virtual Reality
Exposure on the patients. According to previous observations and experiments, it appears that an
automatic evaluation of the Arousal and Valence components of affective reactions can provide
significant information. The present study investigates a possible solution of Arousal and Valence
computation from physiological measurements. Results show that the dimensional reduction is not
statistically meaningful, but the correlations found encourage the investigation of this approach as a
complement to cognitive and behavioural study of the patient.
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Interactive virtual environment training for safe street crossing of right hemisphere stroke patients with

unilateral spatial neglect, N Katz, H Ring, Y Naveh, R Kizony, U Feintuch and P L Weiss, Hadassah-
Hebrew University/Tel Aviv University/University of Haifa, ISRAEL

The goal of this study was to determine whether non immersive interactive virtual environments are an
effective medium for training individuals who suffer from Unilateral Spatial Neglect (USN) as a result of
a right hemisphere stroke. Participants included 19 patients with stroke in two groups, an experimental
group we were given VR-based street crossing training and a control group who were given computer
based visual scanning tasks, both for a total of twelve sessions over four weeks. The results achieved by
the VR street crossing intervention equalled those achieved by conventional visual scanning tasks. For
some measures, the VR intervention even surpassed the scanning tasks in effectiveness. Despite several
limitations in this study the present results support further development of the program.

Employing a virtual environment in postural research and rehabilitation to reveal the impact of visual

information, E A Keshner, R V Kenyon, Y Dhaher and J W Streepey, Rehabilitation Institute of
Chicago/Northwestern University, Chicago/University of Illinois at Chicago, USA

We have united an immersive virtual environment with support surface motion to record biomechanical
and physiological responses to combined visual, vestibular, and proprioceptive inputs. We have
examined age-related differences during peripheral visual field motion and with a focal image projected
on to the moving virtual scene. Our data suggest that the postural response is modulated by all existing
sensory signals in a non-additive fashion. An individual’s perception of the sensory structure appears to
be a significant component of the postural response in these protocols. We will discuss the implications
of these results to clinical interventions for balance disorders.

Virtual reality based intervention in rehabilitation: relationship between motor and cognitive abilities and

performance within virtual environments for patients with stroke, R Kizony, N Katz and P L Weiss,
Hadassah-Hebrew University, Jerusalem/University of Haifa, Haifa, ISRAEL

The objective of this study was to provide experimental data to support a proposed model of VR-based
intervention. More specifically our goal was to examine the relationships between cognitive and motor
ability and performance within virtual environments. Thirteen participants who have had a stroke
participated in the study. They each experienced three virtual environments (Birds & Balls, Soccer and
Snowboard) delivered by the GX- video capture system. After each environment they complete a
scenario specific questionnaire and Borg’s scale for perceived exertion. Their cognitive, motor and
sensory abilities were measured as well. The participants’ responses to the VR environments showed that
they enjoyed the experience and felt high levels of presence. The results also revealed some moderate
relationships between several cognitive abilities and VR performance. In contrast, the motor abilities and
VR performance were inversely correlated. In addition, there was a relationship between presence and
performance within the Soccer environment. Although these results support some components of the
proposed model it appears that the dynamic nature of the virtual experiences would be more suited to
comparisons with different measures of motor ability than those used in the current study.

Design and user evaluation of a spatial audio system for blind users, S H Kurniawan, A Sporka, V Nemec

XVi

and P Slavik, UMIST, Manchester, UK/Czech Technical University of Prague, CZECH REPUBLIC

The paper reports on the design and evaluation of a spatial audio system that models the acoustic
response of a closed environment with varying sizes and textures. To test the fit of the algorithms used,
the system was evaluated by nine blind computer users in a controlled experiment using seven distinct
sounds in three environments. The statistical analysis reveals that there was insignificant difference in
user perception of room sizes between sounds in real and simulated scenes. This system can contribute to
the area of VR systems used for training blind people to navigate in real environments.
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Simulating the Effects of Fatigue and Pathologies in Gait, T Komura, A Nagano, H Leung and Y
Shinagawa, City University of Hong Kong, HONG KONG/RIKEN, Saitama, JAPAN/University of
Illinois at Urbana-Champaign, USA

In this study, we propose a new method to simulate the effect of fatigue and pathologies in human gait
motion. The method is based on Angular Momentum inducing inverted Pendulum Mode (AMPM), which
is the enhanced version of 3D linear inverted pendulum mode that is used in robotics to generate biped
locomotion. By importing the gait motion captured using a motion-capture device, the value of AMPM-
parameters that define the trajectory of the center of mass and the angular momentum are calculated. By
minimizing an objective function that takes into account the fatigue and disabilities of muscles, the
original motion is converted to a new motion. Since the number of parameters to describe the motion is
small in our method, the optimization process converges much more quickly than in previous methods.

Consumer price data-glove for sign language recognition, T Kuroda, Y Tabata, A Goto, H lkuta and M
Murakami, Kyoto University Hospital/Kyoto College of Medical Technology/AMITEQ Corp.,
Tokyo/Teiken Limited, Osaka, JAPAN

A data-glove available for full degrees of freedom of a human hand is a key device to handle sign
language on information systems. This paper presents an innovative intelligent data-glove named
StrinGlove. StrinGlove obtains full degrees of freedom of human hand using 24 Inductcoders and 9
contact sensors, and encodes hand postures into posture codes on its own DSP. Additionally, the simple
structure of the glove decreases the price. Several sign experts tried the prototype and the results show
that the prototype has sufficient recognition rate as a sensor unit and sufficient comfortableness as a glove
to wear.

Blind Persons’ Acquisition of Spatial Cognitive Mapping and Orientation Skills Supported by Virtual
Environment, O Lahav and D Mioduser, Tel Aviv University, ISRAEL

Mental mapping of spaces, and of the possible paths for navigating these spaces, is essential for the
development of efficient orientation and mobility skills. Most of the information required for this mental
mapping is gathered through the visual channel. Blind people lack this crucial information and in
consequence face great difficulties (a) in generating efficient mental maps of spaces, and therefore (b) in
navigating efficiently within these spaces. The work reported in this paper follows the assumption that
the supply of appropriate spatial information through compensatory sensorial channels, as an alternative
to the (impaired) visual channel, may contribute to the mental mapping of spaces and consequently, to
blind people’s spatial performance. The main tool in the study was a virtual environment enabling blind
people to learn about real life spaces, which they are required to navigate.

Evaluation of a computer-assisted 2D interactive virtual reality system in training street survival skills of
people with stroke, Y S Lam, S F Tam, D W K Man and P L Weiss, Kong Polytechnic University,
HONG KONG/University of Haifa, ISRAEL

The rationale, procedures and results of pilot study of the VR system in training street survival skills of
people with stroke were presented and discussed. The following main study was also refined from the
outcomes to make it more feasible and potentially beneficial to the patients.

HUMANICS 1 — a feasibility study to create a home internet based telehealth product to supplement
acquired brain injury therapy, A Lewis-Brooks, Aalborg University Esbjerg, DENMARK

The goal to produce a unique, cost effective, and user-friendly computer based telehealth system product
which had longevity and the ability to be integrated modularly into a future internet-based health care
communication provision was conceptualised as an aid to home-based self-training. This through
motivated creativity with the manipulation of multimedia. The system was to be a supplementary tool for
therapists. The targeted group was initially to be those with acquired brain injury. This paper details
phase 1 of the product feasibility testing.
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Interactive Painting — an evolving study to facilitate reduced exclusion from classical music concerts for the
deaf community, A Lewis-Brooks, Aalborg University Esbjerg, DENMARK

Exclusion from the joy of experiencing music, especially in concert venues, is especially applicable to
those with an auditory impairment. There have been limited investigation into how to reduce the
exclusion for this community in attending classical orchestra music concerts. Through utilizing computer
technology and human machine interfaces (sensors and cameras) to stimulate complementary senses
through interpretation it is possible to reduce this exclusion. Case studies are presented where the visual
and tactile interpretation of the music is able to give new meaning and understanding for such people.

Creating aesthetically resonant environments for the handicapped, elderly and rehabilitation: Sweden, A
Lewis-Brooks and S Hasselblad, Aalborg University Esbjerg, DENMARK/Emaljskolan, Landskrona,
SWEDEN

This contribution expounds on our prior research, where interactive audiovisual content was shown to
support Aesthetic Resonant Environments with (1) brain damaged children -extended here with the
addition of (2) learning disabled, Parkinson’s disease, and the aged. This paper appraises the experiments
involved in preparing, developing and authenticating ‘aesthetic resonance’ within the Swedish partners’
research (1 & 2). It reports on the inductive strategies leading to the development of the open
architectural algorithms for motion detection, creative interaction and analysis, including the proactive
libraries of interactive therapeutic exercise batteries based on multimedia manipulation in real-time.

Robot aided therapy: challenges ahead for upper limb stroke rehabilitation, R C V Loureiro, C F Collin
and W S Harwin, University of Reading, UK

People who have been discharged from hospital following a stroke still have a potential to continue their
recovery by doing therapy at home. Unfortunately it is difficult to exercise a stroke affected arm correctly
and many people simply resort to using their good arm for most activities. This strategy makes many
tasks difficult and any tasks requiring two hands become nearly impossible. The use of haptic interface
technologies will allow the reach and grasp movements to be retrained by either assisting movement, or
directing movement towards a specified target. This paper demonstrates how initial work on machine
mediated therapies can be made available to a person recovering at home.

Participants Responses to a Stroke Training Simulator, M Maxhall, A Backman, K Holmlund, L
Hedman, B Sondell and G Bucht, Umed University, SWEDEN

The primary goal of this research was to study a virtual environments (VE) possibility to influence
empathy on caregiver personal. In the present explorative study, 9 subjects from Norrlands University
Hospital (NUS) completed a test consistent of three everyday tasks, reading a newspaper, filling a glass
of water and putting toothpaste on a toothbrush. The procedure was done twice first from a non-stroke
perspective and secondly from a perspective of a patient with stroke handicaps. The VE looked like a
normal apartment and could be experienced with or without different perceptual disorders of stroke. Data
from interviews and observations was analyzed via methods inspired by Grounded Theory. Results from
observations and interviews indicate that the simulator in spite of problems of usability were effective in
influencing caregivers empathy.

Development of a virtual reality system to study tendency of falling among older people, L Nyberg, L
Lundin-Olsson, B Sondell, A Backman, K Holmlund, S Eriksson, M Stenvall, E Rosendahl, M
Maxhall and G Bucht, Umeé University, SWEDEN

Injuries related to falls are a major threat to older persons health. A fall may not only result in an injury,
but also in a decreased sense of autonomy in the persons daily life. In order to be able to prevent such
falls there is a need to further understand the complex mechanisms involved in balance and walking.
Here we present an immersive virtual reality system in which a person can move around, while being
subjected to various events, which may influence balance and walking.
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Cooperative control of virtual objects using haptic teleoperation over the internet, A P Olsson, C R
Carignan and J Tang, Royal Institute of Technology, Stockholm, SWEDEN/Georgetown University,
Washington, DC, USA

The feasibility of performing remote assessment and therapy of patients over the internet using robotic
devices is explored. Using a force feedback device, the therapist can assess the range of motion,
flexibility, strength, and spasticity of the patient's arm grasping a similar robotic device at a remote
location. In addition, cooperative rehabilitation strategies can be developed whereby both the patient and
therapist cooperatively perform tasks in a virtual environment. To counter the destabilizing effects of
time delay in the force feedback loop, a passive wave variable architecture is used to encode velocity and
force information. The control scheme is validated experimentally over the internet using a pair of
InMotion2 robots located 500 miles apart.

Virtual environments as an aid to the design and evaluation of home and work settings for people with
physical disabilities, O Palmon, R Oxman, M Shahar and P L Weiss, University of Haifa/Technion,
ITT, ISRAEL

One of the major challenges facing the professionals involved in the home modification process is to
succeed in adapting the environments in a way that enables an optimal fit between the individual and the
setting in which he or she operates. The challenge originates primarily from the fundamental
characteristic of design - one can see and test the final result of home modifications only after they have
been completed. The goal of this study was to address this problem by developing and evaluating an
interactive living environments model, HabiTest, that will facilitate the planning, design and assessment
of optimal home and work settings for people with physical disabilities. This paper describes the
Habitest tool, an interactive model that has been implemented via an immersive virtual reality system
which displays three-dimensional renderings of specific environments, and which responds to user-driven
manipulations such as navigation within the environment and alteration of its design. Initial results of a
usability evaluation of this interactive environment by users are described.

Synthesis of virtual reality animation from sign language notation using MPEG-4 body animation
parameters, M Papadogiorgaki, N Grammalidis, N Sarris and M G Strintzis, Informatics and
Telematics Institute, Thermi-Thessaloniki/Olympic Games Organizing Committee, Athens 2004,
GREECE

This paper presents a novel approach for generating VRML animation sequences from Sign Language
notation, based on MPEG-4 Face and Body Animation. Sign Language notation, in the well-known Sign
Writing system, is provided as input and is initially converted to SWML (Sign Writing Markup
Language), an XML-based format that has recently been developed for the storage, indexing and
processing of Sign Writing notation. Each basic sign, namely sign box, is then converted to a sequence of
Body Animation Parameters (BAPs) of the MPEG-4 standard, corresponding to the represented gesture.
In addition, if a sign contains facial expressions, these are converted to a sequence of MPEG-4 Facial
Animation Parameters (FAPs), while exact synchronization between facial and body movements is
guaranteed. These sequences, which can also be coded and/or reproduced by MPEG-4 BAP and FAP
players, are then used to animate H-anim compliant VRML avatars, reproducing the exact gestures
represented in the sign language notation. Envisaged applications include interactive information systems
for the persons with hearing disabilities (Web, E-mail, info—kiosks) and automatic translation of written
texts to sign language (e.g. for TV newscasts).
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Mixed reality environments in stroke rehabilitation: interfaces across the real/virtual divide, T Pridmore, D

Hilton, J Green, R Eastgate and S Cobb, University of Nottingham, UK

Previous studies have examined the use of virtual environments (VEs) for stroke and similar
rehabilitation. To be of real benefit it is essential that skills (re-)learned within a VE transfer to
corresponding real-world situations. Many tasks have been developed in VEs, but few have shown
effective transfer of training. We believe that, by softening the real/virtual divide, mixed reality
technology has the potential to ease the transfer of rehabilitation activities into everyday life. We present
two mixed reality systems, designed to support rehabilitation of activities of daily living and providing
different mixtures of digital and physical information. Functional testing of these systems is described.
System development and user evaluation continues, some of which is described in a sister paper (Edmans
et al 2004) in this volume.

Virtual reality rehabilitation for all: Vivid GX versus Sony PlayStation Il EyeToy, D Rand, R Kizony and P

L Weiss, University of Haifa/Beit-Rivka Geriatric Medical Center, Petach-Tikva, ISRAEL

The main objective of this paper was to investigate the potential of the Sony PlayStation Il EyeToy
(www.EyeToy.com) for use in during the rehabilitation of elderly people with disabilities. This system is
a projected, video-capture system which was developed as a gaming environment for children. As
compared to other virtual reality systems such as VividGroup’s Gesture Xtreme (GX) VR
(www.vividgroup.com), the EyeToy is sold commercially at a relatively low cost. This paper presents
three pilot studies which were carried out in order to provide essential information of the EyeToy’s
potential for use in rehabilitation. The first study included the testing of healthy, young adult participants
(N=18) and compared their experiences using the EyeToy system to the GX system in terms of sense of
presence, sense of enjoyment, control, success and perceived exertion. The second study assessed the
usability of the EyeToy with healthy elderly subjects (N=10) and the third study assessed the use of the
EyeToy with stroke patients (N=8). The implications of these three studies are discussed.

Memory assessment using graphics-based and panoramic video virtual environments, A A Rizzo, L Pryor,

XX

R Matheis, M Schultheis, K Ghahremani and A Sey, University of Southern California/Kessler
Medical Rehabilitation Research & Education Corp., West Orange, NJ, USA

Virtual Reality (VR) technology offers new options for neuropsychological assessment and cognitive
rehabilitation. If empirical studies demonstrate effectiveness, virtual environments (VES) could be of
considerable benefit to persons with cognitive and functional impairments due to traumatic brain injury,
neurological disorders, learning disabilities and other forms of Central Nervous System (CNS)
dysfunction. Testing and training scenarios that would be difficult, if not impossible, to deliver using
conventional neuropsychological methods are now being developed that take advantage of the assets
available with VR technology. These assets include the precise presentation and control of dynamic
multi-sensory 3D stimulus environments, as well as advanced methods for recording behavioural
responses. When combining these assets within the context of functionally relevant, ecologically valid VEs, a
fundamental advancement emerges in how human cognition and functional behaviour can be assessed and
rehabilitated. This paper focuses on the results of two studies that investigated memory performance in
two VEs having varying levels of functional realism. Within these VES, memory tests were designed to
assess performance in a manner similar to the challenges that people experience in everyday functional
environments. One VE used a graphics based simulation of an office to test object memory in persons
with TBI and healthy controls and found that many TBI subjects performed as well as the control group.
The other study compared healthy young persons on their memory for a news story delivered across three
different display formats, two of which used a 360-Degree Panoramic Video environment. The results of
this “in progress” study are discussed in the context of using highly realistic VEs for future functional
memory assessment applications with persons having CNS dysfunction.
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Preliminary evaluation of a virtual reality-based driving assessment test, F D Rose, B M Brooks and A G
Leadbetter, University of East London, ENGLAND

Assessing one’s own driving ability is very subjective, and there are occasions when an objective off-
road assessment would be very useful, and potentially life-saving. For example, after physical or mental
trauma, or approaching old age, it would be very useful for people to perform their own off-road
assessment to help them to decide whether they should resume driving, or continue to drive. It is possible
that people might be more likely to accept that it would be inadvisable for them to drive if they had
themselves performed such an assessment. We are currently evaluating a virtual reality (VR) based
driving assessment which runs on a PC and could be made easily accessible to people in these
circumstances. The first stage of the evaluation was to evaluate the performance of drivers and non-
drivers on the VR driving assessment and to compare the results obtained across the two groups of
participants and with their performance on the Stroke Drivers Screening Assessment (SDSA). The VR
driving assessment discriminated between drivers and non-drivers but the SDSA did not. In addition, two
measures on the VR driving assessment correlated with drivers’ scores on the SDSA.

Real-time clarification filter of a dysphonic speech and its evaluation by listening experiments, H Sawada, N
Takeuchi and A Hisada, Kagawa University, JAPAN

This paper presents a digital filtering algorithm which clarifies dysphonic speech with the speaker's
individuality preserved. The study deals with the clarification of oesophageal speech and the speech of
patients with cerebral palsy, and the filtering ability is being evaluated by listening experiments. Over
20,000 patients are currently suffered from laryngeal cancer in Japan, and the only treatment for the
terminal symptoms requires the removal of the larynx including vocal cords. The authors are developing
a clarification filtering algorithm of oesophageal speech, and the primal algorithm of software
clarification and its effectiveness was reported in the previous ICDVRAT. Several algorithms for the
clarification have been newly developed and implemented, and are being evaluated by questionnaires.
The algorithms were extended and applied for the clarification of the speech by the patients of cerebral

palsy.

AudioBattleShip: blind learners cognition through sound, J H Sanchez, University of Chile, CHILE

Recent literature provides initial evidence that sound can be used for cognitive development purposes in
blind children. In this paper we present the design, development, and usability testing of
AudioBattleShip, a sound-based interactive environment for blind children. AudioBattleShip is an
interactive version of the board Battleship game, providing different interfaces for both sighted and blind
people. The interface is based on spatialized sound as a way of navigating and exploring through the
environment. The application was developed upon a framework that supports the development of
distributed heterogeneous applications by synchronizing only some common objects, thus allowing the
easy development of interactive applications with very different interfaces. AudioBattleship was tested
for cognitive tasks with blind children, evidencing that it can help to develop and rehearse abstract
memory through spatial reference, spatial abstraction through concrete representations, haptic perception
through constructing mental images of the virtual space, and cognitive integration of both spatial and
haptic references.

AudioMath: blind children learning mathematics through audio, J H Sanchez and H E Flores, University of
Chile, CHILE

Diverse studies using computer applications have been implemented to improve the learning of children
with visual disabilities. A growing line of research uses audio-based interactive interfaces to enhance
learning and cognition in these children. The development of short-term memory and mathematics
learning through virtual environments has not been emphasized in these studies. This work presents the
design, development, and usability of AudioMath, an interactive virtual environment based on audio to
develop and use short-term memory, and to assist mathematics learning of children with visual
disabilities. AudioMath was developed by and for blind children. They participated in the design and
usability tested the software during and after implementation. Our results evidenced that sound can be a
powerful interface to develop and enhance memory and mathematics learning in blind children.
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Design and evaluation of a flexible travel training environment for use in a supported employment setting, N
Shopland, J Lewis, D J Brown and K Dattani-Pitt, Nottingham Trent University/Learning Disability
Services, London Borough of Sutton, Wallington, UK

This article describes the user centred design and development of a virtual environment (VE) to support
the training of people with learning disabilities to travel independently. Three separate implementations
were built on top of an initial design. Two of these environments implemented intelligent agents to
scaffold learners using virtual environments; the third took stakeholder experiences to redesign the initial
environment in an attempt to improve its utility.

Interactive rehabilitation software for treating patients with aphasia, C Sik Lanyi, E Bacsa, R Métrai, Z
Kosztyan and | Pataky, University of Veszprém/National Centre of Brain Vein Diseases OPNI,
Budapest, HUNGARY

Aphasia is an impairment of language, affecting the production or comprehension of speech and the
ability to read or write. Most common cause of aphasia is — about 23-40 % of stroke survivors - acquired
aphasia. The rehabilitation of aphasia is a medical, special treatment (speech therapy), which is the task
of a psychologist. It needs long and intensive therapy. More detailed information about therapy can be
found in (Engl at al, 1990, Subosits, 1986). In this paper we present our implementation or realization of
interactive multimedia educational software to develop readiness of speech for helping the therapy. The
software were developed within the frame of youth scientific and MSc thesis works. The first program
was developed in Flash, the second in Macromedia Director. The goal of our software is to teach the most
important everyday words. The software will be a useful device in the education of children with heavy
mental deficiencies. Reading the program you can learn how it works and what current results we have
achieved.

Using virtual public transport for treating phobias, C Sik Lanyi, V Simon, L Simon and V Laky,
University of Veszprem/Semmelweis Medical University, Budapest, HUNGARY

Nowadays using and talking about virtual reality (VR) is a very popular subject. VR is an artificial world,
a computer mediated environment. The user tries to enter fully into the spirit of her or his role in this
unreal-world. Virtual Environment (VE) technology has undergone a transition in the past few years that
has taken it out of the realm of expensive toy and into that of functional technology. During the past
decade, in the field of Mental Healthcare, the considerable potential of VEs has been recognised for the
scientific study. This paper shows the application of VR and presents the VR research in the University
of Veszprem. The virtual worlds, introduced below, are developed for treating specific phobias (fear of
travelling).

Problems with control devices experienced by people with intellectual disabilities using virtual
environments: a systematic evaluation, P J Standen, D J Brown, N Anderton and S Battersby,
University of Nottingham/Nottingham Trent University, UK

Virtual environments have a role to play in facilitating the acquisition of living skills in people with
intellectual disabilities, improving their cognitive skills and providing them with entertainment. However,
the currently recommended devices to allow navigation in and interaction with the environments are
difficult to use. Using a methodology established in an earlier study, the study aims to systematically
document the performance of users with the currently recommended devices in order to i) inform the
design of a usable control device or devices and ii) act as a baseline against which they can be evaluated.
40 people with severe intellectual disabilities aged between 21 and 67 years used four environments with
an equal number of sessions with the different devices being evaluated. Results suggest that for
navigation, the joystick is better than the keyboard but that for interaction the mouse is better than using
the fire button on the joystick. Preventing slippage of the joystick base would make its use much easier
and it is suggested that separate devices are retained for navigation and interaction.

XX7T Proc. 5" Int! Conf. Disability, VVirtual Reality & Assoc. Tech., Oxford, UK, 2004
©2004 ICDVRAT/ University of Reading, UK; ISBN 07 049 11 44 2



Providing external memory aids in haptic visualisations for blind computer users, S A Wall and S Brewster,
University of Glasgow, UK

Haptic force feedback devices can be used to allow visually impaired computer users to explore
visualisations of numerical data using their sense of touch. However, exploration can often be time
consuming and laborious due to the “point interaction” nature of most force feedback devices, which
constrains interaction to the tip of a probe used to explore the haptic virtual environment. When exploring
large or complex visualisations, this can place considerable demands on short term memory usage. In this
respect, a fundamental problem faced by blind users is that there is no way to mark points of interest or to
harness external memory, in a similar way in which a sighted person may mark a graph or table at a point
of interest, or leave a note in a margin. This paper describes the design, implementation and evaluation of
external memory aids for exploring haptic graphs. The memory aids are “beacons” which can be used to
mark, and subsequently return to, a point of interest on the graph. Qualitative evaluation by visually
impaired users showed that external memory aids are a potentially useful tool. The most commonly
reported problem was that of using the keyboard to control placing of the beacons. Suggestions for
subsequent re-design of the beacons in light of the participants’ comments are considered.

Game accessibility case study: Terraformers — a real-time 3D graphic game, T Westin, Stockholm
University, SWEDEN

Terraformers is the result of three years of practical research in developing a real-time 3D graphic game
accessible for blind and low vision gamers as well as full sighted gamers. This presentation focus on the
sound interface and how it relates to the 3D graphic world, and also include post mortem survey results
from gamers and comments to those.
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Oxford
The City of Dreaming Spires

Rachel McCrindle
University of Reading

Welcome to Oxford, the city of dreaming spires, its skyline shaped by the golden stone buildings of
the University with their spires, towers and domes. For over 900 years, Oxford has been a home to
royalty and scholars, and since the 9th century an established town.

Although there is limited evidence of early Roman occupation around the city, it was really the
Saxon Princess, St Frideswide, who around 727 AD founded a religious abbey on the site of
Oxford’s cathedral where Christ Church stands today. St Fideswide is often thought of as the
‘founder’ of the city, and it was the Oxenford, the original Saxon crossing point, that gave the city
its name.

By the tenth century Oxford had become of strategic importance. Alfred the Great developed
and fortified the city against the invading Danes and the city began to develop around the
crossroads (Carfax) which is still the heart of the present city. After the Norman Conquest of 1066,
King William gave Oxford to Robert D’Oilly who built Oxford’s castle in 1072 and strengthened
the city’s ramparts. Richard the Lion heart was born at Beaumont Palace in 1157, and Charles 1
held parliament in the Convocation Hall during the Civil War.

Oxford University dates back to the 12th century and is the oldest English-speaking University
in the world. Today it is made up of 39 colleges, each with its own governing body. There is no
clear date of foundation, but teaching existed at Oxford in some form in 1096 and developed
rapidly from 1167, when Henry Il banned English students from attending the University of Paris.

In 1188, the historian, Gerald of Wales, gave a public reading to the Oxford dons and in 1190
Emo of Friesland became the first known overseas student. By 1201, the University was headed by
a magister scolarum Oxonie, on whom the title of Chancellor was conferred in 1214, and in 1231
the masters were recognized as a universitas or corporation. In the 13th century, rioting between
the townspeople and the students resulted in the establishment of primitive halls of residence which
were later succeeded by the Oxford’s colleges with University, Balliol and Merton Colleges,
established between 1249 and 1264, being the oldest.

Oxford was soon recognized as being an eminent seat of learning. In 1355, Edward Il paid
tribute to the University for its invaluable contribution to learning and to the services rendered to
the state by distinguished Oxford graduates. From 1878, academic halls were established for
women, who became members of the University in 1920. Since 1974, all but one of Oxford’s 39
colleges have changed their statutes to admit both men and women. St Hilda’s remains the only
women’s college.

Early on, Oxford became a centre for research and lively debate, often of controversial issues,
and it has continued in this vein as an international focus for learning and a forum for intellectual
debate.

New College, our venue for ICDVRAT 2004, was founded in 1379 by the Bishop of
Winchester, William of Wykeham (ca 1320-1404), about 200 years after the University came into
existence. It is one of the largest and best-known colleges, and undeniably one of the most
beautiful. The origin of the name ‘New’ stems from the fact that the College’s ‘official’ name — the
College of St Mary — is the same as that of Oriel College. Hence ‘the new college of St Mary’.
When founded, the College was new in several other ways. It was the first college for
undergraduates, the first in which the senior members of the college had tutorial responsibility for
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undergraduates, and the first to be designed around the familiar quadrangle plan. Today, there are
about 400 undergraduate and nearly 200 graduate students at the College.

Many leading luminaries have connections with Oxford and its University. Among these are 4
kings, 46 Nobel prizewinners, 25 UK Prime Ministers, 3 saints, 86 Archbishops and 18 Cardinals
as well as many politicians, scientists, writers, broadcasters, actors and athletes. Recently
celebrated has been the 50™ anniversary of the first sub 4 minute mile, achieved by Sir Roger
Bannister on the Iffley Road running track on 6™ May 1954.

Oxford appears frequently as a setting for TV dramas and films such as Inspector Morse, Iris,
Shadowlands, The Saint, True Blue and Harry Potter. It also has a long and distinguished literary
history with many writers having spent time in Oxford and been inspired by the city. Amongst
these authors are Lewis Carroll, JRR Tolkein, Oscar Wilde and Evelyn Waugh who based his
famous novel Brideshead Revisited on his time at Hertford College.

It was during his time teaching at Christ Church that Charles Dodgson, a shy mathematics don,
wrote the Alice in Wonderland stories under the pen name of Lewis Carroll. Alice was the daughter
of Dean Liddell and the stories began one summer afternoon when Dodgson took Alice and her
sisters out on the river. Alice’s Shop in Through the Looking Glass was based on the shop opposite
Christ Church in St Aldate’s where the real-life Alice Liddell used to buy her barley sugar sweets.

Other notable children’s favourites include The Chronicles of Narnia by C S Lewis and The
Hobbit and The Lord of the Rings by J R R Tolkien. Both Lewis and Tolkien were leading
members of The Inklings, Oxford’s most famous literary group, that met regularly at The Eagle
and Child pub in St Giles during the 1930’s and 40’s, to read extracts of their books to each other.

The Oxford University Museum of Natural History, where the conference reception will be
held, houses the University’s scientific collections of zoological, entomological, geological,
palaeontological and mineralogical specimens, accumulated in the course of the last three centuries.
The exhibits occupy a large centre court with its elegant cast iron columns supporting the great
glass roof, and surrounded on four sides by upper and lower galleries. The museum is particularly
renowned for it permanent display of dinosaurs, the largest display outside London; its
reconstructions of the dodo, inspiration for the dodo in Lewis Carroll’s Alice in Wonderland; and
its live broadcasts to visitors of the museum of the swifts nesting in its tower. This study began in
1947 and is one of the longest running studies of any species of birds.

There are many other places of historical interest. These include Oxford’s oldest building, the
Saxon tower of St Michael at the Northgate, Cornmarket; the Bodlian library established over 400
years ago by Sir Thomas Bodley to house his collection of books; Sir Christopher Wren’s
Sheldonian Theatre built in 1664; the Ashmolean Museum, Britain’s oldest museum and housing
the university’s world famous collections of art and archaeology; Christ Church whose college
chapel is Oxford’s cathedral, the smallest cathedral in England; the riverside botanic gardens
opposite Magdalene College, and the garage in Longwall Street where in 1913 William Morris
produced the first ‘Bullnose” Morris Oxford thereby establishing Oxford as a leading centre of the
motor industry.

Today, the city is a bustling town with a cosmopolitan range of restaurants and lively pubs, a
wide variety of entertainment, excellent shopping and world-famous museums. Alongside the
traditions of the University, Oxford is now also home to a growing hi-tech industry.

We hope that amidst the busy conference programme you will be able to find some time to
explore all that Oxford has to offer. One good place to start might be the Oxford Story in Broad
Street which, through a combination of films, interactive exhibits and a 25 minute indoor ‘dark’
ride, complete with the sounds and smells of the times, takes you through the University’s 900 year
history, allowing you to meet along the way, some of the writers, scientists and politicians whose
careers began at Oxford.
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ABSTRACT

A virtual or mixed reality environment for neurological rehabilitation should simulate the
rehabilitation of the task, and not simply simulate the task. This involves identifying the errors
in task performance that neurologically damaged patients make during task performance and
replicating the guidance given during skilled rehabilitation. Involvement of a skilled therapist
in the design and development team is essential. Neurological rehabilitation is complex and
replicating it requires compromises between the desire to replicate this complex process and
the amount of development time. Virtual or mixed reality systems that can simulate the
rehabilitation process are suitable for clinical effectiveness studies.

1. INTRODUCTION

Loss of the ability to make a hot drink after a stroke is common. It is important because this loss makes
returning home independently from hospital more difficult. Accordingly, this ability is commonly assessed
during stroke rehabilitation in hospital and treatment aimed at restoring function is commonly given. We
have developed virtual and mixed reality environments to aid the rehabilitation of this task.

1.1  Prior development of mixed reality environment for making a hot drink

A user-centred design process was used. Initial work, in which patients and Occupational Therapists were
consulted, confirmed that virtual environment based systems could potentially be useful for this purpose
(Hilton et al, 2000). Early experience with patient groups showed that acceptable means of interfacing with a
virtual environment were needed before the virtual environment itself could be developed. A keyboard,
mouse, or joystick was not appropriate for this group of patients. One approach, taken from earlier
experience in the use of virtual environments with people with learning disabilities, was to develop a
Tangible User Interface in which objects were manipulated to control the virtual environment instead of a
mouse / joystick or keyboard (Hilton et al, 2002). Initially a keyboard-mounted device was developed in
which movement of the objects simply generated pressed keys on the keyboard. The Tangible User Interface
was found to be too inflexible. Consequently, a second approach used objects containing movement sensitive
switches, thereby replacing the keyboard entirely. Objects in the first movement sensitive objects interface
version connected to the virtual environment using cables, but in a later version the wires were replaced with
radio transmitter devices. This provided a very flexible system, free of cables, keyboards, joysticks or mice.

Another approach to interface with the virtual environment has been to use an off-the-shelf touch screen
interface, requiring no new technical development. Yet another approach has been to use machine vision of
normal kitchen objects to drive the making of a hot drink in the virtual environment: this has required
considerable technical development (Ghali et al, 2003). The development of three interface approaches
(touch screen, movement sensitive objects interface, machine vision) has enabled us to develop a mixed
reality system, which offers the opportunity to train both the cognitive and physical aspects of task
performance. Details and justification of this approach are given in another paper (Hilton et al 2004).
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Once workable interfaces had been developed, it was then possible and necessary to develop our
VIRTOOLS virtual kitchen environment controlled by these interfaces. At this stage the elements of an
acceptable and usable system for people with stroke had been developed.

The development team until this stage included experienced technical staff, and had consulted with health
care staff including Occupational Therapists, but did not include an Occupational Therapist within the team,
and no field tests with stroke patients undergoing rehabilitation had been undertaken.

In this paper we report our experience during the necessary work to develop our system for making a
virtual hot drink into one that was not only usable by people with stroke, but was also fit for purpose as a
rehabilitation tool.

1.2 Virtual environments as rehabilitation tools

The development work so far had focussed extensively and necessarily on means to interface with the virtual
environment. In this next phase we had to concentrate more upon the virtual environment itself and how the
system would be used as a rehabilitation tool in clinical practice. This required attention to the reasons why
these types of technologies have potential value in rehabilitation, and why they may fail. The potential
rehabilitation benefits of practice in a virtual environment include:

= Treatment of the cognitive processes of task performance can take place sooner in a virtual
environment than in a real environment. For example, patients with physical problems might be able
to rehearse the cognitive aspects of task performance needing only sufficient motor capacity to
control a virtual environment rather than real objects.

= Virtual environments can avoid retraining in potentially hazardous settings. For example, patients
would not be at risk from boiling water or electricity as they would be if they were in a real
environment.

= Working with virtual environments can be enjoyable and compulsive, so providing motivational
benefits. Many rehabilitation experts believe that motivation during rehabilitation is a factor in its
success. One reason for this is simply that patients who are more motivated spend more time and
effort into promoting their recovery and that this drives neural plasticity, the presumed underlying
mechanism of neurological recovery after brain injury (Taub et al, 2002). Virtual environments can
be designed so that patients can use them with little or no clinical supervision. This could increase the
amount of time spent in rehabilitation.

= Virtual environments can allow the learning process to be more strictly controlled and defined than
might be possible in the real environment. “Scaffolded” learning could be used (Wood et al, 1976), in
which the task is initially simplified and then progressively made more complex as the patient’s
ability increases. This process is called “shaping” in the neurorchabilitation literature (Taub et al,
2002). The distractions of real world learning, and de-motivation caused by repeated failure if too
complex a task is attempted, can be avoided.

The potential rehabilitation drawbacks of virtual environments are:

= Interfacing with the virtual environment could be too difficult for patients to use. Patients cannot
benefit from rehabilitation if they do not participate in it.

= The system could be too difficult, unrealistic or intuitive to be enjoyable and motivational. Patients
may not benefit if not motivated.

= The system could fail to train the cognitive skills that are lost. Brain injuries such as stroke cause a
huge variety of neurological impairments, singly or in combination, and these differ between
individuals. It is important to design environments and training routines that deal with the common
faults and errors neurological patients make during making a hot drink, which may differ from those
made by non-neurologically impaired people.

= Training in the virtual environment could fail to generalise to real world settings. It has been found
that people with cognitive problems due to acquired brain damage such as stroke often show poor
generalisation from a training task to performance in naturalistic settings (Manly, 2002). Little is
known about the benefits of mixed reality rehabilitation environments.
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2. DEVELOPMENT OF THE SYSTEM AS A REHABILITATION TOOL

Further to the development of a system that was usable by stroke patients, where a virtual hot drink could be
made, we now needed to develop the system so that it simulated rehabilitation of this task. In particular we
needed to ensure that the learning processes invoked during use of our system were likely to promote
recovery. For example, an early version of our system used in usability trials simply instructed the user
through the steps of making a hot drink. Clearly, that version did not provide scaffolded learning, or
opportunities for problem solving. In this stage therefore, we required the typical errors in performance made
by patients to be identified, and the presumed effective parts of the guidance and feedback used during
rehabilitation to be replicated. For this, we needed the contribution of an Occupational Therapist experienced
in stroke rehabilitation. The following observations were made.

2.1 Task model

The Occupational Therapist observed that many stroke patients do not drink or want to make coffee (the task
within the virtual environment at this stage) and therefore they would not see this as a meaningful part of
their rehabilitation. Both tea and coffee making therefore needed to be included in the task model and the
virtual environment.

The Occupational Therapist also observed that there is no set procedure for making a hot drink and people
do this task in many different ways, e.g. some people put milk in the mug before the tea and some do it after
the tea, some people even put everything into the kettle and boil them up together. In clinical practice the
therapist would therefore find it inappropriate to try to train a pre-determined, “correct” method for making a
hot drink. Instead, the therapist would teach the patient to do the task the way they want to do it, providing it
is functional and safe. The task model therefore had to be examined and adjusted so that several means of
completing it were permissible, not one alone.

2.2 Virtual environment

In clinical practice, the Occupational Therapist often attempts to simulate the patient’s home setting
including the range of objects, colour of objects, shape of objects, position of objects, other clutter, etc. The
ability to do this in a hospital or clinic setting is limited, but is potentially possible in a virtual environment.
However to do so, would need the system to be reconfigured each time, and would require a considerable
further development. The need to reconfigure the system would put increased demands upon the
Occupational Therapist. By contrast, a simple model that does not need configuration is likely to be more
widely applicable.

In clinical practice, milk jugs, mugs and kettles can be almost any colour and it would not have been
difficult to allow different shaped and coloured objects to be selected in the virtual environment. However a
constraint of our mixed reality system is that the machine vision approach we used involves recognition of
colour, rather than shape, to recognize objects. This meant that a different colour had to be used for each
object (i.e. green kettle, blue mug, etc) and these could not be modified easily. Thus the use of machine
vision makes configuration more complicated.

It is possible that a lack of configurability may mean that patients find the virtual environment too unreal
or perceive it to be a game or toy, with the implication that it is a frivolous activity. If so, they may not be
motivated to engage in it. However, our experience has been that patients do not need perfect simulation. For
example, in our system, a “ping” sound with a white arrow flashing above the object was used to denote that
a virtual object had been selected, and when the virtual environment gives a prompt to move an object, the
object “flashes” indicating which object needs to be moved. These unreal effects did not seem to trouble
either the patients or the Occupational Therapist.

We elected to keep the model simple, on the basis that we did not feel that additional complexity was
necessary at this stage, but also because of limitations upon development time.

2.3 Identification of errors

People with stroke have many different and complex impairments of varying severity, many of which reduce
their capacity to make a hot drink. These may include weakness of the arm, impaired vision, a variety of
cognitive and executive problems or a combination of these impairments. In clinical practice, errors during
attempted task performance are noted by therapists and used to infer the likely underlying impairments. The
Occupational Therapist then helps the patient to find means to overcome these problems. Helping the patient
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to overcome these errors during task performance is the rationale for occupational therapy: promoting
recovery through purposeful activity.

The first challenge this poses in the development of the virtual environment as a rehabilitation tool is that,
like a therapist, it must be able to detect when a pathological error (i.e. an error due to the stroke, as opposed
to a simple error caused by carelessness or unfamiliarity with the system) has occurred.

To deal with this problem, the Occupational Therapist repeated a task analysis for making a hot drink,
with the intention of creating a list of all the possible stages required to make a hot drink. Twenty-five stages
were identified. Some of the stages were essential, such as getting the kettle, and other stages were optional,
such as spooning sugar into the mug. Using the touch screen interface to the virtual environment involves 21
of the stages. Use of the movement sensitive objects interface alone only involves 10 of the stages, although
all are involved when the movement sensitive objects and vision systems are used as a single interface
(Hilton et al, 2004).

Next, the Occupational Therapist also compiled a list of the different types of pathological error types
frequently made by patients when making a hot drink. These error types were categorised empirically into
four groups: attention; sequencing; object use; dexterity and accuracy. Occupational Therapists identify these
pathological error types from an almost infinite number of incorrect actions that stroke patients may make
whilst making a hot drink. These include leaving the kettle lid up whilst boiling (it will not switch off with
the lid up), holding a mug to the kettle spout instead of tipping the kettle to the mug, or putting insufficient
water to cover the element in the kettle. These incorrect actions could be due to a variety of error types. For
instance, if a patient left the kettle lid up whilst boiling, the therapist would try to ascertain whether this was
due to an attention error or an object use error. Each patient’s rehabilitation is then based on their
impairments, the types of incorrect actions made and the possible types of errors.

Having established the types of errors commonly seen during stroke rehabilitation, we then reviewed
which interface approach (touch screen, movement sensitive objects interface/machine vision) might be
suitable for detecting incorrect actions and for treating patients with the different types of error. Our findings
are presented in the table below.

Our interpretation of this analysis is that our mixed reality system would be able to detect most of the
errors made by stroke patients undergoing rehabilitation. As expected, the movement sensitive objects /
machine vision interface would be able to detect errors in the physical aspects of task performance. Although
we have not had the time to do so, it would be possible to develop our system so that the degree and duration
of tilt of the kettle would affect the speed the mug is filled with boiling water, and allow it to overflow.
Similar changes could be made to the filling of a water jug, the kettle and so on.

We did not feel that our system could be easily used without an Occupational Therapist to interpret
incorrect actions. This limits the extent to which our system can be used unsupervised and, hence, potentially
limits the opportunity for increasing the amount of time a patient spends in rehabilitation activity.

2.4 Prompts and guidance

The second challenge to the development of the virtual environment as a rehabilitation tool, after
identification of pathological errors, was to replicate the effective aspects of prompts and guidance used
during rehabilitation.

To do this, the Occupational Therapist videoed several clinical sessions during which she assessed hot
drink making ability in patients in a real kitchen and when attempting to do so using our mixed reality
system. Together with a colleague, she identified that she used a three-stage process. First, a prompting
question would be used such as “What would you do now?” If this did not produce the correct behaviour a
more direct instruction would follow, such as “Put the teabag into the teapot”. Third, if this did not produce
the desired action, a visual demonstration would be given. These prompts were individualised to suit
individual patients’ impairments.

The initial questions were felt to be the most important part of the educative process because they tended
to prompt problem solving rather than provide ready-made solutions. Examples include: “What do you need
now?” or “What do you need to do next?” These questions were used to concentrate on problems of
sequencing, attention and initiation, when the patent was stuck, when the error was failure to proceed to the
next step. Another question type was to ask patients to reflect on what stage they have just completed and ask
a question. For example “You have cold water in the kettle, will it boil like that?”” This can be used to
question object use, sequencing, problem solving or safety issues. These questions were easily incorporated
into the mixed reality system in response to errors in performance of the virtual task.
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However, not infrequently the therapist had to ask the patient “What are you trying to do?” in order to
understand the patient’s behaviour or to identify the type of error (for example, if the patient had difficulty
locating an object). In practice, this enquiry was not simple, and often involves a conversation between the
therapist and patient, including the interpretation of non-verbal information. We did not think this part of the
process was likely to be easily achieved through interaction with the system alone. For that reason we felt
that our mixed reality system alone is unlikely to be useful without the Occupational Therapist to supervise.

Table 1. Categories of errors and suitability of interfaces for their rehabilitation

TYPE OF ERROR SUITABILITY OF
INTERFACES
ATTENTION
Initiation Does not automatically begin the task or a stage Detectable using all
interfaces
Attention Does not attend to an individual event (e.g. pays no Detectable using all
attention to the fact the kettle has boiled) interfaces
Neglect Cannot find an object or does not respond to a visual or Detectable using all
auditory cue to the affected side (e.g. unable to locate interfaces but will need an
teapot positioned on his/her affected side) OT to interpret behaviour
SEQUENCING
Sequence Performs an action at the wrong time within the task (e.g. | Detectable using all three
puts the sugar in the cup before the teabag)
Addition Adds an abnormal action (e.g. rips a teabag open and Will need an OT
pours loose tea into the teapot)
Omission Omits a stage (e.g. fails to put any water in the kettle) Detectable using all
interfaces
Perseveration | Repeats a stage (e.g. pours the milk into the cup twice) Detectable using all
interfaces
OBJECT USE
Selection Does not select the correct object to accomplish a stage Detectable using all
(e.g. stirs the tea with a finger or pours milk into the interfaces but will need an
teapot) OT to interpret behaviour
Object Use Does not use object appropriately (e.g. uses the kettle asa | Detectable using all
teapot) interfaces but will need an
OT to interpret behaviour
Problem Gives unmistakable signs of not knowing what to do (e.g. | Detectable using all
Solving continues to place the cup near the spout of kettle without | interfaces
picking up the kettle or looks hesitatingly at the objects,
picking them up, turning them over, putting them down
and trying with another object.)
DEXTERITY & ACCURACY
Dexterity Fumbles when attempting to use objects (e.g. spills coffee | Best detectable using
when spooning) movement sensitive objects
and machine vision
interfaces
Quantity Misjudges the amount of something (e.g. fills the cup with | Not currently detectable
more milk than tea)
Spatial Misjudges the location of objects (e.g. misses the cup and | Not detectable using
pours the tea onto the table) movement sensitive objects
interface alone.
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2.5  Feasibility

The original aims were for the virtual environment to be suitable for use at the patient’s bedside in a hospital
ward situation and to be safe for use by both patients and staff. Consideration therefore needed to be given to
the security and portability of the virtual environment in this setting, any disturbance it may cause, plus the
confidentiality of patient information stored in the virtual environment.

The virtual environment currently includes:

= Laptop with touch screen interface
= Second laptop connected to a tangible interface and visual monitoring interface
= Computer table with a video camera mounted on a bracket above the table

= Tangible interface i.e. a set of kitchen objects with sensors attached

The amount of space and equipment involved presented a problem for making the virtual environment
portable. In its present state, it takes a long time to set up and requires two members of staff to do so. The
long-term plan is to build a suitable workstation on wheels, so the virtual environment can be left set up
ready to use. This will resolve the portability problem but then requires a hospital ward to have sufficient
space to store the virtual environment.

The equipment presents a security risk: theft is common in hospitals, and computers are particularly
vulnerable. There is also a need to protect confidential patient information that might be stored in it.
Therefore, the virtual environment cannot be left unattended, for instance, whilst not in use or even whilst
taking a patient to the lavatory during treatment.

The majority of patients in our hospital are in bays of 4-6 beds and only a minority are in individual side
rooms. This presented problems for using the equipment by the patient’s bedside, due to the disturbance to
other patients and staff in the bay, caused by the verbal prompts and sound effects from the virtual
environment. To resolve this, the Occupational Therapist had to take the patient and the equipment to a more
suitable room, such as the rehabilitation room, dayroom or single room. This is another factor that makes our
system more suitable as an occupational therapy aid, rather than a system for independent use by the patient.

3. FIELD TESTS WITH STROKE PATIENTS

To assess the clinical relevance of the mixed reality environment as a rehabilitation tool, field tests were
conducted with stroke patients. These field tests so far have been conducted primarily using the touch screen
interface with 10 patients. The tangible / machine vision interface field tests are in progress.

Despite the large amount of preparatory work on making the virtual environment system accessible to
stroke patients, the Occupational Therapist found that she needed to train patients in the use of the touch
screen, so that they knew when they had selected or moved a virtual object. For this reason, a brief training
programme, involving putting a letter in an envelope and sticking on a stamp was developed.

Commonly we found that patients spoke to the system as if it were a person. We found this encouraging
as it indicated that patients were activity engaging in it. They found the system challenging, and generally
indicated this with good natured comments indicating mild frustration when they made errors. Examples
include “She doesn’t trust me does she? Don’t blame her” (error prompts are given by a female voice): to the
prompt “What would you do next?” the reply was “Throw it out the window”. Only one patient became quite
angry due to frustration. However, despite these frustrations, most patients after using the system were
complimentary about the system and its purpose, including the person who became angry. The system was
described as “Clever”, “Good for people who find this difficult” and “Easier, cleaner and quicker that the
real task”.

However, the field tests have indicated that the touch screen interface is probably not suitable for all
patients. Those with limited vision had difficulty seeing the objects clearly on the screen. Patients with poor
upper limb co-ordination had difficulty with accuracy when using the touch screen pen to operate the virtual
environment. Patients with poor short term memory had difficulty remembering how to use the touch screen
pen. Patients with poor hearing had difficulty hearing the instructions given the virtual environment.

Some patients were not comfortable with feedback coming from the virtual environment rather than the
Occupational Therapist. Feedback from the virtual environment is at a set speed and some patients might
want it quicker, or slower. For example, to the question “What do you need to do next?” one patient said,
irritably, “I’m about to tell you”.
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Many users (both staff and patients) had difficulty relating the virtual task to the real world task. For
example some tried to put the coffee jar into the mug without taking the lid off the jar and putting the spoon
into the coffee jar. They said that it was in some respects harder to do the task in the virtual environment than
in the real world.

4. FURTHER EVALUATION

The experiences reported here, including an Occupational Therapist in the design and development team,
have improved the degree to which our rehabilitation system simulates the rehabilitation of the task of
making a hot drink in stroke patients. We have developed the task model to make it reflect the variety of
ways patients make hot drinks. We have checked that our system is able to identify the typical errors made by
stroke patients during task performance, and we have developed a system of prompts that mimic the
problem-solving process used in clinical rehabilitation practice. It seems to be well received by the sorts of
patients for whom it is intended. In these respects, we have developed a system that is fit for purpose as a
rehabilitation tool.

On the other hand, we recognise the limitations of our system. It needs to be used by an Occupational
Therapist rather than to replace her. Some errors in real world performance may not be detected when
performing the task using the mixed reality system. Inflexibility of the system, for example in terms of
configurability, may hamper active involvement. The cognitive demands necessary to use the system may
prove a barrier to it is use in some patients, as may the effect of poor vision or poor hearing.

Some of the limitations of our system could be overcome with yet more development of the virtual
environment. However, ultimately the test of effectiveness of a rehabilitation tool is not simply that it can be
used, or the degree of similarity between the virtual and real environments. We feel that the most important
question now is whether there is any value in using our mixed reality environment in clinical practice. We are
now conducting a randomised controlled trial, using the system in patients undergoing in-patient
rehabilitation after stroke.

5. CONCLUSIONS

This stage of development of a mixed reality environment system took a system to make a virtual hot drink,
with interfaces that made it usable by stroke patients, and developed its ability to simulate the rehabilitation
of that task. The process required an Occupational Therapist who was experienced in stroke rehabilitation.
This work required us to review the underlying task model for making a hot drink, to undertake an analysis of
the errors made during neurological rehabilitation, and an analysis of the sorts of prompts and guidance given
during skilled stroke rehabilitation. A system has been developed that is fit for purpose and, although further
development could continue, it now requires further evaluation using clinical effectiveness studies.
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ABSTRACT

Previous studies have examined the use of virtual environments (VEs) for stroke and similar
rehabilitation. To be of real benefit it is essential that skills (re-)learned within a VE transfer to
corresponding real-world situations. Many tasks have been developed in VEs, but few have
shown effective transfer of training. We believe that, by softening the real/virtual divide, mixed
reality technology has the potential to ease the transfer of rehabilitation activities into everyday
life. We present two mixed reality systems, designed to support rehabilitation of activities of
daily living and providing different mixtures of digital and physical information. Functional
testing of these systems is described. System development and user evaluation continues, some
of which is described in a sister paper (Edmans et al 2004) in this volume.

1. INTRODUCTION

Stroke is a term used to describe a sudden neurological deficit within the brain. The extent and precise
location of the damage is unique to the individual, making intact function and observed behaviour also
individual to each stroke survivor. A thorough assessment of the patient’s cognitive and motor function is the
first stage of rehabilitation. For most patients the priority is to facilitate a return home as soon as it is safe and
timely for them to do so.

Rehabilitation necessarily aims to restore function and so may be aimed at reducing impairments or
promoting activities. Following a series of workshops and seminars with stroke survivors, occupational
therapists and consultants, the activity of making a hot drink was selected as a suitable activity of daily living
upon which to base the research reported here (Hilton et. al. 2000, 2002).

A number of previous studies have examined the use of virtual environments for stroke rehabilitation
focussed on activities of daily living. Davies et al (2002) used virtual reality in three different scenarios: a
kitchen activity, operating an ATM (cashpoint) and way finding. A meal preparation task in a virtual kitchen
was the focus of research by Christiansen et al (1998), while Brown et al (1999) considered a variety of
activities taking place within a virtual city. A virtual environment to train stroke survivors to cross a street
safely was the focus of work by Weiss et al (2003). Gourlay et al (2000) have developed a hot drink task as a
virtual environment for rehabilitating stroke survivors accessed via a mouse or data glove.

Virtual environments (VEs) have as their core the simulation by computer of three-dimensional space;
they can be explored in real time with similar freedom to real world exploration, and the user may interact
with objects and events in the simulation. Interactions with VEs reproduce similar visual-spatial
characteristics to interactions with the real world, and they can preserve the link between motor actions and
their perceived effects (Regian, Shebilske and Monk, 1992). This has lead to a focus on virtual rehabilitation
environments, in which survivors of stroke and those with other, similar conditions rehearse tasks that would
be problematic in the real world. It is often pointed out that rehabilitation tasks presented within a VE enable
patients to repeat tasks in safety, to feel free to manipulate the world autonomously and, if the experience is
an enjoyable one, gain much needed confidence. To be of any real benefit, however, it is essential that skills
(re-)learned within a virtual environment transfer to corresponding real-world situations. While many tasks
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have been developed in VEs, only a limited number have demonstrated effective transfer of training (Linden
et al. 2000; Mendozzi, Pugnetti, Barbieri et al 2000; Rose, Brooks & Attree, 2000; Stanton et al., 2000).

A potential alternative to the self-contained virtual rehabilitation/learning environment is provided by the
recent development of mixed reality environments and systems. Mixed realities are spatial environments in
which participants can interact with both physical (real) and digital (virtual) information in an integrated way
(Milgram and Kishino 1994). Mixed reality technologies have been employed in a variety of entertainment,
art and educational scenarios, but have yet to be explicitly and systematically applied to rehabilitation. By
softening the real/virtual divide we believe that mixed reality technology has the potential to ease the transfer
of rehabilitation activities into everyday life. This might be achieved either by making critical physical
information available during a single and otherwise virtual rehabilitation activity, or by performing that
activity in a series of increasingly physical mixed reality systems over an extended rehabilitation programme.

The adoption of a mixed reality approach naturally focuses attention on the technology used to interface
the real and virtual environments. The provision of effective and usable interfaces to virtual rehabilitation
environments is non-trivial; standard interface technologies are frequently inappropriate per se, and a wide
variety of user abilities must be provided for. Previous work on interfaces to VEs, including our own (Cobb
et. al. 2001), has, however, focussed on providing the user with access to or a sufficiently high level of
immersion in a virtual rehabilitation environment. Residual perception of the surrounding real environment is
seen as a shortcoming. Mixed reality work differs from traditional virtual reality in two key respects. First,
emphasis is placed on the complete system, not just the virtual environment. Second, information regarding
the real environment is viewed as a resource, not a problem. We adopt these views here.

2. AMIXED REALITY FRAMEWORK

Mixed reality technologies can be characterised by their relative positions along an axis spanning the
real/virtual divide (Figure 1). Immersive virtual reality, experienced via head-mounted displays or CAVEs
(Cruz-Neira et. al. 1992) provide the most completely virtual experience; participants can become involved in
the virtual environment to the complete exclusion of the surrounding physical world. In augmented virtuality
(Milgram and Kishino 1994) representations (e.g. images or video streams) of real objects are included in the
virtual environment, allowing the inhabitant of a VE to access physical information. Mixed reality
boundaries (Benford et al 1996) mark the midpoint of the continuum between real and virtual environments.
Mixed reality boundaries connect virtual and physical spaces by creating a transparent boundary between
them. Projective displays allow inhabitants of the real world to view events in the virtual, while co-located
cameras or other sensor technology allow those in the virtual environment to view the physical. Mixed reality
boundaries with a variety of properties are in existence (Koleva et. al. 1999). Moving further towards the
physical, augmented reality overlays digital data on views of the real world, usually via a transparent display
(e.g. Billinghurst et al 1996), allowing the user to view but not usually to manipulate digital information. The
physical manipulation of digital information is, however, key to the notion of “tangible bits” proposed by
Ishii and Ulmer (1997). Tangible bits uses graspable physical objects to manipulate digital data, so the
movement of an object in the physical world has a corresponding and predictable effect on the virtual.

Immersive Augmented Mixed Augmented Tangible Physical
VR Virtuality Reality Reality Bits Reality

| : Boundaries : : |
Virtual Real

Figure 1. Technologies across the real/virtual divide.

The technologies overviewed above each provide the user with a unique mixture of the real and the virtual.
This mixture should be exploited and explored to determine which provide(s) the most appropriate
experience(s) at each stage in the rehabilitation process. With this goal in mind we have developed a variety
of interfaces to a virtual environment designed to support the making of a hot drink. The resulting mixed
reality systems can be characterised by their position on the continuum of Figure 1. Following a brief account
of the common virtual environment they are described below.

3. THE VIRTUAL ENVIRONMENT

The role of the VE is to encapsulate and support the presentation of the digital information made available to
the user (patient). Here this comprises a model of the task at hand, expressed via direct visual feedback and
pre-recorded audio-visual guidance and demonstrations. A hierarchical task analysis (HTA) was developed to

12 Proc. 5" Intl Conf. Disability, Virtual Reality & Assoc. Tech, Oxford, UK, 2004
©2004 ICDVRAT/University of Reading, UK; ISBN 07 049 11 44 2



divide the top-level activity of making a hot drink into progressively smaller discrete subtasks, the process
continuing until the subtasks represent individual actions.

Close integration of the VE and any sensors providing information from the physical world is critical, and
for this reason we have shifted VE development from SuperScape™ to Virtools™, in recognition of the
latter’s enhanced ability to communicate with external software and devices. Objects were modelled in
Lightwave ™ and are based on real kitchen objects used in patient assessments. The functional status of each
object is maintained and used to determine which actions are permissible/desirable. Suitable words and
phrases were compiled (Edmans et. al. 2004) and a health care of the elderly nurse with experience of
multimedia recording provided the voice-over. Figure 2 shows a sample view of the environment.

Figure 2. The kitchen activity layout in Virtools™.

In operation, each interaction is logged and scored according to a scheme devised in collaboration with an
Occupational Therapist (Edmans et. al. 2004). A correct action scores 2 points. If after 20 seconds no input
has occurred a verbal prompt is given and subsequent actions score one point. Following a further time
period a verbal instruction is given, informing the user what to do. If there is still no response a
demonstration of the correct action is provided and the user scores 0 for that subtask. To test the functionality
of the scoring system 20 representative scenarios were designed and scored manually before being executed
within the VE by one healthy user. In each case the automatically generated scores were as expected.

4. THE TOUCH SCREEN: A MIXED REALITY BOUNDARY

Touch-sensitive screens offer a direct mode of controlling objects in a virtual world. A touch screen is a
simple example of an (asymmetric, Koleva et al 1999) mixed reality boundary, and so lies at the midpoint of
the continuum of Figure 1. Recent developments have made the touch screen an affordable option that might
offer an opportunity for patients immediately post-stroke to commence rehabilitation using a notebook
computer from their hospital beds. Providing a single, localised view of the virtual environment, this
technology may be of particular use to individuals with diminished ability to divert attention between
multiple locations. Hofmann et. al. (2003) used touch screens to train Alzheimer’s patients on a shopping
task and attribute the positive effects of their training regime in part at least to the ease of use of the interface.

A lightweight and robust Toshiba Satellite Pro A10 notebook computer with a 14” touch sensitive
monitor was selected and alternative touch screen controls developed. A two touch operation was devised to
provide the simplest form of input: an action is be initiated by selecting appropriate objects or pairs of
objects. Identification of successful selection is an important design feature and feedback has been
incorporated in the form of a pointer accompanied by a brief audible tone. The base functionality of the
system was tested by taking a typical scene from the hot drink environment, selecting all possible pairs of
objects and ensuring that the required/expected model subtask was generated. A drag and drop mode was
offered as an alternative, relying upon proximity detection between objects. While they may slow interaction,
Potter et al (1988) show that more realistic but more complex interactions of this type are acceptable to touch
screen users and can produce fewer selection errors.

To compare the touch screen controls, a simple task was implemented in Virtools™. This required the
user to apply a clearly visible stamp to a clearly visible envelope. In two touch mode the user must first select
any point on the stamp, followed by any point in the upper right quadrant of the envelope. The stamp then
moves to a predefined position in the corner of the envelope. If the second point is not in the acceptable area
an audible error message is generated. In drag and drop mode, selecting and dragging the stamp onto the
upper right quadrant causes the stamp to fly to the predefined stamp position when the finger is released (the
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“take-off” strategy of Potter et al 1988). If the stamp is released outside that quadrant it remains at the point
at which it was released and an audible error message is generated.

The stamp task was attempted by nine patients, at various stages post-stroke, under the supervision of an
experienced OT. Each made ten attempts using each of the touch screen controls. Every patient managed to
successfully complete the task within ten trials using the two touch interface, but none could reliably use the
drag and drop system. Several were forced to use non-dominant hands, but even those using dominant hands
had difficulty. When asked which they would prefer to use for the hot drink task all selected the two touch
version. Lack of accuracy at anything above a very slow speed was cited as the primary cause of difficulty,
though the need to steer round other objects generated noticeable, if secondary, problems. In a study of brain-
injured patients by Linden et al (2000), all subjects expressed a desire for a drag and drop mode. Our studies
found that the precision required to complete a drag and drop action using a touch screen significantly
increases the difficulty of the task for stroke patients.

Following a period of frequent design iteration to determine system function, 10 patients admitted to a
stroke unit have been involved in a continuing programme of participatory design informing the development
of the VE/touch screen system. Patients completed the hot drink activity both independently and with OT
supervision. Video recordings, field notes, verbal feedback and automatic data recorded in the VE have been
used to assess the developing system. Details are given in a sister paper (Edmans et al 2004). The only issue
raised regarding touch screen control was the standard difficulty in selecting small objects. Observed
sequences of object selection are consistent with the task model, indicating that identification of objects in
the VE does not appear to have been an issue with these particular patients. Although common, requests for
increased realism centred on realism of behaviour, not of appearance. Evaluation of the system continues.

5. INCREASING REALISM: A TANGIBLE INTERFACE

Ishii and Ulmer (2001) define tangible user interfaces (TUIs) as giving “physical form to digital information,
employing physical artefacts as representations and controls of computational data”. As such they provide
more physical information than do mixed reality boundaries. The use of TUIs is rare in rehabilitation, though
Sharlin et al’s (2002) “Cognitive Cubes” have shown some potential as a cognitive assessment tool.

Cobb et al. (2001) describe TUIs to an everyday task designed for use by young adults with a learning
disability. Studies with stroke survivors in the community criticised these early systems, in which the
graspable objects were mounted on a base board, as lacking flexibility (Hilton 2002). The ability to
reposition objects is considered to be essential, as is the freedom to complete the task in a preferred sequence.
To improve mobility the base board was removed. Real kitchen artefacts were retro-fitted with compact
sensors and machine vision techniques employed to recognise and recover the position of individual objects.

Non-mercury tilt switches were mounted inside vessels intended for pouring. Sub-miniature micro-
switches were mounted inside ABS boxes with 49x29.5mm plastic lids mounted on rubber shims to provide
pressure operated switching. A test bed was developed in which twin cables connected each sensor and an
input pair of a keyboard encoder. A connection made across an input pair emulates a key press, allowing
individual sensors to provide unique codes. In a single case study, part of the iterative design process, a 60
year old stroke survivor unable to use the left side of his body completed the hot drink making activity using
the sensor driven TUI, demonstrating that the sensors operated as expected. A wireless system was then
constructed using RF Solutions Ltd AM-RT4-433 Transmitters and AM-HRR3-433 Receiver operating at the
general purpose telecommand / telemetry band of 433MHz frequency. The wireless system has been tested
up to a distance of 2m from the receiver and found to be effective.

Object position is recovered from colour images provided by a vertically mounted digital camera whose
field of view covers the workspace. As real time response and robustness are of primary importance we
follow Swain and Ballard (1991) in basing object recognition on colour histograms. An 8*8*8 bin histogram
of the colours present in each camera frame is compared with a set of pre-calculated model histograms, one
per object. As objects can be chosen to be fairly colourful in this environment, each model histogram will
contain peaks at certain chromaticities; the image histogram should contain similar peaks if the object is
present. A given bin of the image histogram may, however, contain more pixels than the corresponding
model bin. These extra pixels should be discounted. The difference between the value Ni(i) in the i bin of
the image I and the value Ny(i) in the i bin of the model M is calculated. The minimum of zero and this
calculated difference forms the basis of the histogram comparison operation. Summing this over the image I
gives a value between 0 and —Ny; where Ny, is the total number of pixels in the model histogram. If all bins in
the image contain at least as many pixels as the corresponding model histogram bin, the result is 0, if the
image histogram has no pixels in the bins in which the model histogram pixels are found — if the occupied
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sets of bins from the histograms do not intersect — then the result is —Ny;. To produce a fractional estimate we
use:

> min(N, ()~ N, (.0
cM, = [1+2 v ]

If this value exceeds a threshold the object is considered to be present in the image.

The location of the recognised object must now be determined. If p;i(X,y) is the location of pixel j, in bin i
of the image histogram, the average location of pixels in bin i will be Li(x,y). Weighting this by the
proportion of pixels of the model histogram M in bin i, and taking the sum of the weighted averages across
all the bins of I gives an estimate of the location M(x,y) of the model M in the image I:

N,
L(xy)zm M(x,y)zz Li(x’y)x%w
o N](l) i=l1 u

To increase robustness, a background image, showing the workspace with no objects present, is constructed
using median filtering. Subtracting the background from each input image means that the histogram
containment operator can be restricted to areas of the image most likely to contain an object. While Ballard
and Swain (1991) used the familiar red-green-blue colour coding, we build histograms of hue-saturation-
intensity values, this representation being more stable under changes in illumination.

To assess the ability of the method to recognise kitchen objects, models were built of six everyday items:
a jug, yellow and blue mugs, a sugar pot, coffee jar and a redbush tea packet. Figure 3 shows samples of the
image data used to create the model histogram. Each object was placed in the field of view, the background
image subtracted and those pixels considered significantly different to the background (i.e. sufficiently likely
to depict objects) used to build the histogram. Six recognition trials were then run. In each, one model was
loaded into the system and the corresponding object moved across the field of view. Table 1 shows the mean,
maximum and standard deviation and maximum values of C(M,]) reported. Values are close to 1 in all cases.

To estimate the level of potential confusion between objects, all six models were then loaded into the
system and each object once again presented in turn. Table 2 shows the mean confidence level obtained when
each object (vertical axis) is compared with each model (horizontal axis). In most cases maximal values lie
along the diagonal. The red tea box is, however, confused with the coffee jar and the jug with the blue mug.
Care must be taken when choosing object; the image data reveals similarities not obvious to the naked eye.

Figure 4 shows the system recognising and tracking the positions of two objects simultaneously, the input
image is shown in Figure 4a and the system output in figure 4b.

The system has been applied to sequences of images of the stroke patient described above testing the sensor—
equipped kitchen objects. Although these early hospital trials were broadly successful, shadows cast by the
patient and OT disrupted processing. Large variations in (natural) light also made recognition increasingly
difficult as the trial progressed. Future trials will use more controlled illumination. Alternative, illumination
independent recognition methods may be considered. Again, development continues.

An early version of the vision system (Ghali et al 2003) was used in isolation, employing a task model
expressed in XML to recognise events (sub-tasks) in the hot drink making activity. Although that
configuration had some success in determining the relative positions of objects it could not recognise other
events, such as an object being tipped. The various embedded sensors can identify (some) binary events but
do not record their location. The combination of these complementary technologies is natural. The object
recognition/location software is written in C++ over Microsoft DirectShow, and produces a text file listing
the name of each object present and its position in image coordinates. These are then converted into the
Virtools™ coordinate frame and associated with the corresponding virtual object. Evaluation of the complete
tangible user interface is underway.
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Figure 3. Background-subtracted image fragments used to build model histograms.

Table 1. Confidence scores in a single model/single object trial.

JUG |YELLOW MUG| BLUE MUG |[SUGAR POT| RED TEA | COFFEE

MAX| 0.936198| 0.995757 0.994943 0.983957| 0.856031| 0.979574

MEAN| 0.811353| 0.925159163 | 0.888821092| 0.830353814{ 0.6651334| 0.81934

STD DEV| 0.071397| 0.050094091 | 0.071219554| 0.10395138| 0.0673606| 0.157848

Table 2. Six object confusion matrix.
JUG YELLOW MUG| BLUE MUG |SUGAR POT| RED TEA COFFEE

JUG 0.600527955| 0.698621582 [0.725871254| 0.24182894 |0.315906881]0.583295731
Y. MUG |0.251440304| 0.732824768 |0.335289893|0.171731804]0.115175089|0.431838357
B. MUG |0.319896646| 0.315210958 [0.718631458|0.206522979(0.337775625|0.572546604
SUGAR POT|[0.190307208| 0.151663981 |0.348305208|0.608503226|0.100183472|0.450333453
RED TEA [0.230223298( 0.157844021 [0.474890362|0.292937234(0.449076957(0.560163957
COFFEE ]0.346011333| 0.414849035 |0.636746737]0.336417579|0.299952175|0.776323632

e Cup
ppe L

&
| . _

Figure 4. Visual recognition and location of two kitchen objects.

a. b.

6. CONCLUSION

The mixed reality systems presented above lie at widely separated points on the continuum of technologies
shown in Figure 1, and raise differing technological challenges. In the touch screen system the user/patient
interacts directly with virtual objects, focusing attention on the ecological validity of the virtual environment
and the extent to which s/he feels immersed in that environment. The tangible interface centres the user’s
attention on real, physical objects, with the VE providing a task model and a medium for audio-visual
feedback rather than a focus for the rehabilitation activity. Manipulation of those objects must, therefore, be
smoothly mapped into corresponding changes in the virtual environment. Iterative improvement of these
systems, and the design of new systems, will continue over the next period. It should also be recognised that,
whilst this combination of technologies may seem cumbersome now, advances in the specialist technologies
we are using will improve over the next few years.

We have produced a first version of an integrated mixed reality system that works. Users can access the
virtual environment using a variety of interface methods to control activity and complete the task of making a
hot drink, with prompts and feedback provided as required. At present, however, this procedure is slow and
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requires users to learn how to work with it. This is not acceptable for a system intended to support
rehabilitation of users who will have very different needs and abilities. Whilst we are aware of the general
requirements for stroke rehabilitation, we need to understand more about individual differences amongst the
patient population and how this will affect their attitudes towards, and the effectiveness of, the mixed reality
system for supporting them through the rehabilitation process. A participatory design approach used for the
current phase of development will take information from users (occupational therapists and patients) to
directly inform iterative development of new versions of this system.

The longer-term objective is to identify how the various mixtures of the physical and the digital, made
available via mixed reality technologies, can and should be exploited during the rehabilitation process:

= Which provide(s) the most appropriate experience(s) at each stage in the rehabilitation process?
= What activities are best supported via these systems?

= Are individual mixed reality systems effective, or is a suite of systems required?

These questions are the focus of clinical evaluation studies conducted by our research team (see Edmans et al
2004) under research currently funded by the Stroke Association.
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ABSTRACT

The objective of this study was to provide experimental data to support a proposed model of VR-
based intervention. More specifically our goal was to examine the relationships between cognitive
and motor ability and performance within virtual environments. Thirteen participants who have had
a stroke participated in the study. They each experienced three virtual environments (Birds & Balls,
Soccer and Snowboard) delivered by the GX- video capture system. After each environment they
complete a scenario specific questionnaire and Borg’s scale for perceived exertion. Their cognitive,
motor and sensory abilities were measured as well. The participants’ responses to the VR
environments showed that they enjoyed the experience and felt high levels of presence. The results
also revealed some moderate relationships between several cognitive abilities and VR performance.
In contrast, the motor abilities and VR performance were inversely correlated. In addition, there
was a relationship between presence and performance within the Soccer environment. Although
these results support some components of the proposed model it appears that the dynamic nature of
the virtual experiences would be more suited to comparisons with different measures of motor
ability than those used in the current study.

1. INTRODUCTION

Stroke is a major cause of disability for adults and the elderly, often resulting in motor and cognitive impairment,
and functional disability (Woodson, 1995). Various studies have found relationships between functional
disability and both cognitive and motor deficits. Thus a major goal of the rehabilitation process is to improve
these deficits (Katz, et al.1999).

Virtual Reality (VR) has recently begun to be used for rehabilitation of patients with stroke. Piron, et al.
(2001) used VR to train reaching movements, Broeren, et al., (2002) developed a VR haptic device for the
assessment and training of motor coordination and Jack et al. (2001) and Merians et al. (2002) used a force
feedback glove to improve range of motion, speed and strength of hand movement. The results of the latter study,
which included three patients with stroke, showed VR to be useful for the improvement of upper extremity
function in patients who are at a chronic stage. VR also appears to be beneficial for the training of safe street
crossing using a desktop platform with patients who suffer from unilateral spatial neglect (Katz et al., 2003;
Weiss et al., 2003).

The virtual reality experience is multidimensional and appears to be influenced by many parameters whose
interactions remain to be clarified. A proposed model for virtual reality in rehabilitation is presented in Fig. 1.
This model was developed within the context of the International Classification of Functioning, Disability and
Health (ICF) (World Health Organization, 2001) terminology (Weiss et al., In Press) and consists of three nested
circles, the inner “Interaction Space”, the intermediate “Transfer Phase” and the outer “Real World”.

As represented schematically in Fig. 1, two primary factors within the “Interaction Space” influence the
nature of the interaction between the user and the virtual environment. The first of these factors relates to the
user’s personal characteristics. These include demographic factors (e.g. age, gender, cultural background), body
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functions (e.g. cognitive, sensory, motor) and structures (e.g., arms, legs). The second factor relates to
characteristics of the virtual environment including both the type of VR platform and its underlying technology
(enabling the flow of information to and from the user) and the nature and demands of the task to be performed
within the virtual environment. The characteristics of the virtual environment may be either barriers or enablers
to performance. The client interacts within the virtual environment, performing functional or game-like tasks of
varying levels of difficulty. This enables the therapist to determine the optimal environmental factors for the
client. Within the “Interaction Space” sensations and perceptions related to the virtual experience take place; here
the user’s sense of presence is established, and the process of assigning meaning to the virtual experience and the
actual performance of virtual tasks or activities occur.

Occupational Performance in
Real world - Participation

Transfer phase

Interaction Space

“Presence”
Meaning

Virtual Environment User Characteristics

Environmental Personal Factors
Factors Body Functions & Structures
System Characteristics in VR space in real world

Task Performance
within Virtual
Environment
Activity
Slde effects

Environmental Factors —
Real world

Figure 1: A model of VR-based rehabilitation within the context of terminology from the
International Classification of Functioning, Disability and Health concepts (indicated in bold).

One of the undesired consequences of interacting within some virtual environments that could affect performance
are side effects such as nausea and dizziness (Kennedy, & Stanney, 1996). For those users who are susceptible to
this problem, such effects usually occur only in certain types of VR systems such as when using an HMD (Rand,
et al., in press). Clinicians should be aware of this possible effect and ensure that clients who are susceptible to
side effects avoid using a VR system and environment for prolonged periods of time.

From the Interaction Space (inner circle) we move to the Transfer Phase (intermediate circle) since our goal in
rehabilitation is to improve daily function in the real world and this requires transfer of the trained skills or tasks
as well as environmental modifications from the virtual environment to the real world. The “Transfer Phase” may
be very rapid and accomplished entirely by the client or may take time and need considerable guidance and
mediation from the clinician. Finally, the large, outer circle represents real world environments illustrating that
the ultimate goal is to help the client achieve participation in the real world environment by overcoming, adapting
to or minimizing the environmental barriers. The entire process is facilitated by the clinician whose expertise
helps to actualize the potential of VR as a rehabilitation tool.

A key principle in rehabilitation is matching therapeutic tasks to the patients’ abilities in order to enable them
to improve residual capabilities without causing fatigue and frustration. Knowledge about the relationship
between user characteristics, sense of presence and performance within the virtual environment would help
clinicians achieve an optimal match, enabling them to select and customize environments and tasks so that they
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are more suited to patients’ abilities. This would also enhance patients’ involvement in the task. The application
of this principle to people with stroke is particularly important since their disability is complex with both motor
and cognitive components. Thus, a better understanding of the relationship between deficit and performance
within virtual environments should lead to greater efficiency in the use of VR-based intervention.

The objective of this study was to provide experimental data to support the proposed model of VR-based
intervention. We begin by an examination of the relationships between motor, sensory and cognitive abilities to
performance within three virtual scenarios which, as indicated above, is an essential step for understanding the
nature of interaction within the virtual environment.

2. METHODS
2.1  Participants

In order to establish the protocol and inclusion criteria for the current study, we first tested three participants with
a protocol similar to one used in a prior study with patients who had spinal cord injuries (Kizony et al., 2003).
Thirteen patients with stroke (4 female, 9 male) with a mean age of 66.3 = 7.9 participated in the full study.
Seven participants had a left hemispheric stroke and six had a right hemispheric stroke. Time between onset of
the stroke and participation in the study ranged from 5 weeks to 11 months. All participants took part in
rehabilitation services, either in hospital (11) or at an ambulatory day centre (2). Inclusion criteria included
independence in ADL prior to the stroke, the ability to understand instructions and sign the informed consent and
to move the affected upper extremity independently or with the aid of the non-affected arm.

2.2 Instruments
2.2.1 Virtual Reality

1. VividGroup’s GX video-capture VR System has potentially important applications for the rehabilitation of
children and adults with physical and/or cognitive impairment [www.vividgroup.com, www.irexonline.com]
(Kizony, et al., 2003a,b; Cunningham & Krishack, 1999; Sveistrup, et al., 2003). The advantages of using this
VR system with patients with brain damage has been described in detail elsewhere (Kizony et al., 2003a,b;
Kizony et al., 2002) and includes its natural way of interaction and very low incidence of sides effect. Three
virtual environments were used with this system:

Birds & Balls: The user sees himself in a pastoral setting and touches virtual balls (Fig. 2a). Performance in this
environment was measured in terms of percent success (i.e., the number of balls touched out of the total numbers
of balls) and response time (i.e., the time between the ball’s first appearance on the screen until it was touched).

Soccer: The user is a goalkeeper and has to prevent the balls from entering the net (Fig. 2b). The performance in
this environment was measured in terms of percent success similar to Birds & Balls.

Snowboard: The user is required to avoid obstacles as he skis downhill. Performance here was measured in terms
on percent success (i.e. the number of obstacles avoided out of the total number of obstacles).

Figure 2a. A participant within Figure 2b. A participant within
the Birds & Balls environment the Soccer environment

For Birds & Balls and Snowboard, the third minute of each game was analyzed since it should reflect the
participant’s best performance, i.e., after participants had practiced but prior to the onset of fatigue. For Soccer,
the second minute was analyzed since not all the participants were able to continue to perform at the same level
during the third minute due to their motor impairments.
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2. The Scenario Feedback Questionnaire (SFQ) is a 8-item questionnaire designed to obtain information about the
subjective responses of the participants to the VR experience in each scenario. It queries the user’s sense of
presence, perceived difficulty of the task and any discomfort that users may have felt during the experience. The
first six items of the questionnaire were formulated as an abbreviated alternative to the longer Presence
Questionnaire developed by Witmer and Singer’s [20]. These items assessed the participant’s (1) feeling of
enjoyment, (2) sense of being in the environment, (3) success, (4) control, (5) perception of the environment as
being realistic and (6) whether the feedback from the computer was understandable. The seventh item, queried
whether participants felt any discomfort during the experience. A eighth item queried their perceived difficulty
while performing the task. Responses to the first seven items were rated on a scale of 1-5 where 1=not at all and 5 =
very much. Responses to the eighth item was also rated on a 1-5 scale where 1= very easy and 5 = very difficult.

2.2.2 Motor and Sensory Abilities. Active movement and coordination of the affected upper extremity was tested
using the Fugl-Meyer Motor Assessment (Fugl-Meyer et al., 1975), muscle tone was tested with the modified
Ashworth scale (Bohannon & Smith, 1987), touch sensation was tested and proprioception was tested with the
Thumb test (Prescott et al., 1982). Balance was measured via the Functional Reach Test (Duncan et al., 1990)
with its modification for sitting (Lynch et al., 1998). For this test we calculated a total score which is the sum of
leaning forward when the left side is near the wall and leaning forward when the right side is near the wall. The
perceived exertion during each task was measured via Borg’s (1990) scale (scores range between 6 (no exertion)
and 20 (maximal exertion)).

Cognitive abilities: Tests for visual search and attention included the Star cancellation test (Wilson et al.,
1987) and the Mesulam symbol cancellation test (Weintraub et al., 1987). For each of these tests we calculated
the number of correct symbols cancelled as well as the time it took to complete the test. Visual memory was
tested with the Contextual Memory Test (Toglia, 1993), and thinking operations (i.e. categorization and sequence
) with the Lowenstein Occupational Therapy Cognitive Assessment (Itzkovich et al., 2000) and executive
functions with the Behavioral Assessment of Dysexecutive Syndrome (Wilson et al., 1996). (The latter results
are not reported in the present paper.)

2.3 Procedure

Participants experienced each of the three virtual environments for 3-4 minutes, depending on fatigue. After each
environment the participant completed the SFQ and the perceived exertion scale. The participant’s motor and
cognitive abilities were evaluated within approximately one week of the VR session.

2.4  Data Analysis

Descriptive statistics were used to describe the participants’ responses to the SFQ, their performance within the
virtual environments and their cognitive and motor scores. To examine differences between the scenarios
regarding percent success, perceived exertion and difficulty we used either paired t-tests or Wilcoxon tests for
related groups respectively. To examine relationships between virtual performance and cognitive abilities, motor
abilities and sense of presence, Pearson or Spearman correlations were used depending on the nature of the scale
of measurement (i.e. ordinal or interval). Due to the small sample, marginally significant values (e.g., p<.053) are
presented as well.

3. RESULTS
3.1  Feedback on the VR Experience

The participants expressed their interest in having this therapy; indeed, the majority requested and received
additional VR sessions following their completion of the study. Their responses to the SFQ showed that they
enjoyed the experience and felt high levels of presence for the different environments with a mean + standard
deviation for Birds & Balls equal to 4.4 + 0.4, Soccer equal to 4.1 £ 0.7, and Snowboard equal to 4.3 = 0.5 out of
a total score of 5. In addition, no cybersickness-like side effects were reported.

3.2, Performance within the Virtual Environments and Sensorimotor and Cognitive Tests

The participants’ performance within the three environments is presented in Table 1. The participants performed
significantly better in Snowboard than in Birds & Balls (t=-3.5;p=.004) and in Soccer (t=-6.7; p=.000).
Performance in Birds & Balls was significantly better than in Soccer (t=4.2;p=.001). Their perceived exertion
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was significantly higher for Soccer then for Birds & Balls (t=-.2.43; p=032). The other differences for exertion
were not significant. Perceived difficulty (from the SFQ) was significantly higher in Soccer than in Snowboard
(z=-2.25; p=.024). The other differences for difficulty were not significant.

Table 1. Performance within the three virtual environments (N = 13)

Birds & Balls Soccer Snowboard
Level 2° Level 1°
Percent success 75.7+17.0 53.7+22.8 91.1+£6.2
Response time 57+14 N/A N/A
Exertion 93+23 109+2.7 95+26
Perceived difficulty 20+ 1.0 26+1.1 | 1.8+0.9

a. For Birds & Balls, level 2, four balls simultaneously approach the participant from different directions
b. For Soccer, level 1, one to two balls approach net simultaneously from different directions

Table 2 shows mean performance scores on the motor and cognitive tests. Participant scores on the cognitive
tests were high with a relatively small variance. Although the variance was larger on the motor measures, ten out
of the 13 participants had functional active movements in their affected upper extremity and sufficient balance to
be able to reach out from their midline. Nine participants had increased muscle tone and four had normal muscle
tone as measured during elbow flexion and extension movements. In the sensory measures it was found that 11
participants had intact touch sensation but only eight had intact proprioception.

Table 2. Performance on the cognitive and motor measures (N = 13)

Measure Mean + SD Range of possible scores
Cognitive
Star Cancellation score 524+2.1 0-54
Star Cancellation time (s) 107.8+£98.2
Mesulam score 56.1+5.0 0-60
Mesulam time 167.2 £ 86.4
Contextual Memory Test 19.7+7.4 0-40
Categorization 33+0.8 1-4
Sequence 3.1+1.1 1-4
Motor and Sensory
Functional Reach Test 70.0 £19.1
Fugl- Meyer 447+ 15.5 0-60
active movements
| coordination / speed 3.8+£1.2 0-6

3.3 Relationships between Sense of Presence and Enjoyment and Performance within Virtual Environment

Significant correlations were found between percent success in Soccer and the sense of presence as measured by
the SFQ (r=.56; p=.05) and level of enjoyment also measured by the SFQ (r=.59; p=.03). The remaining
correlations between presence, enjoyment and performance were not significant.

3.4 Relationships between Cognitive and Motor Abilities and Performance within the Virtual Environments

Significant correlations were found between several of the cognitive tests and performance within the virtual
environments. The categorization test was correlated with both response time in Birds & Balls (r=-.61; p <.05)
and percent success in Soccer (1=.57; p=.053). The Mesulam attention score was correlated with percent success
in Snowboard (r=.56; p<.05) and the CMT memory test with percent success in Birds & Balls (r=.57; p<.05).
These correlations indicate that the greater the cognitive ability, the better the performance in the virtual
environments. With regard to the motor and sensory tests, the only significant correlations were found between
the Fugl-Meyer coordination/speed test and percent success in Soccer (r=-.84; p=.001) and response time in Birds
& Balls (= 59; p=.54). Surprisingly, these correlations indicate that better motor ability is related to poorer
performance in the virtual environments.
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4. DISCUSSION

The model presented in the Introduction describes an Interaction Space which refers to a participant’s
performance within a virtual environment. Given appropriate conditions (e.g., feedback of sufficient quantity and
quality), participants will feel “present” within the virtual world and it will become meaningful to them. The
responses of participants in the current study attest to attainment of these two important reactions. The results of
the short presence scores were similar to those of the patients with spinal cord injuries tested previously (Kizony
et al., 2003b); their involvement within the environment appeared to encourage them to participate in what would
otherwise be painful or boring therapeutic activities. There is already considerable evidence demonstrating that
many VR-based interventions motivate routine therapy (Jack et al, 2001; Sveistrup, et al., 2003). The presence
and enjoyment scores recorded in the present study provide additional evidence of this important VR asset (Rizzo
et al., 2004). It also appears that, in addition to their motivational characteristics, these games encouraged
participation by providing activities that were meaningful to the participants. . One participant remarked: “I like
soccer the best since it reminds me of my grandson who plays soccer in a professional youth team”.

Performance in an activity within the Interaction space is carried out within the context of a meeting between
participants’ personal characteristics and those of the task and environment. Thus one of the goals of the current
study was to examine the relationships between cognitive and motor abilities and performance within the virtual
environment. Although these results must be interpreted with caution due to the small sample size and the small
variance of the tests scores, nevertheless, there appears to be a relationship between categorization which requires
abstract thinking, visual contextual memory and visual attention and improved performance in the virtual
environment. This last finding is in accordance with the nature of the virtual tasks used in this study which
require participants to rely heavily on visual attention (i.e., searching for and responding to stimuli coming from
all directions). The proposed model highlights the impact that user characteristics, such as ability to engage in
visual attention tasks, have on performance within the virtual environment. It would therefore appear important to
screen for such abilities prior to selecting a given virtual scenario. In order to further test the importance of user
characteristics, we are currently analyzing the relationships between higher cognitive functions such as executive
functions and VR performance.

In contrast to cognitive abilities, there were very few correlations between motor abilities and performance
within the virtual environments. This was perhaps due to the small variance in this sample with most of the
participants having higher level motor abilities (i.e., an insufficient data spread to obtain adequate correlations).
One of the motor ability/virtual performance correlations appeared to be anomalous. That is, participant
coordination/speed was found to be inversely related to performance within the virtual environments. This may
have been due to the way in which motor ability was tested relative to the way it was performed virtually; the test
task required that the participant touch his nose with the affected arm in a controlled and precise manner. In
contrast, movement within the virtual scenarios used in this study, especially in Soccer due to the speed of the
approaching balls, entailed ballistic actions. Second, touching the targeted balls did not require precise
movements. Moreover, participants were required to lean forward and to the side within the virtual scenario,
movement types which, again, differed greatly from the tests of motor and sensory abilities. Finally, the
motor/coordination test rates ability only of the affected upper extremity. In contrast, within the virtual scenarios,
the participants occasionally used their unaffected arm as well as other body parts to interact. In contrast to the
pre-VR tests of functional ability, the virtual experience is clearly dynamic, and entails the use of many cognitive
and motor abilities simultaneously. In retrospect, it is clear that additional measures of motor ability are required
in order to more accurately characterize the relationship between it and performance within the virtual
environment.

The above discussion leads to an additional important question - should we expect performance demands, and
hence their characteristics, within the real and the virtual worlds to be identical? It may be that differences in
presence, motivation, or other factors influence the movement patterns. Viau et al (2004) found that the
movements in a virtual task were similar to those in a comparable task performed in the real world. In contrast,
Lott et al. (2003) found there to be significant differences between functional lateral reach when performed in the
real environment versus a virtual environment delivered with the GX video capture system; in this case,
movements in the virtual environment were of higher quality. We recommend that, in future, additional data on
cognitive, motor as well as functional abilities be measured on a larger number of participants in order to perform
multiple regression which will help to predict and explain the virtual performance.
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Further data will also help to clarify the relationship between presence and performance which takes place
within the Interaction space. The results of the present study provided some support for a relationship between
presence and performance via the results from the Soccer game. This environment is the most difficult one to
perform in, a fact that perhaps compels a participant to “be there” in order to succeed.

In addition to the Interaction space, the model also designates a Transfer Phase and a Real World space.
Since the ultimate goal of therapy is to enable individuals to transfer the skills learned during rehabilitation to
adaptive performance in the real world, it is essential that these two components be explicitly tested. Initial
positive results showing the possible transfer of skills to the real world have been described by Jack et al. (2001)
as cited above. We are currently carrying out such a study, using a single subject design on patients with stroke.
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ABSTRACT

The rationale, procedures and results of pilot study of the VR system in training street survival
skills of people with stroke were presented and discussed. The following main study was also
refined from the outcomes to make it more feasible and potentially beneficial to the patients.

1. INTRODUCTION

Stroke is a focal or global neurological impairment of sudden onset, and lasting more than 24 hours (or
leading to death) and of presumed vascular etiology (WHO, 1978). Resulted cognitive deficiencies represent
substantial sources of disability. The functional limitations in the activities of daily living, work and leisure
could be resulted from those impaired functioning. Therefore, a systematic functionally oriented services of
cognitive rehabilitation based on assessment and understanding of individual deficits were used to
compensate for the cognitive deficits and promote functional adaptation in daily living (Gontkovsky et al,
2002). The traditional methods have involved the various paper-and-pencil tasks, manipulation of blocks and
real-life activities. Learning theory, cognitive theory and neuropsychology are used to direct the development
of the treatment and explain the results. Since the technological developments over the past few years had led
to the use of computers in the rehabilitation, there are numerous computer-based cognitive rehabilitation
programs for different purpose. Particularly, using Virtual Reality (VR) as a medium in rehabilitation has
becoming more popular and was progressing in a rapid way.

Virtual Reality (VR) can be viewed as an advanced computer interface that allows the user to interact and
become immersed within computer-generated simulated environments (Rizzo et al. 1997). Rapid
development in modern technology and sophisticated computer systems have made it possible for desktop
computers to display complex visual images that change in response to instructions from users (Christiansen
et al. 1998). According to Rose et al. (2000), the virtual environments demonstrate many of the
characteristics of an ideal training medium. The virtual environments are especially valuable when training in
real life situations will be impractical, dangerous, logistically difficult, unduly expensive or too difficult to
control. The person can actively interact with the simulated world by using interface devices. Its realism and
versatility makes VR a suitable and innovative approach in rehabilitation. A number of researches have
supported the use of VR in rehabilitation, both assessments and treatments, among physical, cognitive and
psychological conditions. The immerse VR can offer higher level of presence and realism while the non-
immerse one is more affordable and accessible to patients due to simpler computer requirements and more
suitable for the patients feeling nausea in the immerse VR. The essence of VR gives the person a sense of
immersion and presence in a virtual environment but like acting in real world (Hoffman et al, 2001). Since
VR is a kind of advance computer applications, it has all the advantages in other software programs such as
modifiability, adaptability, customizability and portability (Rizzo et al, 1997). Therefore, with the appropriate
programming, VR can create a world with specific purpose. Currently, VR has been used successfully to
train flight pilot, surgeons and treat patients with phobias while the use of VR in rehabilitation is
comparatively limited (Campbell, 2002; Christiansen, et al, 1998; Grealy et al, 1999; Olasav et al, 2002;
Rizzo et al, 1997).
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2. MAIN STUDY

The present study will evaluate the effectiveness of a newly developed 2D non-immerse VR in training street
survival skills of people with cognitive deficits. Besides street survival skills training, the present 2D VR
strategy can also be used in assessing and training various community survival skills like transport skills,
road safety skills, wheelchair accessibility, etc. Such a rehabilitation development would complement
hospital-based rehabilitation and community services, and might guarantee success in achieving a better
quality of life. A 2DVR based street survival skills training program and a corresponding psycho-educational
package will be developed for the present study. The training contents are the concepts of street survival
skills including road crossing, use of MTR and money management.

2.1  Research Objectives

The present study will develop and compare the effectiveness among a non-immerse flat screen 2DVR
method, a conventional psychoeducational method and control group in training street survival skills of
people with stroke. The project objectives are:

= To develop a 2DVR system as a training modality for street survival skills

= To evaluate the effectiveness of a 2DVR system as a training modality for street survival skills in terms of
behaviours, self-efficacy and functional performance

= To compare the effectiveness of the virtual reality-based and conventional psycho-educational strategies
in training street survival skills

2.2 Design

A randomized control group pre-test and post-test design will be adopted. The subjects will be randomly
assigned into 3 treatment groups. 20 subjects will receive street survival skills training using a newly
developed 2D VR based computer program and learn the skills through interaction within an interactive
virtual environment. Another 20 subjects will receive the same skills training using a psycho-educational
package using demonstration, role-play, and immediate feedback with verbal reinforcement. The remained
20 subjects will be in the control group. The measurement will be taken at the beginning of the training and
the end of the training. There are 10 sessions and each last 1-hour. Each treatment group will be subdivided
into 4 smaller groups of 5 subjects for the ease of training in terms of the equipment, the space and effective
group size. The pilot study was done prior to the main study in which the treatment contents, the instructional
strategies and the outcome measures can be tested and refined to formulate a better research design with
lesser flaws and more effective treatment results. The usability testing and the qualitative evaluation will also
be performed in addition to the quantitative measurement. These useful information and valuable feedback
from the subjects can be used to modify the research design in the main study, so that the confounding or
extraneous variables can be minimized to improve the reliability and the validity of the research study.

2.3 Sampling

The blocking is adopted in the sampling process. In the stage 1, 4 local organizations are selected and
contacted for the potential population of stroke patients. In the stage 2, the patients within each block are
randomly allocated into 3 groups by random assignment. The randomization is done by using the random
number generation in SPSS 10. Each subject has an equal chance of being assigned to any group, impendent
of personal judgment and bias. A total of 60 subjects with strokes will be recruited. At a sample size of 60, an
alpha of 0.05, the number of level (k) of 3 and an expected effect size of 0.5 (medium effect size) for the
interventions, the power is 0.93 (Cohen, 1987) in the statistical power analysis for the behavioral sciences.

2.4  Selection criteria

= Persons age 40 to 70 who suffer from stroke

= Medically and emotionally stable

= Able to follow simple instruction, write with a pen in Chinese or English
= Have good visual tracking, discrimination and figure-ground skills

= Have sustained attention span at least 10 minutes

= No previous psychiatric history and no computer-phobia
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2.5 QOutcome Measures

A behavioral checklist will be developed according to the results of content-specific task analysis. The
performances of the skills are broken down into 22 small steps that can be rated from 0 (dependent) to 3
(independent). The subjects will go through the same assessment procedures in the real setting before, after
and at one-month follow-up. The checklist is used to obtain the baseline performance, the initial performance
and the retention performance. Therefore, it can be made valid and reliable comparisons among the groups
and within the group as well as the measurement of the retention of the skills and the generalization of the
skills into the real life situation.

Self-efficacy scale will be developed according to Bandura’s principles (1997) for the study. It is a
measurement of self-perception in the ability of specific tasks. The scale was created to assess a specific
sense of perceived self-efficacy with the aim in mind to predict coping with street survival as well as
adaptation after experiences in different kinds of life events. The scale is self-administered and
comprehensive questionnaire. The patients mark their perceived self-efficacy on a 10-point Likert scale. The
scoring is done by summing up the responses to all 11 items to yield the final composite score with a range
from 10 to 110. The higher scores mean better self-efficacy.

Formative evaluation will be done throughout the study by observations in behaviours, verbal
expressions, comments, feelings, participation during the treatment. Both close-end and open-end questions
will be used in the qualitative analysis. The qualitative evaluation can give valuable information that can
complement the quantitative data. It is used as triangulation and the crosschecks of the results.

3. PILOT STUDY

The pilot study and the usability testing of the VR programs were implemented at the same time. There are
three aims in the pilot study:

1.  To obtain preliminary data for evaluating the effectiveness of VR programs and psychoeducational
group in training street survival skills of people with stroke
To compare the effectiveness among groups

3. To test the usability of newly developed VR programs in training street survival skills

Figure 1. Screenshots from the VR programs

The pilot study has recruited 11 subjects in total and randomly allocated them into 3 groups: VR group
psychoeducational group and control. They met the criteria used in the main study. The training contents
were the same in two intervention groups but different in the media. In VR group, the subjects went through
6 sessions of 1-hour training in street survival skills with the newly developed VR programs. These programs
were installed in a desktop personal computer (PC) with 17 monitor, keyboard, mouse and joystick. The
subjects could choose their preferred input devices for navigating and interacting within the virtual
environment so that they had more self-directed actions during the training. The PCs were placed in a quiet
and comfortable room to minimize the distractions so that the subjects can concentrate on the training.

For the program development, these programs were based on real life photo in Hong Kong and compiled
by using LivePicture and C++ programming to create the virtual environment. Two major tasks in the virtual
environment were crossing road safely and using underground railway (MTR). The VR programs compiled
by LivePicture could provide the overall flow in the virtual environment. The virtual journey started at home
and required the subjects go to a destination at the end. Inside the virtual environment, the subjects could
freely navigate through the panorama (a 360 degree scene) and look around the environment. They were
required to walk along the streets to find out the suitable place to cross the road safely and identify the MTR
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entry. After going down to the concourse, the subjects should buy tickets and pass through the gate. Then
went down to the MTR platform where the train will come. They would take on the MTR and arrive at a
designated station where they would take off. Then they would get out from the MTR station through the
concourse. Finally, the subjects had to walk along the streets and find the way to arrive at the entrance of a
building. Besides this VR program, the others compiled by C++ programming were also developed to allow
more specific training in two major tasks. The subjects could control a virtual person to practice crossing
road and using MTR separately. They could do more delicate motions within that virtual environment. The
first session was to introduce the learning aims, methods and contents as well as provide the time for the
subjects to get familiar of the user interfaces and input devices. The baseline assessment had been conducted
in this session. The second and third session allowed the subjects freely explore and navigate within the
virtual environment. Also, the therapists have discussed with the subjects for the possible problems and try to
work out the potential solutions. The forth and fifth session required them to perform several specific actions
as a task-specific training. The post-treatment assessment in real life situation was done for outcome
measures in the sixth session.

In psychoeducation group, the training contents were the same as the VR group. The PowerPoint would
be presented to the subjects so that they could learn the ideas of the skills. Psychoeducation approaches
would be adopted in which demonstration (photo, video or therapist), role-play practices, coaching, feedback
and homework assignment were provided to facilitate the learning of the skills. The arrangement of the
sessions were similar of those of VR group that started with baseline assessment and ended up with post-
treatment assessments. In control group, only the pre and post assessments have been done.

In the pilot, the independent variable was the different groups in the persons with stroke as well as other
demographic information. The dependent variables were the subjects’ knowledge and skills and their self-
efficacy in applying those learned skills in their daily functioning. They were in terms of the results of the
self-efficacy scale, behavioural checklist and the formative evaluation. Descriptive statistics have been used
to describe the demographic data and the performance at different time and non-parametric tests have been
used to analyze the performance within and among groups.

Since the VR programs were newly developed for the research, the information about their usability was
almost unknown. It was necessary to conduct the usability testing to investigate in this aspect and the insights
gained could help to improve the VR programs so that the potential clients could use and learn the programs
easier. As the clients become more motivated in the VR programs, the training results should be easier to be
effective and therapeutic. Usability is a quality attribute that assesses how easy user interfaces are to use. It
also refers to methods for improving easy-to-use and easy-to-learn during the design process (Nielsen, 2003).
The usability testing could provide substantial improvements in the program design and it is especially
effective in the early stage of development. 5 subjects were enough for the users testing. The number of
usability problems found in a usability test with n users is: N(1-(1-L)"), where N is the total number of
usability problems in the design and L is the proportion of usability problems discovered while testing a
single user. The typical value of L is 31%, averaged across a large number of projects they studied (Nielsen,
2003). With a single test user, researchers learn almost a third of all there is to know about the usability of the
design. As adding more and more users, new information would become less and less. After the fifth user, it
is a waste of time by observing the same findings repeatedly but not learning much new (Nielsen, 2003).
During the usability testing, the subjects were observed while they were actually using the VR programs.
Special notes was made on what they succeed, what they fail, how they deal with the problems and so on.
After the testing, the subjects were interviewed in a semi-structured manner in which special issues or
constructive feedback could be solicited. The data were tabulated and analyzed in terms of brief description
of the task, usability question, quantitative goal, quantitative goal achieved, descriptive statistic, problems
identified and suggested solutions. The results were used to refine the 2DVR programs that will be used in
the main study.

4. RESULTS

11 subjects, 6 males and 5 females with mean age of 46.5£5.0 and mean suffered year of 2.2+0.6, were
recruited in the pilot. 5 were left hemiplegia and 6 were right hemiplegia. Most of them were ADL
independent with secondary school education level. 3 knew very little about computer and others have basic
to moderate computer knowledge. All of them were mobility independent with adequate functions in hearing,
vision, communication and comprehension. They were randomly allocated in 3 groups and resulted in 3 in
control, 3 in psychoeducation and 5 in VR group. For control group, pre self-efficacy mean was 98.3+3.5;
post self-efficacy mean was 98.3£3.5; pre behavioural skills was 58.0+2.6; post behavioural skills was
58.0+£2.6. For psychoeducation group, pre self-efficacy mean was 97.0+4.4; post self-efficacy mean was
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102.0+8.9; pre behavioural skills was 57.0+1.7; post behavioural skills was 59.7+0.6. For VR group, pre self-
efficacy mean was 99.0+8.4; post self-efficacy mean was 103.0+5.7; pre behavioural skills was 53.6+8.0;
post behavioural skills was 64.8+1.8.

Due to small sample size, non-parametric Kruskal-Wallis test was used to compare among groups. It had
shown that pre self-efficacy, post self-efficacy and pre behavioural skills had no significant difference among
groups but post behavioural skills had the significant difference among groups (Chi-Square=8.073, df=2,
p=-018). It meant that the groups were homogeneous prior to the treatment and the substantial difference in
post behavioural skills was found after treatment. To further investigate the difference between groups,
Mann-Whitney U test was performed and the significant differences in post behavioral skills were found in
control vs VR (U=.000, Z=-2.291, p=.022) and psychoeducation vs VR (U=.000, Z=-2.306, p=.021). It meant
that VR could result in higher behavioral skills. Wilcoxon signed ranks test was used to compare pre and post
measurements within groups. Both control and psychoeducation group had no significant difference in pre-
post comparisons of self-efficacy and behavioral skills. Only VR group has shown significant difference in
pre-post behavioral skills comparisons (Z=-2.032, p=.042) while the self-efficacy were not significant (Z=-
1.826, p=.068). It meant that VR could improve the behavioral skills.

All 5 subjects in VR group have also performed the usability testing and the descriptive statistics were
conducted. A number of usability tasks were requested to perform to test the user interface and the control
devices. The tasks included moving with keyboards, changing view with mouse, following model, mouse
actions and zooming. Accomplished times were measured with stopwatch from the instruction announced to
the finished tasks. Generally, the subjects could do the tasks within reasonable time. Zooming involved
coordinated use of mouse and keyboard simultaneously, so it could be harder and the accomplished times
were longer.

Table 1. Descriptive statistics of usability tasks

Tasks | Move | Move | View | View | Follow | Mouse | Mouse | Mouse | Mouse |Zoom in| Zoom
U/D L/R U/D L/R | model | click | drag | release | move out
Min 2.00 2.00 3.00 3.00 3.00 2.00 3.00 1.00 3.00 3.00 3.00
Max 3.00 3.00 4.00 4.00 5.00 3.00 5.00 3.00 5.00 7.00 7.00
Mean | 2.6000 | 2.6000 | 3.4000 | 3.4000 | 3.6000 | 2.2000 | 3.8000 | 1.6000 | 4.0000 | 4.8000 | 4.8000
SD 5477 | 5477 | 5477 | 5477 | 8944 | 4472 | 8367 | .8944 | 7071 | 1.4832 | 1.4832

The common feedbacks from the subjects about use of VR programs in training were interesting, realistic,
funny and new. Most of them found the control was easy but some of them wanted a third person view
instead of the first person view used in the pilot study. They thought that it would be easier to judge the
distance. After the treatment, most of them felt a bit tired but no motion sickness or other side effects were
reported. Some of them said that the VR programs could make them became attentive to signs in real life
situation and familiarized the procedures of ticket machines. Most of them wanted the expansions in VR
programs such as more locations or buildings, more transportation methods and map readings. A few of them
wanted harder tasks such as banking, shopping and sports.

5. DISCUSSIONS

Because of small sample size in the pilot, the power of study may not be adequate to show the significant
difference among groups and within group. Only VR group shown significant difference in behavioural skills
during group and pre-post comparisons. The main study with larger small size and insights from pilot should
yield more fruitful results. By the way, transfer of skills from a virtual environment to the real world is
possible and it helps cognitively impaired individuals relearn important daily living skills (Burdea et al,
2000; Riva et al, 2000; Riva, 1998). Moreover, immerse virtual kitchen was developed in which patients with
TBI can perform a meal preparation task involving 30 steps (Christiansen et al, 1998; Zhang et al, 2001).
Persons with TBI consistently demonstrated a significant decrease in the ability to process information,
identify logical sequencing and complete the overall assessment, compared with persons without TBI (Zhang
et al, 2001). The acceptable reliability and validity supports further development of virtual environment as an
assessment and treatment tool.
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6. CONCLUSIONS

In the near future, more researches will be conducted for investigating the use of VR in rehabilitation since
VR is an effective tool for rehabilitation, with its own superiority. The computer graphics are better now and
the 3D rendering techniques become more mature, thus contributing to the reality. The software
programming has all-round abilities thus contributing to the versatility. The other advantages include that VR
can provide a controlled and structured environment. It provides unlimited opportunities for acquiring and
processing information, exploring and learning. The patients can do the tasks repeatedly under little
supervision. Immediate feedback, prompts, cues in various sensory modalities can also be incorporated into
VR so that it can reinforce the desirable response and motivate the patients to continue rehabilitation.
Moreover, VR offers a safe environment with little threats so that some barely possible practices in the real
world can be done within VR before actual performance. Modifiability and customizability can provide a
tailor-made, optimal learning situation for each patient, thus enhancing the generalization of the learning. The
advantage of recording each action can be used for further retrieval, analysis and documentation of the
patient’s progress. For these reasons, virtual reality should be a suitable and effective tool for the stroke
rehabilitation.
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ABSTRACT

People who have been discharged from hospital following a stroke still have a potential to
continue their recovery by doing therapy at home. Unfortunately it is difficult to exercise a
stroke affected arm correctly and many people simply resort to using their good arm for most
activities. This strategy makes many tasks difficult and any tasks requiring two hands become
nearly impossible. The use of haptic interface technologies will allow the reach and grasp
movements to be retrained by either assisting movement, or directing movement towards a
specified target. This paper demonstrates how initial work on machine mediated therapies can
be made available to a person recovering at home.

1. INTRODUCTION

Stroke is a leading cause of disability in the UK, with incidence rates between 1.25 and 1.8 per 1000 people
per annum with the rate higher in Scotland and higher for men (Stewart et al, 1999; Scottish Health Statistics,
2002). Traditional treatments rely on the use of physiotherapy that is partially based on theories and also
heavily reliant on the therapists training and past experience. The lack of evidence to prove that one treatment
is more effective than any other makes the rehabilitation of stroke patients a difficult task. Upper limb motor
re-learning and recovery levels improve with intensive physiotherapy. The need for conclusive evidence
supporting one method over the other and the need to stimulate the stroke patient clearly suggest that
traditional methods lack high motivational content, as well as objective standardised analytical methods for
evaluating a patient’s performance and assessment of therapy effectiveness. Although the causes of stroke are
well known and it is possible to reduce these risks, there is still a need to improve rehabilitation techniques.

2. CURRENT STATE-OF-THE-ART

2.1 Early interventions

According to physiotherapy literature, attention and motivation are key factors for motor relearning following
stroke (Yekutiel, 2000). One way to achieve early intensive interventions is via machine mediated therapies
but there is a lack of good tools available to the therapist.

Several authors have already proposed the use of robotics for the delivery of this type of physiotherapy.
The first far-reaching study on acceptance of robot technology in occupational therapy for both patients and
therapists was done by Dijkers and colleagues using a simple therapy robot (Dijkers et al, 1991). Dijkers
study reports a wide acceptance from both groups, together with a large number of valuable suggestions for
improvements. Advantages of Dijkers therapy include the availability of the robot to successively repeat
movements without grievance, as well as, the ability to record movements. However, there was no measure
of movement quality and patient cooperation was not monitored.

2.2 Recent research

More recent studies however, follow a more task oriented approach. Johnson et al, (1999) have developed the
SEAT: “simulation environment for arm therapy” to test the principle of the ‘mirrored-image’ by the
provision of bimanual, patient controlled therapeutic exercise. The device comprises of a customised design
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of a car steering wheel equipped with sensors to measure the forces applied by patient’s limbs, and an
electrical motor to provide pre-programmed assistance and resistance torques to the wheel. Visual cues where
given to the patient via a PC-based driving simulator that provided graphical road scenes. The interface
allowed the participation of the patient in the task and the involvement of the paretic limbs in the exercise
(Johnson et al, 2003).

Based on the same mirror image concept, Lum and colleagues (Lum et al, 1999) at VA Palo Alto research
introduced the MIME: “Mirror-image motion enabler”. The initial MIME prototype used a Puma-260 robot
coupled through a force and torque transducer to one of the forearm splints used to support the patients arms
weigh. The splints were free to rotate and tilt at the end of modified mobile arm supports. In the current
MIME workstation, the robot is a Puma-560, the paretic limb mobile arm support is eliminated, and a 6DOF
position digitiser replaces the contra-lateral support. The Puma-560 facilitates unilateral therapeutic
exercises in 3 modes and 12 trajectories. A computer controls movement of the robot, with specific pre-
programmed tasks tailored to the subject’s level of recovery and therapeutic goals. Clinical trials with 27
chronic stroke patients (> 6 months post stroke) based on Fugl-Meyer exam, have shown that low compliance
systems do not influence negatively the upper limb joint passive range of motion and pain. Results also
suggested that robot-aided therapies are safe and effective for neuro development treatment (Shor et al,
2001). This work is now being commercialised by Dr. Mahoney at Applied Resources, USA.

Work done at MIT by Krebs et al, (1999) on the development of a new robot that allowed the patient to
exercise against therapist nominated stiffness and damping parameters uses a different approach from the
systems described so far and is the project with more exposure to patients in the literature to date. Their MIT-
MANUS a 3DOF (2DOF active 1DOF passive) planar manipulator, has performed a series of clinical trials
since 1995 at Burke Rehabilitation Hospital. Recent results were reported (Krebs et al, 2001) from a total of
76 patients assessed for upper limb subsection of the Fugl-Meyer test, motor power for shoulder and elbow,
motor status score for shoulder and elbow, and motor status score for wrist and fingers. It was shown that the
manipulation of the impaired limb influences recovery, the improved outcome was sustained after 3 years,
the neuro-recovery process continued beyond the commonly accepted 3 months post-stroke interval, and the
neuro-recovery was dependent on the lesion location. The MIT-MANUS mechanism however limits the
range of possible therapies, has limited data collection facilities and does not allow bimanual therapies as the
SEAT and MIME systems.

2.3 Gentle/s project

Gentle/s was a three year project funded by the European Commission to develop machine mediated
therapies for neurorchabilitation of people with stroke. This project resulted in 3 prototype machines (Harwin
et al, 2001). Gentle/s had the goal to both improve quality of treatment and reduce costs. A pilot study
showed that subjects were motivated to exercise for longer periods of time when using a mixture of haptic
and virtual reality systems (Loureiro et al, 2003).

Subjects used the Gentle/s prototype while seated at a table (figure 1). The person’s arm was put in an
elbow orthosis with wires suspending it from an overhead frame so as to eliminate the effects of gravity and
address the problem of shoulder subluxation. Software was developed to manage the data collection, control
and simulate complex virtual worlds (Loureiro et al, 2003). Subjects using the Gentle/s system could exercise
“reach-and-grasp” type of movements (without the grasp component) in 3 degrees of freedom through
interaction with a virtual room (figure 2 and 3). Task oriented activities can easily be created by a therapist
using a graphical user interface and visual guidance is provided in the form of start/end points for a specific
movement pattern. Control of human movement is based on minimum jerk theory and on a novel
methodology that uses a spring and a damper combination that moves on a constrained path, called “bead
pathway” (Amirabdollahian et al, 2002). The software also provides 3 different levels of movement control.
The first called “patient passive mode” is aimed at users on the initial phases after the stroke, where the
haptic device will teach the correct movements. The second, called “active-assisted mode” helps the user to
complete a determined movement. The third mode, “active mode” provides only correction of movement.
Clinical trials (Amirabdollahian et al, 2003; Coote et al, 2003) were conducted at Trinity College, Dublin and
at Battle Hospital, Reading (total of 30 patients) and show the system was effective in improving recovery
and acceptable to both subjects and therapists. The data from the principal study is in accordance with
findings of the MIT MANUS studies (Krebs et al, 2001). One of the conclusions to take from the Gentle/S
study is that this type of therapy appears to be particularly appropriate for more severely disabled patients.
Further studies are needed to establish the level, nature, onset and determination of treatments that will result
in the best recovery for an individual patient.

34 Proc. 5 Intl Conf. Disability, Virtual Reality & Assoc. Tech, Oxford, UK, 2004
©2004 ICDVRAT/University of Reading, UK; ISBN 07 049 11 44 2



22° Monitor on a swinging
arm is positioned on either
side of the patient activity
table for left or right arm

treatment

[~ Haptic Master

Arm orthosis

Kevboard
and mouse S
Chair
location,
locking

Tatient activity
table

height
adjustment

Height adjustable patient chair is
positioned on either side of the Haptic
Master, for left or right arm treatment.

Figure 1. The Gentle/s prototype system, showing the overall frame, an elbow orthosis
suspended from the overhead frame, the HapticMaster with gimbals, the exercise table,
computer screen and the wheelchair.

Figure 2. Some of the virtual rooms available in the Gentle/s system. A) a simple environment
that represents the haptic interface workspace and intends to provide early post-stroke subjects
with awareness of physical space and movement; B) an environment that resembles what the
patient sees on the table in the real world. This environment was developed to help
discriminating the third dimension that is represented on the computer 2D screen; 3) A high
detail 3D graphical environment of a room aimed at providing more motivational exercise
activity.
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Figure 3. Subject using the Gentle/s prototype system with one of the available virtual rooms.
The virtual environment replicates the user’s viewpoint in the real world where the mat with
shapes is used to help perception of movement and space.

3. THE CHALLENGE I: TECHNOLOGY NEEDED

The technologies presented on the previous section have the potential to revolutionise the way hospitals
operate and hence, reduce the cost of stroke rehabilitation by allowing therapists and clinicians to manage a
larger number of patients in the same amount of time. It is also likely that the recovery process can be
reduced if this type of therapies is administrated at the correct intensity and method, at the acute phase of
stroke. More clinical evaluation of current technologies is still needed to evaluate this type of approach, by
increasing the number of subjects exposed to this type of therapies and to make the technology widely
available, from its usage in hospitals to the patient’s home. Gentle/s has identified the need of using the hand
as well as the forearm and upper arm in the rehabilitation process of the upper limb using VR. Exposure of
Gentle/s to the media (BBC, Discovery channel) generated a high level of interest in home based systems.
This interest from people with a stroke, coupled with the results from the Gentle/s project, are a strong
indication of a need for a high quality home therapy approach to stroke rehabilitation.

Reinkensmeyer has demonstrated home based rehabilitation using an adapted ‘force feedback’ games
joystick (Reinkensmeyer et al, 2001). Therapies were downloaded from a web site and these could provide
physically assist or resistance to movement as the user exercises. The exercises were quantified giving a level
of feedback of performance, thus allowing users and their caregivers to assess rehabilitation progress. The
study was small and suffered from the very small workspace and low level of force assistance provided by
the joystick but it gives a good indication of the acceptability of this approach.

It is clear from our work in the Gentle/s project that there is a need to develop the technology in two
areas. The relatively low levels of media exposure showed the need for a device that can be loaned to well
motivated patients on leaving inpatient rehabilitation services. This device would be ‘on loan’ to the patient
during possibly the 6 months following discharge and would provide challenging and motivating therapies to
the individual, and at the same time, communicate with a central server to report usage, and update
treatments. It is apparent that such a machine needs to have a relatively low cost, but more importantly needs
to fit within the person’s home environment so qualities such as light weight, small foot print and low power
consumption will necessarily limit the abilities of the technology. In this regards the requirement of the
Gentle/s technologies to enforce (albeit with varying levels of encouragement) a particular movement will
probably need to be relaxed. A system based on guided weightless arm support is a better alternative as it can
better meet the needs of a home based system. It may well be possible to use the person’s non-affected hand
to provide guidance by developing the ideas championed by Lum et al, (1999) in the MIME approach. It
would be relatively straightforward to provide the car steering mechanism suggested by Johnson et al, (2003)
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as a home based system although this single application area may be too restrictive to promote reasonable
recovery of motor movements in a large workspace.

The need for full functioning hospital systems remains, although considerably more work is needed to
assess both the usage and the impact of this type of device in a hospital setting. There is a need for better
assessment methods in stroke rehabilitation, separated from the intervention. Simplistic and subjective scores
collected over a short time period are the norm for most assessments and these are insensitive to functional
recovery. Furthermore, there is a strong need to move this type of treatment into the acute phase of stroke
recovery, ideally beginning machine mediated therapies within a few days of admission. In many places this
requires a hospital ward based machine that, although under the jurisdiction of the therapy staff, can be set up
and run by the nursing staff as per the therapist’s prescription for the patient (in the same way drugs are
administered by nursing staff to the doctors prescription). This machine would need all the technical aspects
of the Gentle/s system of having a reach commensurate with upper limb movement, requiring and
encouraging patient involvement and giving goal directed therapies. It also should promote reach & grasp,
manipulation and a combination of reach grasp and manipulation, in contrast to the Gentle/s prototype that
only focused on reaching movements.

4. THE CHALLENGE II: QUESTIONS TO BE ANSWERED

Research on the area of rehabilitation robotics and recent results obtained with the Gentle/s system raised
several research issues in the perspective of stroke, such as the need to be able to rehabilitate both reach and
grasp in a context that allows the manipulation of objects in virtual tasks. It is not clear if recovery levels are
attributed to the haptics alone or to a combination of visual and haptic cues, and performance cues need to be
investigated further.

The hypothesis is that by giving individuals who are recovering from a first stroke access to motivating
and challenging therapy ‘on demand’ and at their convenience at home, they will exercise for longer in a
physiologically appropriate way that will lower their level of impairment and their disabilities. These
therapies must be delivered in a structured environment that is well monitored so they are acceptable to the
clinicians responsible for the management of the patient’s recovery.

Arm movements are so common that we easily forget how complex they are. Even a simple movement
like reaching for a can of soft drink requires fine-tuned muscle activation patterns. At present the authors are
working with the aim to derive engineering based conclusions about stroke by the investigation of the effects
of haptics and virtual environments in the rehabilitation process of the upper limb in stroke rehabilitation of
the hand, from a systems point of view in order to identify better treatment alternatives.

The authors consider that better functional and motor recovery outcomes of stroke patients will be
achieved where patients receive a repetitive, challenging and motivational machine mediated therapy that
encourage reach and grasp movements. Part of our current and future work is devoted to the development of
modular systems (arm support mechanisms, grasp assistance modules, arm reach movement assisting
modules based on haptic interface technology, movement control software, data management, etc) that can be
placed on a home context. Arm support mechanisms can be in the form of a forearm orthosis that can
replicate the support mechanism developed for the Gentle/s project but instead of a large frame, it could be
mounted on a chair. Grasp assistance modules could be in the form of a mechanism that can either simulate
the force/position response of a grasp, or where the person has no discernable ability to move their fingers,
move the fingers and thumb in a pattern that mimics the natural grasp of an object. As for arm reach
movement assisting modules, these would assist with the reach phase of a reach and grasp movement. This
can be either by constraining the person’s arm to the ‘correct’ path, or if the person can not make the
complete movement, the arm assistance module would move the persons arm along a nominally ‘correct’
path.

It is equally important to develop models of human control that are clinically useful and mechanically
accurate. For example, if upper limb is subject to mechanical loading for a period of time, can we determine
if the brain will over time adapt and adjust to added stiffness, mass and inertia? One can then postulate that
stroke magnitude can be reduced if subjects are submitted to training in a context similar to the Gentle/s
system. There is a need to understand stroke from a systems perspective, that is model the response to
mechanical loading and hence develop better therapeutic and restorative methodologies. These and other
questions are the source of our motivation to contribute to the development of the field of machine mediated
neurorehabilitation to amass evidence on the clinical viability and the commercial potential of modular home
based systems. Preliminary results on this area will be of interest to both clinical and commercial players in
this field and will enable the larger studies that are needed for bodies such as NICE (National Institute for
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Clinical Excellence). The long term purpose is to introduce revolutionary thinking into the traditionally
under-regarded field of rehabilitation.

Our drive is also reflected on the challenges of reducing the current costs of systems such as Gentle/s that
can be used at home and focusing on the rehabilitation of the entire upper limb. This includes the need to
investigate; 1) real and virtual grasp exercises with healthy subjects to aid the development of linear and
parametric models characterising the dynamic properties of the hand, wrist and forearm of stroke victims. 2)
user involvement for increased recovery levels and this is reproduced by the level of interaction and the
feedback provided to the user. Such level of interaction in virtual tasks need to be enhanced by means of the
addition of active hand orthoses (exoskeleton) to the current systems, which should allow for grasping,
monitor and parameterisation of the hand for different types of grasping activities. Bearing in mind that,
physiotherapy practice is not guided explicitly on theories or research on the literature but on the experience
that therapists acquire by working with patients and other experts in the field (and obviously on the type of
approach that they were trained on) it is paramount that assessment methods become more objective.
Traditional physiotherapy assessment methods are inconsistent varying from one therapist to another and
from hospital to hospital, consequently it is important that the new machine mediated therapies are able to
provide useful objective measures of patients’ performance that can be easily analysed by clinicians and
therapists alike. Similarly, motivational techniques should be taken into consideration when developing
activities based on virtual environments and therapy performance cues in the form of encouraging feedback
(sounds, visual stimulation, and task completion reward schemes) should be provided to the user.

5. CONCLUSIONS

In the first part of this paper we present the current state-of-the-art on machine mediated therapies for upper
limb stroke rehabilitation, where a review of past/present research studies in this area is discussed and the
Gentle/s prototype placed in perspective within the available technology.

The second part concentrates on our research commitments and on our views of what lies ahead. Our
motivation is towards innovative robotic technology that could be placed into a home package to allow
patients with upper limb weakness due to stroke, to practice meaningful interactive exercises in a virtual
environment, with robotic delivered feedback and guidance. We have already shown that machine mediated
therapies (MMT) can be delivered in the hospital environment to stroke patients with upper limb weakness
with no harmful side effects and with positive results for some individual patients. Similarly, this work has
been replicated elsewhere.

There is now a need to test whether machine mediated therapies can be effectively delivered in a home
environment, thus benefiting from the cosy, relaxed home environment to reduce impairment and disability,
and therefore reducing the rehabilitation associated costs. Low cost modular home based systems, can also
provide patients with the opportunity to work as hard as they want to on a particular disability. This approach
will also allow the patient the opportunity to demonstrate initiative and independence in their individualised
home-based rehabilitation programme.
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ABSTRACT

The goal to produce a unique, cost effective, and user-friendly computer based telehealth
system product which had longevity and the ability to be integrated modularly into a future
internet-based health care communication provision was conceptualised as an aid to home-
based self-training. This through motivated creativity with the manipulation of multimedia.
The system was to be a supplementary tool for therapists. The targeted group was initially to be
those with acquired brain injury. This paper details phase 1 of the product feasibility testing.

1. INTRODUCTION

Acquired brain injury rehabilitation entails a long and enduring process towards training the individual to a
realisation of potentials so as to be able to live a life with optimal quality following injury. Training often
involves travel to a clinic which involves certain stressful situations, economic considerations as well as
environmental consequences. A system design where private individuals could be motivated to train at home
and utilizing the internet send their progress information to the clinic therapist for management was novel
and judicious. Furthermore the all essential support from family members could provide added motivation as
all are capable of ‘playing’ together with the system in the home setting. The question was asked however
whether a generic system could be created that would be ‘user-friendly’ and efficient across age groups,
ability groups and have continued worth over novelty value as is often seen in similar ‘tools’. This paper
chronicles the first phase of the research which was established as a feasibility study to ascertain if the target
group could benefit from such a product and to receive their input. In so doing it lays out the foundation and
philosophies involved.

2. BACKGROUND

At the “Year of the Brain’ conference in Aalborg, Denmark, the author presented his ‘SoundScapes’ body of
work (Brooks 2003). Prominent figures from two of the leading Centres for Rehabilitation of Brain Injury
were in the audience and, understanding the potentials inherent in the concept, they approached the author
which resulted in trial sessions being initiated with physiotherapists and acquired brain injured patients. The
sessions led to further collaborations and presentations including one where the author won the top European
prize at the BAM (Brokerage Applied Multimedia) event hosted by the Eureka organisation in Stockholm,
Sweden. The presentation was of his evolving research within the field of special needs and his design of the
proposed telehealth system product which is the subject of this paper. Subsequently in a collaborative effort
with the same team from the Centre for Rehabilitation of Brain Injury in Copenhagen the project which is
covered by this paper was initiated which resulted in a Danish government funding of the study.

The Humanics study that this paper refers to was covered by non-disclosure agreements under the
Danish government product development contract until recently (2004) whereupon written clearance was
given by the CRBI enabling the author to publish on the project.
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3. CENTRE FOR REHABILITATION OF BRAIN INJURY (CRBI)

The CRBI was established in Copenhagen, Denmark in 1985 for the rehabilitation of acquired brain injury
through holistic & individual treatment with a main focus on return to work and/or improved quality of life.
Today, in 2004, it is a self contained entity based at Copenhagen University following in 1993 being awarded
the Special Institute Status and accordingly it initiates training, research and education programs. It is one of
the top European Centres and the team consisting of Psychologists, Physiotherapists, Neurologists and
Speech Therapists is highly respected in the field. The aim of CRBI is stated as:

Integration through:-
‘Training and awareness of psychological & physical deficits & strengths’ and ‘Insight & Compensation techniques’

4. PROJECT CONCEPT

Most people joyously appreciate moving or dancing 