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Introduction

Loos has shown in [3] that a symmetric space can be defined as a manifold
carrying a diffeomorphic binary operation that satisfies three algebraic and one
topological condition. This algebraic approach to symmetric spaces has been
explored by Loos in [4], and by various other workers, for example Kikkawa in
the series of papers [2]. Abstracting the algebraic properties of a symmetric space,
Nobusawa introduced in [6] the concept of symmetric structure on a set. In
that paper, and a sequel to it [1], the structure of finite symmetric sets satisfying
a certain transitivity condition has been invesitgated. In particular, it was
shown in [1] that there is a close relationship between symmetric sets and groups
that are generated by involutions.

The purpose of this paper is to lay the foundations of a general theory of
symmetric sets. The principal emphasis of this program is the connection
between symmetric sets and groups that are generated by involutions. For
the most part, we use the resources of group theory to gain insight into the
structure of symmetric sets. It is to be hoped that in the future the flow of
ideas will move the other way.

Our viewpoint in this paper is influenced by the ideas of universal algebra
and category theory. Symmetric sets are looked upon as members of a par-
ticular variety of groupoids. For this reason, it seems appropriate to break a
tradition by using the term “symmetric groupoid” rather than “symmetric set.”
Henceforth, this convention will be followed. Also, we will use the abbreviation
“GI Group” for a group that is generated by the set of its involutions. Other
than these idiosyncrasies our terminology in the paper is generally standard.

A brief outline of this work follows. The first section introduces the pri-
ncipal concepts that form the subject of the paper. Standard notation is es-
tablished, and a few elementary facts are noted. Section two is devoted to
categorical matters. Special kinds of morphisms of symmetric groupoids and
GI groups are introduced in such a way that the natural correspondence between
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symmetric groupoids and GI groups is functorial. The third section further
explores the correspondence between symmetric groupoids and GI groups.
A method of constructing all symmetric groupoids from their associated GI
groups is developed in this section. The last section of the paper is concerned
with the semantics of symmetric groupoids and GI groups. Explicit construc-
tions of the free objects in these categories are given, and the free algebras are
used to investigate certain closure properties of the classes of GI groups and
symmetric groupiods.

1. Basic concepts

DEerFNITION 1.1, A symmetric groupoid is a groupoid (4, o) that satisfies the
identities:

1.1.1. aca = a;
1.1.2. ao(aob) = b;
1.1.3. ao(boc) = (aob)o(acc).

The algebraic analogues of the symmetric groupoids that arise in the study
of symmetric spaces can be described in the following way.

ExampLE 1.2. Let G be a group, f an involution in aut G, and H a sub-
group of G such that f(x)=x for all x&H. Let 4 be the left coset space G/H.
Define xHoyH=uxf(x)"'f(y)H. A straightforward calculation shows that o is
a well defined binary operation under which G/H is a symmetric groupoid.

For the purpose of this paper, the following example of a symmetric grou-
poid is of fundamental inportance.

Proposition 1.3. Let G be a group. Denote I(G)={a=G: a*=1}, the set
of involutions of G, including 1. For a and b in I(G), define acb=aba. Then
I(G), o> is a symmetric groupoid. If f:G—H is a homomorphism of groups,
then f(I(G))SI(H), and f|I(G) is a groupoid homomorphism. The maps G —I(G),
f—=fII(G)=I(f) define a functor from the categroy of groups to the category of
symmetric groupoids.

The straightforward proof of Proposition 1.3 is omitted.

DEerINITION 1.4. A symmetric groupoid 4 is called special if 4 is isomor-
phic to a subgroupoid of I(G) for some group G. A homomorphism f: 4 — B
of special symmetric groupoids is called special if it preserves the partial product
operation that A inherits from G. That is, if A<I(G), B<KI(H), and if
ay, ***, a,, and b in A satisfy b=a,+--a, in G, then

f®) = fla)) -+ fla,} in H.
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It is obvious that if f: G— H is a group homomorphism, then
1(f): L(G) - [(H)

is a special homomorphism of symmetric groupoids.

In general, the groupoid operation in a special symmetric groupoid does
not determine the multiplication in the ambient group, so that the definition of
a special homomorphism presupposes fixed embeddings into I(G) and I(H).

Special groupoids will be studied in Section 4. They will also play a
minor part in the considerations of Section 2.

The following property is an easy consequence of Definition 1.1.

Lemma 1.5. Every symmetric groupoid satisfies the identity
(aob)oc = ao(bo(acc)) .

The observation Lemma 1.5, together with 1.1.2 and 1.1.3 yields the next
result.

Proposition 1.6. Let A be a symmetric groupoid. For elements a and b of
A, define N, (b)=acb. Then \,Eaut A, and the mapping p,: a— N\, is a groupoid
homomorphism from A to I(aut A).

Corollary 1.7. Z(A)={(a, b)) AX A: \,=N\;} is a congruence relation on
the symmetric groupoid A.

We will call Z(A4) the central congruence of A. 'This concept is different
from the notion of the center of a symmetric space that was introduced in [4].
Note that A4 is effective (in the terminology of [6]) if and only if Z(A4) is the
identity congruence on 4.

NoraTioN 1.8. Let A be a symmetric groupoid. Denote M(4)=
{r,: a4}, and define A(4) to be <M(A)>, the subgroup of aut A that is
generated by M(A).

Since A;'=)\,, every element of A(A) can be written in the form & =Ng Mgyt
Now» G EA.  Moreover, E7'=x, ‘A \,. Obviously A(4) is GI group and
pA(A)=M(A)I(A4).

Corollary 1.9. If A is a symmetric groupoid, then p,: A— I(A(A)) induces
an injective homomorphism p,: A|Z(A)— I(A(A)), with Imp,=M(A). In par-
ticular, A|Z(A) is a special symmetric groupoid.

Lemma 1.10. Let G be a GI group. Let uy, u,, -+, u,, vEI(G). Denote
x=uly +* U,. Then N, \,, -+ N, (v)=v if and only if x&C(v), the centralizer
of vin G. In particular, A, \,, -+ N, 1is the identity automorphism of I(G) if
and only if x€C(G), the center of G.
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Proof. By definition, A, \,, *** A, (v)=xvx"", from which the first state-
ment follows. Since G is a GI group, Cy(I(G))=Cy(G)=C(G), which proves
the second assertion.

Proposition 1.11. Let G be a GI group. Then there is a unique epimor-
phism qz: G— A(I(G)) satisfying qo(u)=, for all ucI(G). The kernel of q; is
C(G), so that q; induces an isomorphism g.: G|/C(G)— A(I(G)).

Proof. If x€G, then x=wu, -+ u, for some u,€I(G). Define g4(x)=
NNyt Ny, This definition is well posed since ¥=wuyu, *** u,=v,v, -+ v,, implies
Vy " Vplly »+ Uty =1, s0 that N, N, N, =N, Ny, N, by 1.10. It follows
from our definition, that, g, is a group epimorphism from G to A(I(G)). By
1.10, Ker ¢;,=C(G).

In the next section, we will extend the object maps 4 —-A(4), G—I1(G) to
functors. There is no natural way to do this on the full categories of symmetric
groupoids and GI groups; it is necessary to restrict the allowable morphisms.
The foundation for this work will be laid in the rest of this section. It is econo-
mical to introduce a convention for dropping parentheses.

NoraTioN 1.12. If a4, -+, a,_,, a, are elements of a symmetric groupoid,
denote
alo--loan—loan — alo(ctto(an_loan).lﬂ) .

Lemma 1.13. Let a,, -, a,, and a be elements of a symmetric groupoid.
Then:

1.13.1. (Mg *Ng,)(@) = ayo-+-0a,0a;
1.13.2. 7\.41 ..... agoq — )\,alo'-'o)\,anoxa;
1.13.3. if EeA(A), then ENE™' = Ag(y) -

These equations are direct consequences of the definition of A,. Note
that 1.13.3 is a reformulation of 1.13.2.

DeriNITION 1.14. Let 4 be a symmetric groupoid. The extended center
of A4 is the set Z(A) of all n-tuples (a,, :*+, a,) €A4", n=1, 2, -+, such that

alo --'oa”oa = a
for all a€ A.
By 1.13, (@, *+,a,) € Z(A) if and only if A, ---\,,=1. In particular Z(4)=
Z(A4)n 42
Proposition 1.15. Let f: A— B be a homomorphism of symmetric groupoids.
Then there is a group homomorphism A(f): A(A)— A(B) satisfying A(f)pa=paf
if and only if (Z(A)={(f@), -+, (a,)): (@, -+, a,) € Z(A)} < Z(B).
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Proof. The condition A(f)p,=psf is equivalent to A(f)(A,)=A for
all a€A. Thus, A(f) can be defined by A(f)(Ns,"**Na,)=Nsap***Msia, if and
only if f(F(A))< Z(B).

Lemma 1.6. Let f: A— B be a homomorphism of symmetric groupoids such
that f(Z(A)) S Z(B). If f is injective (surjective), then A(f) is injective (surjective).

Proof. If E=x, -\, EA(A) satisfies A(f)(&)=1, then f(a))o---o f(a,)ob
=b for all bB. In particular, f(&(a))=/f(a0-  0a,ca)=f(a))o -+ of(a,)of(a)
=f{(a) for all a€ A. Thus, if f is injective, then £=1. It is obvious that if f
is surjective then so is A(f).

Remark. If f: A—B is surjective homomorphism of symmetric grou-
poids, then f(Z(A4))S Z(B) is certainly satisfied, because N s "N so,)(f(@))=
a0 (a))

Proposition 1.17. Let G be a GI group. Then Z(I(G))= {(wy, -+, u,)E
IG): wy--u,eC(G)}. If f: G—>H is a homomorphism of GI groups, then
AHLGC)) Z(L(H)) if and only if f(C(G)) < C(H).

This proposition is a corollary of 1.10.

The extended center of a symmetric groupoid has properties that are an-
alogous to the conditions that define a congruence relation. In particular,
the following fact will be used in Section 4.

Lemma 1.18. Let a,, -+, a;, -+, a,, b, and ¢ be elements of the symmetric
groupoid A. Assume that a;=boc. Then (a,, -+, a;_y, a;, ;4,, ***, a,)E Z(A4) if
and only if (ay, -++, a;_y, b, ¢, b, a;y, -+, a,) E ZF(A).

Proof. By 1.13.2, A,,=Xso A=A\ N\, Which clearly implies the lemma.

2. Categorical imperatives

The goal for this section is to extend the object maps A and I to functors.
The fact that A is not functorial in a naive way is shown by Proposition 1.15.
At the same time, 1.15 suggests that the right solution to this extension problem
lies in the direction of restricting the classes of morphisms of symmetric grou-
poids and GI groups.

We begin with purely categorical considerations. If /1 is a category, let
ob A denote the class of all objects of A. It will sometimes be convenient to
identify ob / with the identity morphisms of 4. The notation f €  abbreviates
“f is a morphism of A4.” When the domain 4 and range B of a morphism
f € have to be specified, we will write f € 4(4, B).

Proposition 2.1. Let A and B be categories, A, and B, subcategories of
A and B respectively such that ob A,=ob A and ob By=ob B. Assume that
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2 Ay—>B and T: PBy— A are functors. Define recursively:

A ={EH: ZfEB}, Bonn= {8€B,: TgE} .
Let A= N ,<oAyy Bo=Ny<coB. Then for every n<o, A, and B, are sub-
categories of A, and B, respectively, with ob A,=ob A and ob B,=ob B.

Moreover, the restriction of 3 to A, is a functor to B, and the restriction of T to
B, 1s a functor to A,.

Proof. Induction on 7z shows that (f,,, is a subcategory of A,, B,,, a
subcategory of B, with ob . A,,;=0b A,, ob B,,,=0cb B,. Thus, ADA,DA,
24,2+, and BD BB DB,D-+-. Hence A, is a subcategory of A, such
that ob A,=ob 4, and 4, is a subcategory of B, such that ob B,=ob B. By
definition, f € A, implies f €A, , for all n<w. Thus, 3 f B, for all n< w,
so that > fe$,. Similarly, T3B,=,.

Remarks 2.2. (Corollaries of the proof of 2.1).

22.1. fed, and 2} fE€ B, implies fEJ,; gEB, and Tge, implies
gESB,.

2.2.2. For m<w, Aymin={fEA: 23fE€EByand T S fe,,},
By = {8€EDBy: TgE Ay and 2] TgE By} .

Lemma 2.3. Let A be a category, and let A, be a subcategory of A such
that ob A,=ob A. Let K be a class of commutative squares

418

Sq(f, &5 b, by) = hll lhz
c-4.D
in A with the properties: hy& Ay, h& Ay, and f = A, if and only if g A,. Let
D: Ay—> A and V: Ay— A be functors that satisfy:
2.3.1. if Sqe(f, g; by, k)X, with f, ge A, then Sq(Vf, Yg; Why, Wh,)
e X;
2.3.2. there is a natural transformation {4,}: ® — ¥ such that if
f €A, B), then

of
d»4 —— OB

ha) |

v
vA ——f->\IfB

belongs to K. For n>0, define recursively
Ay = {fEA: ¥fE} .
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For all n< w, it follows that:

(a) if Sq(f, g; hy, hy)E K, then f, if and only if ge,,;
(b) if fe Ay, then ®f ], if and only if ¥ fe A,;

(c) fed,¥fed, Yfed, -, ¥feA, implies fEA,;
(d) 2,2 4,2.

Proof. The implication (a) follows by induction from 2.3.1; (c) and (d)
are similarly obtained by induction. The case n=0 of (b) is a consequence of
2.3.2. Assume that (b) holds for n. If f& Ay (4, B), then ®f A, if and only
if Wfedd, so that it will suffice to prove: ¥®fe& A, if and only if ¥ fe A,
under the assumption that ®f 4, and ¥fe A, By 2.3.2

of
®4 — DB

h h
;JA X, xleB

is in K. Therefore, by 2.3.1, so is

vo
vdA ——-{\IKI)B
Wh,| wr |,
w4 —> VB.
Consequently, by (a), ¥® f 4, if and only if V¥ 4,
In the first application of 2.3, let A=G be the category of all GI groups
and homomorphisms. Let A= G,= {f€ 4G, H): (C(G))SC(H)}. Define X

to be the class of all commutative squares

¢tom

b

K—>L

such that A, and %, are isomorphisms. Plainly, € G, h,€ G,, and f€ G, if and
only if g€g,. Let ®=T": G,— G be the functor defined by T'G=G/C(G),
T'(f)(xC(G))=f(x)C(G) for fe G(G, H). Thus, the square

¢ t.nm

rcl Tf lr”
I'G —TH

commutes, where 7; and 7y are the natural projection homomorphisms.
Let ¥=AIl: G,—&G. By 1.15 and 1.17, ¥ is well defined. Note that if
f€ GG, H), then
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¢ L.u

ii%ﬂ o

commutes, where g; and ¢ are defined as in 1.11. It follows from 1.11 that
{75} : T —AI is a natural equivalence of functors. The hypothesis 2.3.2 is
automatically satisfied because the vertical maps are isomorphisms. It follows
from 2.3 that for all n<w, the inductive definitions G,,,={f€G: Tf€4,}
and G,,,={f€G,: AIf€G,} are equivalent. As in 2.1, denote G,= N <, G,.

Lemma 2.4. Let G and H be GI groups, and let f be a group homomorphism
from G to H. Then f €3G, if and only if f(C*(G))< C"(H) for all natural numbers
n, where C"(G) and C"(H) are the n’th terms of the upper central series of G and H
respectively.

Proof. It suffices to prove by induction on n that f& G, if and only if
ACHG))S CHH) for all k<n+1. For n==0, this equivalence is the definition of
G, since CG)=C(G). Assume that the equivalence is valid at level n. By
the remarks above and 2.3 (d), f€4,,, if and only if fe4, f€4, and
I'fe g,. Thus, by the induction hypothesis, f€ G,,, is equivalent to
ACKG)SCHH) and TACHTG)SCHTH) for all k<n+1. It follows from
the commutativity of

¢ Ln

rGl lr,,
T
r¢ . v,

the fact that 7, is surjective, and the definitions C**3(G)=rg'(C*"*(G|/C(G)))=
s (C**YT'G)), C***(H)=rz"(C**(TH)) that T C"*(I'G))cC**(TH) if and
only if f(C"*¥G))=C***(H). This completes the induction.

For the second application of 2.3, let 4 be the full category &S of symmetric
groupoids and groupoid homomorphisms. Let S, be the subcategory of homo-
morphisms that preserve the extended center, that is, f&S(4, B) if and only
AZ(A) = Z(B). For the class K, we take all squares in

a4 B
hy jhz
C-2,D

satisfying:

2.5.1. A, and A, are injective;
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2.5.2.  C and D are special symmetric groupoids and g is a special homo-
morphism;

2.5.3. every element of C (of D) can be written as a group product of
elements of /,(A) (respectively, of hy(B)).

It is a consequence of 2.5.3 that %, and A, are members of &,. In fact,
suppose that (a, -+, a,)€ %(4). By 1.10, the group product k(a)--*hy(a,)
centralizes every h(a)Eh(A4). Consequently, ky(a,)---ky(a,) is central by 2.5.3,
so that (hy(ay), -+, hy(a,))€ Z(C) according to 1.17.

In order to prove that the class K satisfies the conditions imposed in 2.3, it
remains to show that f€ S, if and only if g€ S,. If g€ S,, then hyof=goh, € S,.
Consequently, since %, is injective f€S,. Conversely, assume that f€S,. Let
(¢, =+ ¢, )EZ(C). By 2.5.3, ¢;=h(a;)--hy(ay). It follows from 1.17 that
(hy(ay), =+, hy(aum))E Z(C), so that since &, is injective, (ay, ***, ) E Z(4).
Consequently, (A, f(ay), ***, b (@) € Z(D), because f < S,and h,eS,. Using
1.17 again, together with the hypothesis that g is special, it follows that g(c;)-
8(e)= U (@n)) - (@00) -+ 8Un(@,0)) -+ U@ =T F(@)) b faracn) s
central. Hence, (g(c,), -+, g(c,)) € Z(D).

The role of the functor @ in 2.3 is taken by A, where A(4)=A/Z(A),
with Z(A) the central congruence of A. If f&Sy(A4, B), then f(Z(A))=
f(ZA)Nn A< Z(B)NB*=Z(B), so that f induces a unique homomorphism
Af: AA— AB such that

4L B

sAl Af Sp
AA —— AB

commutes, with s, and s, defined to be the natural projection homomorphisms.

For the functor ¥ in 2.3 take JA: S,—S. This functor is defined by
virtue of 1.15. By 1.9, there exist injective homomorphisms p,: AAd—IAA
such that p,=p,0s,. Since Afos,=szof and IAfop,=pgof for fESH(4, B),
it follows that {p,} is a natural transformation from A to IA. Moreover, the
squares

Af
AA —— AB

};”l IAf 1158
AA —> IAB

plainly satisfy 2.5.1, 2.5.2, and 2.5.3. Thus, 2.3.2 is satisfied. To show that
2.3.1 holds, let
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f

—>B

A4
Salfs g5 k)= | [
C —D

belong to K, with fand g in S,. Then Sq(IAf, IAg; IAh,, IAh,) satisfies 2.5.1
(by 1.16) and 2.5.2 (by definition). If c=C, then since Sge X, there exist
@, +*+, a, in A such that c=h,(a,)---hy(a,). It follows from 1.13 that Ae=Npap*"
Nyl =T AR (W) - IAI(N,,).  Thus, Sg(IAf, IAg; IAh, IAhy) also satisfies
2.5.3, and is therefore a member of X.

Since the conditions of 2.3 are satisfied, we conclude that for all z<w, the
inductive. definitions

Spn={fe€S: Af€S,} and S, = {fES: INfES,}

are equivalent. Define S,=N,<,S, asin 2.1. Using the definition of &, in
terms of A, it is possible to characterize S, in a form that is analogous to the
description of G, in 2.4.

DerINITION 2.5. Let A be a symmetric groupoid. The sequence of
higher extended centers of A is defined inductively by Z{(4)=%(A4) and Z"*Y(4)
=s7'(2"(A|Z(A))), where s,: A— A|Z(A) is the natural projection homomor-
phism.

Lemma 2.6. Let A and B be symmetric groupoids, and let f be a groupoid
homomorphism from A to B. Then f €S, if and only if (Z"(A))< Z"(B) for all
natural numbers n.

The proof of 2.6 runs parallel to the proof of 2.4, so that it can be omitted.

Proposition 2.7. If f€S is surjective, then fES,. If g€ G is surjective,
then g€ G,

Proof. Let feS(4, B) be surjective. By the remark following 1.16,
fES,. Since fos,=szof and s, is surjective, it follows that Af is surjective.
By induction, A"fe S, for all n<w. Hence, fES, by 2.3(c).

Corollary 2.8. For all A=ob S, the homomorphism p,: A—IAA belongs
to S,. Moreover, Ap,==qn4, and Iqo=p,; for all A=ob S and GEob &.

Proof. As we noted above, p,=S,. Thus, since p,=p 05, and s, is
surjective, it follows that p, & S,. Moreover Ap,(A,)=nr,=qrs(X,) for allaE 4,
so that Ap,=q.,. By 2.7, gasE G, from which it follows that p,€ S, by 2.2.1.
Finally, if #€IG, then qg(u)=n,=pc(u). Thus, Ige=pc.

Collecting the results of 2.1 through 2.8, we obtain the main theorem of
this section.
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Theorem 2.9. Let S, be the category whose objects are symmetric groupoids,
and whose morphisms are groupoid homomorphisms f: A—B such that f(£"(A))<
Z"(B) for all natural numbers n. Let G, be the category whose objects are GI
groups, and whose morphisms are group homomorphisms g: G—H such that g(C"(G))
C C™(H) for all natural numbers n. Then A is a functor from S, to G, and I is
a functor from G, to S,. Moreover, the class {p,: A<ob S,} is a natural trans-
formation in S,, from the identity functor on S, to I\, and the class {q;: GEob G,}
is a natural transformation in G, from the identity functor on G, to Al.

Corollary 2.10. Let G be the full subcategory of G whose objects are the GI
groups with trivial center, and let S; be the full subcategory of S, whose objects are
the symmetric groupoids A such that Z(A) is the identity congruence on A. Then
ANS)CS G, and 1(G)=S;.  Moreover, the identity functor on G, is naturally
equivalent to AI, and the identity functor on S, is naturally equivalent to a sub-
Sfunctor of IA.

Proof. If C(G)= {1}, then C*(G)= {1} for all n, so that G(G, H)=
4(G, H) by 2.4. Moreover, by 1.17, Z(IG)=1,;. Similarly, if Z(4)=1,, then
S,(4, B)=S844, B) by 2.5and 2.6. Also, C(A4) is trivial. In fact, by 1.13.3,
£€C(AA4) if and only if (&(a), a)Z(A) for all ac 4. The corollary now
follows from 2.9.

Corollary 2.11.  The functor I is faithful and full on G.. The functor A is
faithful on S, and full on the subcategory I(G;) of S,.

The corollary is a straightforward consequence of 2.10 and 2.8. Notice
that A: S, — G, is also representative. It will follow from the results of Sec-
tion 3 that A: §— & is representative as well.

The implication of 2.10 and 2.11 is that the bond between centerless GI
groups and their involution groupoids is so tight that the two concepts are
virtually interchangeable. For instance, the following observation is a special
case of 2.11.

Corollary 2.12. Let G and H be centerless GI groups.

212.1. G=H if and only if IG=IH.
2.12.2. aut G ==aut IG by the restriction map.

ExampLE 2.13. The functor A is not full on S,. To see this, let G be a
finite simple group with at least two conjugate classes of involutions, say G is
the alternating group on 5 letters. Let A=IG, and let B be a single conjugate
class of involutions in G. Since G is simple, C(G)={1} and <4>={(B>=G.
By 1.17, Z&(B)< %(A), so that the inclusion map 7: B— 4 is a member of
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So(B, 4). By 2.11, Ai: AB—->AA=AIG=G is injective. In fact, since
{B>=G, Ai is an isomorphism. Let f=(Ai)™': AA—AB. If f=Ag, where
2€S8y(4, B), then If=IAg is injective, so that g is also injective. This is im-
possible because |B| <|A4|. It is also worth noting that B cannot be isomor-
phic to IH for any HE G,. Otherwise, G==AB=AIH=H, so that B=IG=A.

As a final remark, note that 2.12.1 makes essential use of the hypothesis
that G and H are centerless. In fact, if G is a finite GI group such that |C(G)|
is odd (for instance, if G=SLy(GF(25))), then it is easy to check that the natural
projection G — G/C(G) induces an isomorphism I(G)=I1(G|C(G)).

3. Symmetry systems

The results in Section 2 show that centerless GI groups are faithfully re-
presented by their associated symmetric groupoids; and vice versa, any symmetric
groupoid whose central congruence is trivial can be realized as a subgroupoid of
I(G) for some centerless GI group G. This circummstance suggests that the
central congruence may be one of the most important aspects of the theory of
symmetric groupoids. In this section, we will see how much extra data is
needed to recover a symmetric groupoid A4 from A(A) and M(A4). The results
provide a new way to look at Z(4). Our construction is somewhat like Nagata’s
“idealization” of a module (see [5], for example).

DEFINTION 3.1. A symmetry system is an ordered quadruple ©={G; M;
{X,:usM}; {0(x, u): x€G, ucM}) such that:
3.1.1. G isa GI group;
3.1.2. M is a subgroupoid of I(G) satisfying <M>=G};
3.1.3. each X, is a non-empty set, and X, N X,=@ for u=v;
3.14. 0(x, u) is a bijection from X, to X,,,
(a) O(xyx,, u) = 6(x,, xuxz")0(x,, u), and
(b) O(u, u) = 1y,.
Henceforth, we will use the simpler notation <G; M; {X,}; {0(x, u)}> to
designate a symmetry system.

-1 satisfying

Proposition 3.2. Let A be a symmetric groupoid. For p&M(A), denote
Xu={a€A4: \,=p}, and for E€ A(4), p=M(A), define 0 (&, p)=E|Xu. Then
S(A4)=<A(A); M(A); {Xu}; 04&, )} is a symmetry system.

This observation is just a short calculation beyond 1.8 and 1.13.
We will presently associate a symmetric groupoid with each symmetry
system; first it is convenient to assemble some properties of the mappings

O(x, p).
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Lemma 3.3. Let {0(x, u): x€G, uc M} satisfy 3.1.4. Then:

331. 01, u)=15,  forallucsM,;

332, O(x,u)'=0(x"", xux"t)  for all x€ G, uc M,

3.3.3. O(uy, upo ot ow)0(uy, uszo++-ou,ow) - 0(u,_,, u,ow)d(u,, w)
= O(uyuy++-u,, w) for y,eM and we M.

Proof. 0(1, u)=0(u, uuu")0(u, u)=1,,. Also, G(x7', xux")0(x, u)=
O(x"'x, u)=1,,. Finally, 3.3.3 follows from 3.1.4 by induction on =.

Proposition 3.4. Let 8={(G; M; {X,}; {0(x, u)}> be a symmetry system.
Define:

341, A®)= U.,cuX.;

34.2. foracX,, be=X,, denote acb=0(u, v)(b).

Then <A(S), o> is a symmetric groupoid.

Proof. If b= X,, then 6 (u, v)(b)eX,,,-1=X,.,. Hence, acbeX,,,. By
3.1.4(b), aca=0(u, u)(a)=a. By 3.3, ao(a-b)=0(u, uov)d(u, v)(b)=0(u?, v)(b)=
0(1, v)(b)=>b. Finally, if c€X,, then (acbd)o(aoc)=0(uov, uow)f(u, w)(c)=
O((uov)u, w)(c)=0(uv, w)(c)=0(u, vow)d(v, w)(c)=ao(boc).

Lemma 3.5. Let ©=<{G; M; {X,}; {0(x, u)}> be a symmetry system. Let
a,€X,, for 1<i<n. Then (a,,-,a,)E Z(A(O)) if and only if O(u,-+-u,, w)=1x,
for all we M.

This lemma is a direct consequence of 3.3.3.

DerINITION 3.6. A symmetry system ©=<G; M; {X.,}; {0(x, u)})> is
reduced if, for every x=+1 in G, there exists u& M such that 0(x, u)=+1y,.

If x&£ C(G), then xux™'==u for some uM. In this case, 0(x, u) maps X,
to a disjoint set X, ,-1.

Corollary 3.7. If ©=<G; M; {X,}; {0(x,u)}> is a reduced symmetry
system, then Z(A(S))= U ,eu X, X X,.

Proposition 3.8. If A is a symmetric groupoid, then &(A) is reduced, and
A(S(4))=A.

Proof. If £41,, then &(a)=a for some acA. Hence, 0(&, \,)(a)+a, so
that &(4) is reduced. By definition, A(S(4))=U ,cyy Xn=4 asaset. An easy
calculation shows that products in 4 and A(S(A4)) are identical.

DeriniTiON 3.9, Let &,=<(G,; M;; {X.,}; {0i(x, w)}> and &,={G,; M,;
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{X2}; {69, ©)}> be symmetry systems. A morphism from &, to &, is a pair
F={f; {e,: usM,}), such that:

3.9.1. fe g@(Gly GZ);
39.2. AM)CSM,;

3.93. e, X,,—> X, satisfies 0,(f(x), flu))oe, = e,,,-1°0,(x, u) for all
xeG,, ucsM,.

Our next two observations are direct consequences of this definition.
Lemma 3.10

3.10.1.  Let &,, &,, and &, be symmetry systems, and let F,={f;; {e;,: u€
M}>: &, -, be morphisms for i=1,2. Define FyoF,=<f,of;; {esr,(°€1"
ucM}>. Then FyoF,: & — &, is a morphism of symmetry systems.

3.10.2. Ig=<1g; {1x}> is an endomorphism of S=<{G;M; {X.,};
6(x, u)}>.

3.10.3.  The class of all symmetry systems and their morphisms forms a
category in which composition is defined as in 3.10.1 and the identity morphism
of & is Ig.

Lemma 3.11 Let F={f; {¢,}>: ©,—>&, be a morphism of symmetry
systems.  Then F is an isomorphism if and only if f is a group isomorphism such that
f(M\)=M,, and each map e, is bijective. In this case, F'={f*; {(e;-1) "} >-

NortaTioN. Denote the full category of all reduced symmetry systems by R.

Proposition 3.12. If ©=<{G; M; {X,}; {0(», u)}> is a reduced symmerty
system, then there is an isomorphism F(&): &—-&(A4(S)).

Proof. For x&G, define f(x)=U ,cu0(x, v). Then f(x) maps A(S)=
Uuen X, to itself, and f(xx,)=f(x)f(x,) by 3.1.4(a). If v&M and a€X,,
then f(v)(a)=60(v, u)(a)=boa for every b X,. Hence, N\,=f(2) for all bEX,,.
Therefore, M(A(S))=={\,: b€ A(S)} =f(M), and f(G)=A(A(S)). Since & is
reduced, f(x)=1,@) implies x=1. Thus, f is an isomorphism of G to A(A(D)).
For ae X, and b€ X,, we have A,= 2, if and only if u=wv (by 3.7). Thus,
X,,=X,. Let e, be the identity map on X,=X,,. By Definition 3.2,
0(f(x), () =/() | X joo = 0(x, w). Hence, F(@)—=<f; {e,}>: S—-S(A(®)) is an
isomorphism in the category R by 3.11.

Our next objective is to extend the object maps 4 —&(4) and &—A4(S) to
functors.

Lemma 3.13. Let A and B be symmetric groupoid, and let f& S, (4, B).
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Then S(f)=<A(f); {f|Xu: pEM(A)}> is a morphism of S(A) to S(B). More-
over, if g€ S, (B, C), then S(go f)=&(g)S(f).

Proof. By 2.9, A(f)E G, (A(4), A(B)), and if A, eM(A4), then A(f)(N,)=
Mo EM(B). Thus, 3.9.1 and 3.9.2 are satisfied. A calculation shows that if
ESA(A), u€M(A), and aE X, (i.e., hy=n), then O4((AL)E), (A)w))(eala)) =
f(E(a))=egus-1(04(§, n)(a)). Hence, &(f) is a morphism. The equality &S(gof)
=&(g)°S(f) is a consequence of the functorial nature of A.

Obviously, &(1,)=Ig(. Thus, @ is a functor from S, to R.

Lemma 3.14. Let ©,={G;; M;; {X.}; {04x, u)}> be reduced symmetry
systems for i=1,2. Let F={f; {e,}>: ©,—&, be a morphism. Define A(F)=
Uuen, € Then A(F)E S (A(S,), A(S,)). Moreover, if GER(S,, &;) then
A(GoF)=A(G)-A(F).

Proof. If aeX, and be X, then acb=0(u, v)(b)eX,.,, and A(F)(acb)=
e, 01(u, 0)(b) =0,(f(1), f(v))e,(b) = A(F)(a)o A(F)(b) by 3.9.3. Thus A(F)is a
groupoid homomorphism. If (a,, -+, a,)€ Z(4(S,)), where a;€X,, then by
3.5 and the assumption that &, is reduced, wu,-:-u,=1. Consequently,
Sflw)-+ f(u,)=1, so that since A(F)@a,)EX ), it follows that (A(F)(ay), **+,
A(F)(a,)) € Z(A(S;)). This shows that A(F)eS,. Let f;: G;— A(A(S;)) be
the isomorphism that was defined in 3.12. By the proof of 3.12, ac X, implies
fiw)=2n, and f(f(u))=n, . Thus, A(A(F))ef,=f,of. Since f€ g, it
follows that A(A(F))e&,. Consequently, A(F)eS, by 2.2.1. A calculation
proves the last assertion of 3.14.

Plainly, A(Ig)=14@), so that 4 is a functor from R to &,.

Lemma 3.15. Let f=S,(A4, B) be a homomorphism of symmetric groupoids.
Then A(S(f))=f. Thus, A& is the identity functor on S,.

Proof. By definition, &(f)=<A(f); {f|Xu: pEeM(A)})>. Hence, A(S(f))
=U MEM(A)f IX:L=f-
We can now prove the principal result of this section.

Theorem 3.16. The category S, of all symmetric groupoids and morphisms
that preserve the higher extended centers is naturally equivalent to the category
R of all reduced symmetry systems and their morphisms.

Proof. By 3.15, it suffices to prove that &o4 is naturally equivalent to
the the identity functor on R. This is accomplished by showing that if
F={f; {e,} > € R(S,, &,), then the square

(S F &
F)| |Fe
S(A(F
sd@) I, o4y
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commutes, where F(&,) and F(&,) are the isomorphisms that were defined in
3.12. By definition, F(&,)o F={g; {e,} >, where g= U ,cp, O:(*, w)o f. Thus, if
x€G,, then g(x)=U ,eum, 0(f(x), w). On the other hand, S(A(F))F(©,)=
<h; {e.}>, where h=A(U ,cu, €.)o(U s, 02(*, #)). Let v € M,, and choose
c€X,, Then h(v)=A(U ueM, e,)(U ueM, 0y(v, u))= A(U ueM, e )(N)= Ney(o) =
U wen, :(f(v), w)=g(v). Therefore, g|M,=h|M,; consequently, g=Ah.

This theorem shows that the theory of symmetric groupoids is substantially
equivalent to the theory of symmetry systems. The latter objects have the
virtue that they can be constructed from familiar algebraic structures. The
rest of this section is concerned with the fabrication of symmetry systems.

For any set X, we denote by S(X) the group of all permutations of X, that
is, bijections of X to itself.

DErFINITION 3.17. A partial symmetry system is a 5-tuple

P ={G; M; {v;: i J}; {X;:ie J}; {0::i€ ]},
such that:

3.17.1. G a GI group;

3.17.2. Misasubgroupoid of I(G) such that G={(M>; and M=U ,; K;,
where K; are distinct conjugate classes of involutions;

3.17.3. v,eK;forallie J;

3.174. X, is a non-empty set, and X;N X =0 for i=j in J;

3.17.5. 0, is a homomorphism from C4(z;) to S(X,) such that v, Ker ,.

As in the case of symmetry systems, we will abbreviate the notation for
a partial symmetry system to <G; M; {v;}; {X;}; {6.}>.

ReMARK. Since M is a subgroupoid of I(G) and <M >=G, it follows that
M is closed under conjugation by elements of G. Thus, M is indeed a union of
conjugate classes of G.

Every symmetry system gives rise to a partial symmetry system. It is the
converse of this observation that is most interesting however.

Lemma 3.18. Let ©=<{G; M; {X,}; {0(x, u)}> be a symmetry system.
Let M=\ ;s K;, where the K; are distinct conjugate classes. For each i< ], let
v,€K;. Denote X,=X,, and 0,=0(x, v;)|Cy(v,). Then <(G; M; {v;};
{X:}, {0.}> is a partial symmetry system.

Proof. By 3.1.4, 0; is a homomorphism of Cg(v;) to S(X;) such that
0,(v;)=1.

Construction 3.19. Let <G: M; {v;}; {X;}; {6;})> be a partial symmetry
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system. Write M= U ,.; K;, a disjoint union of conjugate classes. Forie J,
choose a set Y; of representatives of the left cosets of Cy(v;) in G. Define
;s G—Y; and p;: G— C(v;) by the condition

3.19.1. x = my(x)pi(x) for allxeG .
Define v;: K;— Y; by the conditions

3.19.2 u = v, u;y,(w), v(w)EeY; for all uekK;.
For ue K;, define X,= {u} X X;, and for xG, uc K, define (x, u): X,—X,,,1
by 6(x, u)(u, a)=(xux", 0,(pi(x7,(u)))(a))-

Proposition 3.20. With the notation of 3.19 ©=<G; M; {X,:ucsM};

{0(x, u): x€G, ucsM})> is a symmetry system. For © to be reduced, it is neces-
sary and sufficient that C(G)N N;c; Ker 6,={1}.

Proof. The verification of 3.1.4 uses two simple identities whose proofs
we omit:

(1) pixy)=pi(xm(¥))Py);
(2)  vi(oun™)=7,(x7(w)).

To prove 3.1.4(a), let ueK;, ac X;, x, y=G. Then

0(x, yuy™)0(y, u)(u, a) = 0(x, yuy™ ") yuy™, 0(p(yv(u)))(a))
= (wyuy ™%, O pi(xv(yuy™ ")) O P y7:()))(a)))
= (eyuy ™%, 0(pi(xv(yuy™"))p y:(1)))(a))
= (xyuy a7, 0,(p(oem (¥ i(w)))pi(Vi(w)))(a))
= (xyuy~ %7, 0i(pi(xyvi(w)))(@)) = O(xy, u)(u, a) .

Moreover,

O(u, u)(u, @) = (uuu™, 0(p(uyi(u))(@)) = (4, 0(p(7i(1)v:))(4)))
= (u, 0v:)(@)) = (u, @),

by 3.19.2, 3.19.1, and 3.17.5. Thus, 3.1.4(d) also holds. Finally, note that
O(x, u)=1y, for all uc M if and only if xux~'=u for alluc M, and 0,(p,(xv.(x)))
=1y, for all u€K;. Since <M>=G, xux"'=u for all u&M is equivalent to
x€ C(G), in which case p,(xv,(u))=p,(vi(u)x)=x. Hence, & is reduced if and
only if @ (x)=1y, for all i€ J and x=C(G) implies x=1. Thatis, C(G)N
Nies Ker 0= {1} .

It can be shown that different choices of the sets Y, in 3.19 will lead to
isomorphic symmetry systems. We omit this verification.

Corollary 3.21. Let G be a GI group, and let M be subgroupoid of 1(G)
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such that M >=G. Moreover, if |G |=2, assume that M=G. Then there is a
symmetric groupoid A and an isomorphism f: A(A)— G such that M=f(M(A)).

Proof. Write M= U,.; K;, where the K, are distinct conjugate classes.
For each i€/, choose v;eK;. Define X;,=Cy(v;)/<v;>, and let §; be the
left regular representation of Cg(v;) on X;, so that Ker ;=< v;>. Then
P=LG; M; {v;}; {X;}; {6} is a partial symmetry system. If |J|>1, or if
| JI=1 and v,& C(G), then clearly C(G)N N;c; Ker ;= {1}. The alternative
to these cases is |G|=2 and M= {v;}, which was excluded by hypothesis.
Therefore, the symmetry system & associated with 9 is reduced. By 3.12.,
there is an isomorphism f: G—A(A(®)) such that f(M)=M(A(S)).

Remark. If 4 is a symmetric groupoid such that |A(4)|=2, then
necessarily M(A)=A(A). In fact, if |M(A)|=1, then A,=2, for all @, b in 4.
Hence, A\, (b)=xy(b)==b for all b, so that a,=1, for all a. Consequently,
A(A)={1,4}.

ExampLE 3.22. Let G be an abelian GI group. Then G is an elementary
2-group, since any product of involutions is an involution. A subset M of G
satisfies 3.17.2 provided (M >=G. The conjugate classes being singletons, the
set M itself can serve as the indexing set J in the notation of 3.17. With this
convention, v,=u and Cgyu)=G for us M, so that Y,= {1} is a set of coset
representatives of Cg(u) for the construction 3.19. With this choice of Y, we
have z,(x)=1, p,(¥)=x for x€G, and v,(u)=1 for ucM. Let {X,:ucM}
be a set of non-empty sets such that X, NX,=@ for uv in M. For each
ueM, let 0,: G—S(X,) be a homomorphism such that uKer§,. Then
{GiM;M; {X,,ucM}; {0,:ucM})is a partial symmetry system whose as-
sociated symmetry system & =<G; M; {{u} X X,}; {0(», )} > is defined by
0(x, u)(v, b)= (v, 0,(u)(b)). Moreover, the corresponding symmetric groupoid
A(®) can be identified with U ey X, where acb=0,(u)(b) if ac X, and b X,,.
Note that & is reduced if and only if N ,c, Ker 6,={1}.

4. Semantical matters

Our attention in this section is on the classes of GI groups, symmetric
groupoids, and special symmetric groupoids. Closure properties of these
classes are studied. Free GI groups and free symmetric groupoids are con-
structed, and the relation between them is exhibited. The section closes with
a characterization of the class of special symmetric groupoids by means of a set
of Horn formulas.

Lemma4.1. Let {G;:j € J} be a set of subgroups of the group G, such that
each G is a GI group, and G=<{U ;c;G;>. Then G is a GI group.
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Proof. G=<U c; G >=<U ;e <KI(G,)>=<U je; {(G,)>=<I(G)>.

Corollary 4.2. The class G is closed under free products, direct limits, finite
products, and split extensions. Any homomorphic image of a GI group is a GI group.

Of course, & is not closed under the formation of subgroups. In fact, every
group can be embedded in a group of the form S(X), the permutations of X,
and S(X) is a GI group (see [8], p. 306). We will prove shortly that & is not
closed under the formation of ultrapowers.

Proposition 4.3. Let o be a cardinal number. Then there is a GI group
G, containing a set L of a non-identity involutions such that:

4.3.1. every xG, has a unique representation
X =gty y, WEL, uFu,, forallj<k—1;

4.3.2. If Gis any group, and f is a mapping from L to I(G), then f has a
unique extension to a group homomorphism of G, to G.

The group G is uniquely determined by either of the properties 4.3.1 or 4.3.2.

Proof. For each ordinal £<a, let D,={1, v¢} be a cyclic group of
order two. Define G, to be the free product of {D;: E<a}, and let L consist
of the images in G, of the generators v; of D¢. The proposition is just a res-
tatement of standard properties of free products ([8], pp. 175-6), together with
4.2.

We will call G, the free GI group on L, or the free GI group on « generators.
A representation

X = UgllyUpq , u,el,
of x& G, will be called reduced if uj=|=uj+; for all j <k—1.
Lemma 4.4. Every element of 1(G,)— {1} is conjugate in G, to some uc L.

Proof. Let a=ugu,---u,_,€1(G,)— {1} be a reduced representation of a.
Then k>1, because a==1. We argue by induction on k that a is conjugate to
some u&L. This is obvious if k=1. Assume 2>1. Then 1=a=u,u, -
Uy gy, By 4.3.1, u,_,=u,. Thus, b=uau,=u,--u,_ ,€1(G,), and b=*1
(otherwise, a=ugu, _,=uj=1). By the induction hypothesis, b=xux"* for some
xEG,, usL and a=upu(uyx)™".

Theorem 4.5. The class of all GI groups is not closed under the formation
of ultrapowers.

Proof. Let G=Gy, be the free GI group on the countably infinite set
L={u,: n<o} of distinct involutions. We will prove that if & is any non-
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principal filter on , then the reduced power G/ is not a GI group. The
proof is based on the following observation:

(1) if a,, a, -+, a,_, are elements of I(G) satisfying aa, - a,,_; = ugu, -
Uy, then m>k.
To prove (1), note that by 4.4, each a; can be written in the form v,,---
Vi1 WiVip;-1°*" V0o, Where the v;; and w; belong to L. By 4.3.1, each u, with
I <k occurs an odd number of times in the product

V00" " * Vorg-1%0V0rg-1"""V00"* " Um-10"*"Um-17_ 1 -1%m-19m~1r_1-1"* " Vm-10 -

Consequently, each u, occurs an odd number of times in the list @y, -, w,,_;.
In particular, m>k. Returning to the main part of the proof, define f €G* by
S(R)=ugu;++-u,_,. It will suffice to show that the equivalence class of f in G°/F
is not product of involutions. Suppose otherwise: there exist g, g, ***, £y IN
G* such that the sets Q;= {j <w: g(j)=1}, i<m, and R={j <w: f(j)=
2(7)e(7) + gm-1(7)} are members of F. ThenRNQ,N O, N+ NQ,1EF, and
since & is not principal, there exists £>m such that ke RN Q,N O, N+ N O,,;-
Hence, ugu, - -u,_,=f(Ry=gy(k)g1(R):**g,,-1(k), and g(k) I(G) for all :<m. Since
k>m, this contradicts (1).

Corollary 4.6. The class G is not axiomatic: there is no set & of first order
sentences in the language of group theory such that G is the class of all models of &.

Indeed, by the theorm of Los, every axiomatic class is closed under ultra-
products.
We wish now to characterize the extended center of the symmetric groupodis

I(G,)— {1}. A definition is needed.

DEFINITION 4.6.  Let Q= {k, k,, ***, k,,.,} be a subset of w listed in strictly
increasing order. A mested pairing of Q is a partition [I of O into two element
subsets that satisfies the inductive condition:

4.6.1. there exists 7 <2m-1 such that {&;, k;,} €11 and TI— {{k;, kis:}}
is a nested pairing of Q— {k;, k;,}.

Let &, denote the set of all nested parings of {0, 1, --, 2m—-1}.

DerINITION 4.7. Let A be a symmetric groupoid. A sequence (a,, a;, ***,
Appr) EAX™HY s collapsible if there exists [] €<, such that {7, j} Il implies
a;=a,.

Lemma 4.8. If (a,, ay, **-, @3,.1) is a collapsible sequence of elements in the
symmetric groupoid A, then (a,, ay, ***, @yy1) € Z(A).

Proof. If m=0, the assertion is obvious, since P,= {{{0, 1}}}. Assume
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that m>0. By 4.6.1, there exists {j, j+1} €II such that [T—{{j, j+1}} isa
nested pairing of 2(m+-1)—{j, j+1}. Then X, =2 =Naha N Na
DY The lemma follows by induction on m.

a2m +1

Gm+1°

DEeFINITION 4.9. Let A be a symmetric groupoid. Denote by %y(A4) the
set of all sequences (a,, @,, -+, a,) of elements of 4 for which there is a represen-
tation @;=b;0b;;0++-0b;,(;y-10b; such that the composite sequence (B, By, ***, B)
is collapsible, where B;=(by, by, ***, biy)-1, bi, biyiy-1s ***5 bty by).  The sym-
metric groupoid 4 is called centerless if Z(A4)=1, and Z(4)=Z(4).

RemaRks. (1) It follows by an inductive argument from 1.18 that Z(4)<
Z(A) for all symmetric groupoids 4.

(2) If f: A—B is a groupoid homomorphism of symmetric groupoids, then
f(Zo(A)) S Zy(B). Consequently, if 4 is centerless (so that Z"(A)= Z(A4)=
Zy(4) for all n<w), then S, (4, B)=S8(4, B).

We will show that for all a, I(G,)— {1} is centerless. The proof is based
on a property of G,.

Lemma 4.10. Let G, be the free GI group on a set L of a involutions. If
a>1, then C(G,)={1}. Moreover, if (uy, uy, *++, u,)E L*** satisfies ugu, ++- u,=1,
then (ug, uy, ++-, u,) is collapsible.

Proof. Assume that ¢>1. Let x&€G,— {1} have the reduced repre-
sentation wugu,-+-u,. Since a>1, there exists u&L such that either u=Fu, or
u=u,. Inboth cases, it follows from 4.3.1 that wx==xu. Hence, C(G,)= {1}.
The second assertion is obtained by induction on n. By 4.3.1, ww---u,=1
implies that u;==u_,, for some j <n. Consequently, ugu;---u,_u, , -u,=1.

Proposition 4.11. For a>1, the symmetric groupoid A,=I1(G,)— {1} is
centerless, where G, is the free GI group on o involutions.

Proof. If a=1, then G, is cyclic of order 2, and |A4,|=1. In this
case, the assertion is trivially true. Assume that a>1, so that C(G,)=1 by
by 4.10. By 1.17, (ay, ay, ***, a,) € Z(A4,) implies aya,+-a,=1. Thus, if k=1,
then g¢,=a,. Hence Z(4,)=1,,. Moreover, it follows from 4.4 and 4.10 that
Z(A,) S Z%y(Ay). By the first remark following 4.9, A4, is centerless.

Not all sequences in %(A4,) are collapsible. For instance, if ay=uqu,u,,
ay=ugh gy, and a,=u,, then (a,, a;, a,, &) € Z%(4,).

Theorem 4.12. Let G, be the free GI group on the set L of o involutions.
Denote the symmetric groupoid 1(G,)— {1} by A,. Then A, is the free symmetric
groupoid on L.

Proof. By 4.3 and 4.4, every acI(G,)— {1} has a unique reduced repre-



72 R.S. PIERrCE

sentation a=ugou;o-+-oty;, with k>1, u,€L and u,+u ., for j <k—1. Denote
by I/(a) the number k of terms in the reduced representation of a. Let f be a
mapping of L to a symmmetric groupoid A. Extend f to A, by defining
S@)=f(uy)of(uy)o -+ of(u;—,), where a=uyou;0---ou,_, is reduced. This definition
is well posed by the uniquess of reduced representations. We argue by induc-
tion on /(a) that f(acb) = f(a)of(b) for all a, b A. Let a=uyouy0---ou,_, and b=
0p00y0+++07,,_; be the reduced representations of a and 4. Assume that k=
l(a)=1. If u,#v,, then uyov ov0--+0v,_, is the reduced representation of aob,
so that f(acd)=f(uy)of(s)of (V)0 of(v,s_1)=f(@)of(B). If uy=v,, then acb=
Byorr-00p by 112, Thus, f(act)=f(en)o-+of(0n-1)=f(te)of(e0)of(e1)e - of(0n-)
=f(a)of(b). Assume that [(a)>1. Then a=uyoc, where c=u,0--+ou,_, satisfies
l(c)=1(a)—1. By the induction hypothesis and 1.5, f(aob)=f((#yoc)od)=
flugocortoob)=f(uo)of(€)of(uo)of(8)=(f(uo)of(€)) oS (b)=F(a) o1(b)-

RemMARK. As we noted in the comment after 4.9, every homomorphism of
a centerless symmetric groupoid is a member of S,. Thus, 4, is free in either
of the categories & or &,

The rest of this section is concerned with the class of special symmetric
groupoids: those groupoids that are isomorphic to a subgroupoid of I(G) for
some GI group G. An example shows that the special symmetric groupoids
constitute a proper subclass of S.

ExampLE 4.13. Let A={a, b, ¢}, where a, b, and ¢ are distinct. Define
aox=cox=ux for all x€ 4, and boa=c, bob=b, boc=a. Then A is a symmetric
groupoid, but A4 is not special. In fact, if G is a group, then any subgroupoid
of I(G) satisfies: xoy=y implies yox=x. This implication obviously does not
hold in 4.

It follows from a thecorem of A. I. Omarov [7] that the class of special
symmetric groupoids is a quasivariety. In particular, this class is hereditary,
and closed under the formation of products and ultraproducts. By 4.12 and
4.13 homomorphic image of a special symmetric groupoid needn’t be speical.

We proceed to give an explicit construction of the universal special sym-
metric groupoid asscoiated with an arbitrary symmetric groupoid A. This
will make it possible to exhibit a recursive set of Horn formulas that axiomatize
the class of all special symmetric groupoids.

Proposition 4.14. Let A be a symmetric groupoid. Let u: A—L be a bijec-
tivemap. Let G, be the free GI group on L where x=|A|. Let N ,be the normal
subgroup of G, that is generated by {u(aob)u(a)u(b)u(a): a, b= A}. Denote
E =GN, with t: G,—E , the natural projection. Define f,—=tou: A—I(E,).
Then:

4.14.1. E,is a GI group;
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4.14.2. f, is a groupoid homomorphism;
4.14.3.  f,(A) generates E, as a group;

4.144. if H is a group, and g: A—I(H) is a homomorphism, then there
is a group homomorphism k: E ,—H such that g=(h|I(E ;))°f4.

The pair (E,, f,) is uniquely determined by 4.12.1-4.12.4.

Proof. The properties 4.14.1, 4.14.2, and 4.14.3 are direct consequences
of the definitions. To prove 4.14.4, define f: L—I(H) by f(v)=g(u"'(v)). By
4.3.2, f extends to a group homomorphism of G, to H. If a, b€ A4, then
S(u(aob)u(a)yu(b)u(a))=g(a-b)g(a)g(b)g(a)=1, so that N, Ker f. Thus, there is
a group homomorphism h: E,—H such that f=hot. Then h(f,(a))=h(t(u(a)))
=f(u(a))=g(a). The uniqueness is a categorical fact.

Corollary 4.15. A symmetric groupoid A is special if and only if f , is injective.

A more explicit description of the normal subgroup N, that was defined in
4.14 is needed.

Lemma 4.16. Let the notation and hypotheses be as in 4.14. For ay, ay, -+,
a,, bin A, denote w(ay, a,, -+, a,; b)=u(agoa,o-++oa,obyu(a)u(a,)---u(a,yu(byu(a,)-
u(a,)u(a,). Then N, consists of the set of all products of elements of the
form w(ay,a,,--+,a,;b), where a,+a,=+---=+a,%+b in 4.

Proof. Using the identities of 1.1 and the fact u(a)’=1 in G,, it is easily
seen that:

4.16.1. if a;_, = a; for i<r, then w(ay, -+, a,; b)=w(ay, ***, Gi_z Ai+1> ***>
a,; b), and if a,=b, then w(ay, -+, a,; b)=w(a,, ***, a,,; a,);

4.16.2.  w(ay, *+, a,; b) '=w(ayo+++0a,0b, a,, -+, a,; b);

4.16.3.  w(ay, ay, *+, a,; b)=w(ag, ao-+-oa,ob)u(a)w(a, ++, a,; byu(ay) .
Consequently, the set N of all products of elements of the form %(ay, a;, **+, a,; b)
with a@y*a,+---+a,+b is a normal subgroup of G, that includes all products

of the form wu(aob)u(a)u(b)u(a). Thus N2N,. On the other hand, it follows
from 4.16.3 by induction on 7 that every w(a,, -+, a,; b) is a member of N ,.

Corollary 4.17. The symmetric groupoid A is special if and only if every
relation of the form

W(gg, ***5 oy 5 Do)W(@rgy ***y @11y 5 By) W (hgy *+ A3 by) = u(C)e(d)
in G entails c=d in A.

Proof. f,(c)=f4(d) if and only if u(c)u(d)=N,.
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It is reasonably clear from 4.10 that the criterion of 4.17 can be formalized.
The details follow.

Lemma 4.18. Let G, be the free GI group on the set L of involutions. Let
(tgy sy ===, u, )L Then ugu---u,—=vw, where v, wEL if and only if either
v=w and (uy, w;, -, u,) is collapsible, or there exist i <j<nm such that v==u,
w=u;, and the sequences (g, **, U;_1), (Uis1, ***» 4;-1); (U415 ***5 U,) are collapsible
or empty.

Proof. These conditions obviously imply wug---u,—vw. For the proof
of the converse, it can be assumed by 4.10 that v==w and n>2. By 4.3.1 there
exists j < such that u,;=u,,. Moreover, if u;=v, then v=y; for some 7+ j,
J+1. The same is true if u,=w. The result then follows by induction on 7.

NotaTioN 4.19. Let L be the first order language of symmetric groupoids
with a countable sequence {z,: #<w} of distinct variables. Thus, in addition
to the usual logical symbols A, V, ~, —, d, V, = of the first order
predicate calculus with equality, L includes a binary operation symbol o. It
is convenient to add to the operation symbols of L the n-fold composition of o,

grouped according to the convention of 1.12. Of course, these operations are
definable in L:

4.19.1.  for r+1<s, denote by W(r, s) the formula
(Rart1 = 2s-1) A (B2 = Ros2) A A(Bpism1 = Zypisn1)
A (Rer = Rop 11037420 0 Ry 15-1°%45) 5
4.19.2.  for a nested pairing 1= {{i, j:}, {&, jo}, -, {i, ji}} of a finite
subset of w, denote by V(II) the formula
('zi1 = 2’j1)/\(2‘i2 = zjz)/\ "'/\(zis = zjs);
let V(II) be the empty formula when [[=¢.
Theorem 4.20. Let 9. be the set of all formulas in L that are of the form
W(O» TDOA W(rla 72)/\ A W(rk—l) my N\ V(Hl)/\ V(Hz)/\ V(Hs) g (zi: zj) ’

where 1<ry, 1, +-1<ry, o, 7, +1<m, 0<i<j <2m—1, TI, is a nested pairing
of {0, 1, ---,i—1}, TI, is a nested pairing of {i+1,i+2,,j—1}, and 1l;isa
nested pairing of {j+1, j+2, -+, 2m—1}. Then the class of symmetric groupoids
that satisfy all of the formulas of H coincides with the class of special symmetric
groupoids.

Proof. Let A be a symmetric groupoid, and suppose that (a,, a;, ***, 1)
€A™, where m>1. By 4.16, u(a)u(a,)---u(a,,-,) N, (in the notation of 4.14)
if and only if (ay, a;, ***, ay,,-1) satisfies W(0, r)) A W(ry, 1)\ -+ AW(r4—1, m) for a
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suitable choice 0 <7, r,+1<r,, «=-,7,.,+1<m. For ¢ and d in A4, it follows
from 4.18 that u(c)u(d)e N, if and only if ¢ occurs as @; and d occurs as a; in a
sequence (dg, @y, ***, @y, _,) E A?" that satisfies V(II,) A V(II,) A V(I1,) for suitable
nested pairing [I, of {0, 1, ---,7—1}, TI, of {i-+1,i+2,---,j—1}, and II; of
{j+1,,2m—1}, and w(a,)u(a;)-**u(ay,-)EN,. On the basis of these observa-
tions and 4.17, it is clear that 4 is special if and only if 4 satisfies all formulas
in 4. ‘

It is evident that the set 4 is recursive with respect to a Godel numbering
of L. However, the construction process will frequently produce sentences
that are deducible from the identities of the class of symmetric groupoids.
Example 4.13 shows that there is at least one formula in 4 that is not a con-
sequence of the theory of symmetric groupoids. The following example shows
that 9 is effectively infinite.

ExampLE 4.21. Let n be a positive integer. For k<w, denote by (k)
the least non-negative residue of k2 modulo n+1. Let U(k) denote the formula
R(pOR (k110" OF (hta) =Zpta- 1t is €asy to see U(I)AUR)A -+ AU(n)—U(0) is
equivalent to a formula of K. For example, if n=3, then U(1)A U(2)A U(3)—
U(0) can be obtained by the rule of substitution from W(0, 4) AW (4, 8) A
W(8, 12)A W(12, 16) A V(II) = (2p==24), where I is the nested pairing {7, 8},
{6, 9}, {5, 10}, {4, 11}, {15, 16}, {14, 17}, {13, 18}, {12, 19}, {23, 24}, {22, 25},
{21, 26}, {20, 27}, {3, 28}, {2,29}, {1,30}. Assume now that n>3. We will
construct a symmetric groupoid that satisfies U(1) A U(2) A -+ A U(m)— U(0) for
all m<n, but does not satisfy this formula for m=n. Let G=< uy> X u> X +**
X <u,> be a direct product of n+1 copies <u;> of the cyclic group of order 2.
Denote M= {u,, uy, -**,u,}. Then {<M>=G. Define subgroups H; of G by
H,=<uyy, H;=u;, w> for 1<i<n, where w=ug,---u,. Let X;=X,, be the
coset space G/H;. Finally, define 0,=6,,: G—S(X,) by 0,(x)(yH,)=xyH;.
Plainly, 6,(x)(yH,)=yH; for some yeG if and only if x&H,. By 3.22, the
partial symmetry system <G; M; M; {X;}; {0;}> determines a symmetric
groupoid 4 in which

ay0a;0+++0a, _;od, = Gim(u,-ou,.l- N7 1)(a,,,) s

where a,€X; for k<m. Thus, apao-+oa,_ca,=a, if and only if u;u,
u;, €H,, . Inparticular, if m<n, then gyoa,o--oa,,_ ca,=a,, is equivalent to
the product w;u; -u;, , being equal to either u;, or 1. If wu,---u
then w-u;, w;., -w,=u;, so that ay--0a; j0a;,0-0a,0a,=a, fo%' all j.
Thus, UQ)AUR)A -+ A U(m)—U(0) is satisfied by (aq, ai, ***, a,,) in this case.
Assume that w;u; ---u;  =1. Then m>2, and w;--u;,_ w;,, - =u;u,, for
allj<m. Moreover, the number of j such that 7,47, is even, hence either 0
or >2. From this observation, it follows that (ao, @, -**, a,,) satisfies U(1)A
UR)A - AU(m)—U(0) in all cases. Assume that m=mn, Choose a;€X;

im-l—uim’
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for all i<n. Then a;y0a;,,0: 0a,0ap0 0a; =0 (U 11U 4+ Uty U;1)(a;) =
6 ,(u;w)(a;). Hence a;,j0a; ;0 r0a,=a; for 1<j<n, and a;0a,0---0a,0a,+a,.

Thus A does not satisfy U(1) A U(2)< -+ A U(n) —U(0).
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