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Abstract
We study the action of the mapping class grouf(F) on the complex of curves
of a non-orientable surfac€. Following the outline of [1] we obtain, using the
result of [4], a presentation fat(F) defined in terms of the mapping class groups
of the complementary surfaces of collections of curves,vigeml that F is not
sporadic, i.e. the complex of curves &f is simply connected. We also compute
a finite presentation for the mapping class group of eachasiisurface.

1. Introduction

Presentations for the mapping class groMﬂFg”) of a compact orientable surface
of genusg with n boundary components have been found by various authorshétat
and Thurston [10] derived a presentation W(Fgl) from its action on a simply con-
nected 2-dimensional complex, tleit system complexThis complex was simplified
by Harer [8] and using this simplified complex, Wajnryb [24)tained a simple pre-
sentation forM(Fgl) and M(Fg). Starting from Wajnryb'’s result, Gervais [7] found
a simple presentation foM(Fg) for any n and g > 1. Benvenuti [1] and Hirose
[11] showed independently how the Gervais presentationbmamecovered using two
different modifications of the classical complex of curvesrdaduced by Harvey [9].
Benvenuti used therdered complex of curvesnd obtained a presentation fm’l(Fé‘)
in terms of the mapping class groups of the complementarfaces of collections of
curves.

If Fg is a non-orientable surface of gengswith n boundary components (i.€g
is homeomorphic to the connected sumgoprojective planes, from which open discs
have been removed), then presentationsNﬁ(rFé‘) are known only forg < 3 and small
n. The complex of curves ofy has been studied by various authors. Ivanov [12]
determined its homotopy type used it to compute the virtwddoenological dimension
of the mapping class grouM(Fg).

In this paper we study the action of the mapping class grsdF) on the com-
plex of curves of a non-orientable surfaée= Fg. Our main result says that{(F)
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can be presented in terms of the isotropy subgroups of tHections of curves, pro-
vided thatF is not sporadic, i.e. the complex of curves Bfis simply connected. On
the other hand we show that a presentation for the isotropgrsup of a collection

of curves A can be obtained from a presentation for the mapping classpgod the
surface obtained by cutting along A. Thus our result recursively produces a presen-
tation for M(F), provided that we know presentations for the mapping ctassips

of all sporadic subsurfaces. In this paper we compute anicixfihite presentation
for the mapping class group of each sporadic surface.

The paper is organized as follows, In the next two sectiongmesent basic defi-
nitions and preliminary results about simple closed curdasSection 4 we determine
the structure of the stabilizer of a simplex of the complexcofves, and in Section 5
we determineM (F)-orbits of simplices. In Section 6 we use the ordered comple
curves to obtain, by a result of Brown [4], a presentationtf@ mapping class group.
Then we show how this presentation can be simplified. FipatlySection 7 we com-
pute presentations for mapping class groups of sporadifacas.

2. Basic definitions

Let F denote a smooth, compact, connected surface, orientabt®tprpossibly
with boundary. Define Difff) to be the group of all (orientation preserving K is
orientable) diffeomorphismb: F — F such thath is the identity on the boundary of
F. The mapping class groupM(F) is the group of isotopy classes in Diffj. By
abuse of notation we will use the same symbol to denote aodiféephism and its
isotopy class. Ifg and h are two diffeomorphisms, then the compositigh means
that h is applied first.

By a simple closed curvén F we mean an embedding: St — F. Note thata
has an orientation; the curve with opposite orientationdarhe image will be denoted
by a~l. By abuse of notation, we also usefor the image ofa. If a; and a, are
isotopic, we writea; >~ ay.

We say thata: S* — F is non-separatingif F \ a is connected angeparating
otherwise. According to whether a regular neighborhood & an annulus or a Mobius
strip, we calla respectivelytwo- or one-sided If a is one-sided, then we denote by
a? its double, i.e. the curva?(z) = a(z?) for ze St ¢ C. Note that althougla? is not
simple, it is freely homotopic to a two-sided simple closexive.

We say thata is essentialif it neither bounds a disk nor is isotopic to a boundary
curve. We say thaa is genericif it is essential and does not bound a Mébius strip.
Note that every one-sided curve is generic.

Define ageneric r-family of disjoint curveto be ar-tuple @y, ..., a) of generic
simple closed curves satisfying:

o ana; =g, fori #j;
e & is neither isotopic ta; nor to aj‘l, fori #j.
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We say that two generic-families of disjoint curvesd,...,a) and b,...,b) are
equivalentif there exists a permutation € X, such thatg; >~ bj(}) for each 1<i <r.
We write [as, ..., &] for the equivalence class of a generidamily of disjoint curves.

The complex of curvesf F is the simplicial complexC(F) whoser -simplices are
the equivalence classes of genenict(1)-families of disjoint curves irF. Vertices of
C(F) are the isotopy classes of unoriented generic curves. Tégpimg class group

M(F) acts simplicially onC(F) by h[ag,...,a]=[hoa;,...,hoa].

3. A few results about simple closed curves

A bigon cobounded by two transversal simple closed curesnd b is a region
in F, whose interior is an open disc and whose boundary is thenusfican arc ofa
and an arc ofb. Moreover, we assume that except for the endpoints, theseaaec
disjoint froma N b, and that the endpoints do not coincide. If the endpointacde
(i.e. the arcs are closed curves), then we say @habhdb cobound adegenerate bigan

Lemma 3.1 (Epstein [6]). Let a b be two two-sided essential curves in &nd
suppose a is isotopic to.b
i) Ifanb=¢, then there exists an annulus in F whose boundary componeata a
and h
i) Ifanb##@, and they intersect transverselthen a and b cobound a bigon

Lemma 3.2. Let a b be two one-sided simple closed curves and suppose a is
isotopic to b Then anb # @. If they intersect transverselyhen
i) if lanbj=1, then a and b cobound a degenerate bigon
i) if lanb]> 1, then a and b cobound a bigon

Proof. We choose a regular neighborholg of a, diffeomorphic to the Mébius
strip, and denote by’ its boundary curve which is homotopic &°. Similarly we
defineNp andb’ homotopic tob?. Now a’ andb’ are simple closed curves aad~ b/,
sincea ~ b.

If F is the projective plane or the Md&bius strip, then the proofrigal. In the
other casea’ and b’ are essential and we can apply Lemma 3.1.

Assumea nNb =¢@. Then we can choos&l, and N, disjoint. By Lemma 3.1,
a’ and b’ cobound an annulu&\. But thenF = AU N, U N, is diffeomorphic to the
Klein bottle anda and b are clearly not isotopic. Thus we have proved thaand b
intersect.

Assume thata and b intersect transversely. Then we can chod&eand Ny in
such a way tha®a’ and b’ also intersect transversely and N b’| = 4a N b|. By
Lemma 3.1a and b’ cobound a bigonD. If lanb]=1thenM = Ny UN, UD
is a Mobius strip which containa and b. In this casea andb cobound a degenerate
bigon in M. Assume thata N b| > 2. Then there exist an arc of a, an arcd of
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b and closed subsetsl. ¢ Ny and Ny € Ny such that: [cNd| = 2 and the interior
of Nc U Ng U D is homeomorphic to an open disc. Nawandd cobound a bigon in
N. U Ng U D. L]

The next two propositions are proved in [18] (Propositions &nd 3.10) for ori-
entable surfaces. Their proofs are based on Lemma 3.1 anbycapplied also in the
non-orientable case if the involved curves are two-sidebderéfore, in the proofs we
restrain ourselves to the case of one-sided curves, whenesevéemma 3.2 instead of
Lemma 3.1.

By a subsurface Nof F we mean a closed subset which is also a surface. We
say furthermore thal is essentialif no boundary curve ofN bounds a disk inF.

Proposition 3.3. Let N be an essential subsurface of &nd let g b: St — N
be two essential simple closed curvg#n particular a is not isotopic to a boundary
curve of N) Then a is isotopic to b in F if and only if a is isotopic to b in. N

Proof. The nontrivial thing to show is that & and b are isotopic inF, then they
are also isotopic inN. We assume thad and b are one-sided. By Lemma 3.2 they
intersect. We may assume that they intersect transveraatlyargue by induction on
lanbl.

If ]anb| =1, then by Lemma 3.2a andb cobound a degenerate bigdh in F.
Since N is essential,D N dN =@ and henceD ¢ N. Now we can useD to define
an isotopy inN from a to b*%. If a~ b=t in N, thenb~b~! in F, which can only
happen if F is the projective plane (cf. [6], Theorem 1.7). But the petije plane
does not contain any essential subsurface. Thosb in N.

If ]anb|] > 1, then by Lemma 3.2a andb cobound a bigorD c F. As above,
D c N and we can us® to define an isotopy ilN from b to a curveb’ with |anb’| =
|anb| — 2. By the inductive hypothesidy' is isotopic toa in N, hence so ih. [

Proposition 3.4. Let (a,...,&), (bi,...,b) be two generic r-families of disjoint
curves such that;a~ by for all 1 <i <r. Then there exists an isotopy:hF — F,
t € [0, 1], such that 3 =identity and hoa =b; forall 1 <i <r.

Proof. We use induction on. The proposition is obvious for =1 and we as-
sume that it is true forr(— 1)-families. Replacing each by h; o a, we may assume
thatg =b for 1 <i <r —1. Thena andb, are disjoint fromg =b; fori <r and
a >~ by. Now it suffices to show that there is an isotopyfwhich takesa; to b, and
does not move the curves = b for i <r. We assume thad, and b, are one-sided
and intersect transversally. We argue by inductionjam b |.

If |a- Nb| =1, then by Lemma 3.2a, andb, cobound a degenerate bigdh in
F. Since the curves; = by for i <r are generic, they are all disjoint fromd. Now
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it is easy to construct an isotopy &f, which takesa, to by acrossD and is equal to
the identity outside a neighborhood ©f, so the other curves do not move.

If la N b| > 1, then by Lemma 3.2, and b, cobound a bigonD in F. As
above, the curves, =b; for i <r are disjoint fromD, and there is an isotopy df,
fixed outside a neighborhood @, which takesa, acrossD and reduces the number
la- Nby| without moving the other curves. By the inductive hypotkesiere is a final
isotopy takinga, to by. ]

Given a two-sided simple closed curegewe can define a Dehn twidf abouta.
Since we are dealing with non-orientable surfaces, it isassfble to distinguish be-
tween right and left twists. The direction of a twit has to be specified for each
curve a. Equivalently we may choose an orientation of a tubular imeéghood ofa.
Thent, denotes the right Dehn twist with respect to the chosen tatiem. Unless we
specify which of the two twists we meat, denotes (the isotopy class of) any of the
two possible twists.

The next proposition is proved in [18] for orientable sugga@nd in [20] for non-
orientable surfaces.

Proposition 3.5. Suppose that F is not homeomorphic to the Klein bot@en-
sider r two-sided simple closed curves a. ., a- satisfying
i) @& is either generic or isotopic to a boundary curve
i) ana =g, fori #j;
iii) & is neither isotopic to g nor to a]-‘l, fori #j.

Then the subgroup aM(F) generated by Dehn twistg f..., t; is a free abelian
group of rank .

Note that if F is homeomorphic to the Klein bottle, then up to isotopy thire
only one generic two-sided cuna andt, has order 2.

4. The structure of the stabilizer

In this section we follow the outline of Paragraph 6 of [19]expresses the stabi-
lizer of a simplex ofC(F) by means of the mapping class group of the complementary
surface. Our Proposition 4.2 is a generalization to the cése non-orientable surface
of Proposition 6.3 of [19].

Let A= (a,..., &) be a generia-family of disjoint curves. Denote by, the
compact surface obtained by cuttirfg along A, i.e. the natural compactification of
F\ (Ui-1a). Note thatFa is in general not connected. Denote by, ..., Ni the
connected components &fa. Then we write

M(Fp) = M(Nyp) x - -+ x M(Ny).
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Denote bypa: Fa — F the continuous map induced by the inclusionfof, (i, a)
in F. The mappa induces a homomorphism, : M(Fa) — M(F).

A pair of pantsis a compact surface homeomorphic to a sphere with 3 holes. We
say that the familyA determines gants decompositioif each component of, is
a pair of pants. Such a family exists if and only if the Euleamtteristic ofF is
negative. In such case, a generic famflydetermines a pants decomposition if and
only if A represents a maximal simplex ({F). Given a generic famiyA=(a,..., &)
we can always complete it to a pants decomposition, i.eethist generic curves
(&r+1,...,8s) Such that 4, ..., as) determines a pants decomposition. Recall that if
is a pair of pants thenM(N) is the free abelian group of rank 3 generated by Dehn
twists along the boundary curves.

Lemma 4.1. Assume that F has negative Euler characteristiet A= (ay, ..., &)
be a generic family of disjoint curves in F such that a ., a, are two-sided and
ap+1, ..., @ are one-sided For each ie {1,..., p} let & and g denote the boundary
curves of fa such thatpa o & = pao @’ =g, and choose,t and t so thatp.(ty) =
ps«(tyy). For each je {p+1,...,r} let & denote the boundary curve ofaFsuch that

- 42 ; -1 -1 :
pac @ =af. Thenkerp, is generated by{tarlta,l, ettt ty} and is a

free abelian group of rank.r
Proof. LetG denote the subgroup of1(F,) generated by

{tateh ottty )
Clearly G C kerp, and it follows from Proposition 3.5 thds is a free abelian group
of rankr. It remains to show that ker, C G.

Let ¢y, ..., C, denote the boundary curves Bf andc;, ..., ¢, the corresponding
boundary curves oFa (i.e. pao ¢ =¢). CompleteA to a pants decompositioA’ =
(@, ..., &, &+1,...,8q,...,8s), Whereag, ..., aq are two-sided andg+1, . . ., as
one-sided. Le#,,, ..., a denote the generic curves I such thatpa o a] =a; for
r+l<j<s

Let h be an element of ker, and j € {r +1,...,s}. We havepthoa; ~ pAoa}
and it follows by Proposition 3.3 thatoag ~ aj. Hence, by Proposition 3.4 we may
assume thah o & =aj. Now h induces a diffeomorphism of~, and hence by the
structure of the mapping class group of the pair of pants wevedte:

Up
,
ap

— U0
h=tt -t

UpgUp+1 Ug g wy wn
tagta;m .. 'ta(q tc’l .. 'tcg ,

whereuy, ..., w, € Z. The equality

L= pufh) =t g
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implies by Proposition 3.5:
U1+U1:'":Up+vp:Ur+1:"':Uq:wlz"':wnZO,

and we haveh = (t[,,{ta‘,l,l)u1 e (ta/pta‘gl)”"t:;:ll T O
Denote by B] the simplex inC(F) represented by the familA = (ay,..., &), and
by Stab([A]) the stabilizer of f] in M(F).
Define thecubic groupCub to be the group of linear transformatiogpse GL(R")
such thatp(e) = +e; for all 1 <i <r, where{ey,..., &} denotes the canonical basis
of R". There is a natural homomorphist,: Stab([A]) — Culy defined as follows:

€ if hoa ~a;,

Pa(h)(e) = {—Je,- if hoa ~ a;fl.
Denote by Stal{[ A]) the kernel of® . By Proposition 3.4, each element of Stgi#\])
is represented by a diffeomorphisme Diff( F), such thathog =g forall 1 <i <r.
Consider the subgroupd of Stali([A]) consisting of the isotopy classes of diffeo-
morphisms preserving each curve Afwith its orientation and preserving orientation
of a tubular neighborhood of each two-sided curve/of If A containsp two-sided
curves, then there is an obvious homomorphism §f&)) — (Z,)P with kernel H.
Finally observe thaH is equal to Imp,.

Now we can summarize the considerations of this section énfollowing propo-
sition.

Proposition 4.2. Assume that F is a surface of negative Euler characteridtiet
A be a generic r-family of disjoint curves containing p twdesl curves(0 < p <r).
Then we have the following exact sequences

1 7" — M(Fa) & Stab((A]) — (Zo)P,
1 - Stab([A]) — Stab(]A]) 24 Cuh .

REMARK 4.3. The homomorphisms StgpA]) — (Z,)P and ®, are in general
not surjective. By an easy analysis case by case it is pesgibtiescribe their images
exactly.

5. The orbits

For the rest of this paper we assume tifat Fg is a non-orientablesurface of
genusg with n boundary components (= 0). Recall that this means thé&t is diffeo-
morphic to the connected sum gfprojective planes, from which disjoint open discs
have been removed. We also assume thatas negative Euler characteristic, iget
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n > 2. In this section we determine th&{(F)-orbits of simplices of the complex of
curvesC(F). We say that two simplicesA] and [B] of C(F) are M(F)-equivalent
if they are in the sameV(F)-orbit. If A=(ay,..., &), B=(by, ..., b), then [A]
and [B] are M(F)-equivalent if and only if there exigh € Diff(F) and permutation

o € X, such thatho g =~ bj(}). By Proposition 3.4 that is equivalent to existence of

h € Diff( F), such thath o & = bj,.

Let A=(as,..., &) be a generic family of disjoint curves. Let us fix boundary
curvescy, ..., C, of F. By abuse of notation we also denote §ythe boundary curve
¢: S — 3N such thatpa o G = ¢, whereN is a connected component . We
say thatc; is an exterior boundary curvef N.

Let a: St — F be a two-sided curve in the famibj. There exist two connected
componentsN’ and N” of Fa, and two distinct curves(: S' — aN’ anda’: St —
dN” such thatpa o & = pa o & = &. We say thata is a separating limit curve
of N’ (and N”) if N’ # N”, andg is a non-separating two-sided limit curvef N’
if N"=N".

Let a: S' — F be a one-sided curve iA. There exists a componem of Fa
and a curvea/: St — 9N such thatpa o & =a?. We say thata is a one-sided limit
curve of N.

Lemma 5.1. Suppose that N is a non-orientable connected surface argt e>
dN is a boundary curve in NThere exists a diffeomorphism IN — N such that h
is the identity ondN \ ¢ and hoc=c™2.

Proof. LetN’ be the surface obtained by gluing a diBcto N alongc. Let p
be the center oD, anda: (S, 1) — (N’ \ aN’, p) any one-sided simple loop based at
p. There exists an isotopl;: N — N’, 0 <t < 1, such that:hy = identity, h¢(p) =
a(e¥™), hy is the identity ondN’ for all t, andh; o c = c™1. We defineh: N — N
to be the restriction oh; to N. Such diffeomorphism is callethe boundary slide
(cf. [15)). O

Proposition 5.2. Let A= (&,...,&) and B = (by,..., b)) be two generic
r-families of disjoint curves The simpliced A] and [B] are M(F)-equivalent if and
only if there exists a permutatios € %,, such that for all subfamilies 'A< A and
B’ € B, such that ae A" & b, € B, there exists a one to one correspondence
between the connected components gf &d those of B, such that for every pair
(N, N) where N is any component ofaFand N is the corresponding component of
Fg', we have
e N and N are either both orientable or both non-orientablef the same genus
e if ¢ is an exterior boundary curve of Nthen it is also an exterior boundary
curve of N;

e if N is orientable and cand ¢ induce the same orientation of,Nhen they also
induce the same orientation of’'N
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o if & is a separating limit curve of Nthen b is a separating limit curve of N
e if & is a non-separating two-sided limit curve of, khen k) is a non-separating
two-sided limit curve of N

e if a is a one-sided limit curve of Nthen k() is a one-sided limit curve of N

Proof. SupposeA] and [B] are M(F)-equivalent. Then there exiét € Diff( F)
ando € X, such thatho g = bj(}) for 1 <i <r. For each subfamilyA’ C A, h
induces a diffeomorphisn’: Fo- — Fg/, such thath o py = pg o h’. We define a
correspondence between the connected componerig afnd those ofFg as follows.
If N is any component of 5 then N’ =h’(N) is the corresponding component Bg'.
Note that we havd' o ¢; = ¢, and hence; is an exterior boundary curve éf if and
only if it is an exterior boundary curve oN’. Furthermore, ifN is orientable and
C, ¢j induce the same orientation ™, then they also induce the same orientation
of N’. Suppose that; € A’ is a two-sided limit curve ofN. Thena = pa o & for
a: St — aN andb,gy =hoa™ =hopa o (&)* = pg o o (&)*L. Henceb,g is a
two-sided limit curve ofN’. Clearly if & is separating then so is,). Similarly, if
a is a one-sided limit curve oN anda? = pa o &, thenb?, = pg o ' o (&)** and
bs) is a one-sided limit curve oN'.

Assume now that there exists a permutatior X, such that for each subfamily
A’ C A the conditions of the proposition are satisfied. Let us assuior simplicity,
that o is the trivial permutationo(i) =i for 1 <i <r. Denote byNy, ..., Nx the
connected components dfa, and by Nj, ..., Ny the corresponding components of
Fg. By the classification of compact surfaces there exist diifferphismsh;: N; —
N/, 1 <i <Kk, such that for each exterior boundary curge St — 9N; we have
hi oq =¢*, and ifa; is a limit curve of N;, then pg o h; oa = bjil if aj=paca,
and pg o hj 0 & = (bjz)jEl if aj2 = pacd]. We will show that we can choodg so that
for each boundary curve

(5.2) hiog =¢,
and for each two-sided limit curva; of N; and Np, if a; = pao aj = pao a}’ then
(5.2) pBohioa}:bj <:>pBohmoa}/:bj.

Notice that ifh; satisfy (5.1) and (5.2), then they indubee Diff( F) such thathoa; =
bfl for 1 < j <r, which proves Proposition 5.2.

If all N; are non-orientable, then by Lemma 5.1 we can comppseith suitable
boundary slides, so that (5.1) and (5.2) are satisfied. Sgpp@tN;,..., N5, 1<s<k
are all orientable components &. We defineA’ C A to be any maximal subfamily
consisting of separating limit curves of;, ..., Ns such that: the surfac® obtained
by gluing Uis:1 N; along A’ is orientable; eacly; € A’ separatedM, i.e. M \ g has
more connected components thith Notice thatA” may be empty. The surfadd is
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in general disconnected and it is the sum of all orientabi@paments ofFa . Let
M’ denote the surface obtained by gluih(f:l N/ along B’, whereb; € B’ & & € A.
Notice thatM’ is the sum of all orientable components Bgg. We claim that we
can chooséh; for i <'s, so that (5.2) holds for eachj € A'. First notice, that after
re-numbering the orientable componentsFf if necessary, we may assume that for
eachm < s there is at most ona; € A" such thata; is a separating limit curve oy,
and N; for i <m. Now we defineh; inductively. We choose anf;. Suppose that
we have chosei; for all i <m <s. If there isa; € A’ such thata; is a separating
limit curve of N, and N; for i < m, then we choosd, so that (5.2) is satisfied. If
there is no such curve, then we choose apy Such choserh; induceh: M — M/,
so thath o g = ¢** for each exterior boundary curve ™. Letci, ¢; be two exterior
boundary curves of one componentMf. Since A\ A’ and B\ B’ satisfy the conditions
of the proposition,¢; and ¢; induce the same orientation of the componentMfif
and only if they induce the same orientation of the corredpancomponent ofV’,
hencehoc =¢ < ho cj =cj. Now it is clear that composing if necessary some
with orientation reversing diffeomorphism, we can assumeg = ¢ for each exterior
boundary curve oM. Thush; also satisfy (5.1).

Suppose thag; € A\ A’ is a two-sided limit curve of\; and Ny, i <m <s.
Since A’ is maximal, a; is a non-separating limit curve of some componbht of M,
ie.aj = pan0d) = panod] fora, a: St — Mj. Thenbj = pg\g © bi = pg\g 0 bf
for by =ho(aj)*, b} =ho(a/)**. Note that the surface obtained frok; by gluing
along a; is orientable if and only ifa; and a] induce opposite orientations dl;.
Since A\ (A" U {a;}) and B\ (B’ U {b;}) satisfy the conditions of the proposition, the
surface obtained fronM by gluing alonga; is diffeomorphic to the surface obtained
by gluing M’ alongb;. In particular, one of these surfaces is orientable if anly @n
the other one is. Hence; and a; induce the same orientation ®f; if and only if
bi and b/ induce the same orientation 6{M;). Thushoaj =b < hoa/ =b/ and
so (5.2) holds fora;.

Once we have choseh; for i <s, it is easy to construct, using Lemma 5.1,
diffeomorphismsh; for i > s satisfying (5.1) and (5.2) for all curves. 0

Corollary 5.3. There are only finitely many(F)-orbits in C(F).

Proof. LetN be a disjoint union ofg + n — 2 pairs of pants. Choose boundary
curves ofN

1

(5.3 Ci,.-.,Cnyag, ..., 858, ...,8,

wherer <s, n+r +s=3(g+n — 2). Consider the surfacél = N/~, where ~
identifies pairs of boundary points as follows(z) = &’(2) for i <r, &(2) = &(z?)
fori >r. Let p: N — M denote the canonical projection. Generic family of digjoin
curves @y, ...,as), Wherea; = pod fori <r, a?=pod fori >r, determines a pants
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so0 o

Fig. 1. Non-separating curves.
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Fig. 2. Separating curves.

decomposition ofM. Notice that for some choices of curves (5.3) we hawe= F7,

i.e. M is a connected, non-orientable surface of gegusFurthermore, every pants
decomposition ofF§ can be obtained in this way, and thus, by Proposition 5.2ethe
is at most as manyM(F)-orbits of pants decompositions, as the number of differen
(i.e. not isotopic) choices of curves (5.3). Since that nerib finite and every generic
family of disjoint curves can be completed to a pants decaitipa, there are only
finitely many M(F)-orbits in C(F). O

Let us list all M(F)-orbits of the vertices o (F). We call a vertex §] one- or
two-sided, and separating or non-separating tias the appropriate property.
Suppose thaf is closed and has gengs> 3. Consider the three non-separating
curvesay, ag, az in Fig. 1. In this figure, and also in other figures in this papbe
shaded discs represent crosscaps; this means that tleioiatshould be removed and
then the antipodal points in each boundary component shoeillentified. We have:
e a; is two-sided, F,, is non-orientable;
e @ is one-sided,F,, is non-orientable;
e F,, is orientable,as is one-sided ifg is odd, and two-sided iy is even.
For each integek, such that 1< k < (g/2) — 1 and for eacH such that 2<1 < g/2
we define separating generic curdasand d, represented in Fig. 2. We have:
e one component ofy,, is orientable and has genits the other component is non-
orientable and has genus— 2k;
e both components ofy are non-orientable and have genérandg —I.
By Proposition 5.2, every vertex af(F) is M(F)-equivalent to one of the vertices
[a1], [a2], [as], [b«], [d]. Thus we have 3 orbits of non-separating vertices and
2([g/2] — 1) orbits of separating vertices, wherg/2] denotes the integer part of/2.
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Now suppose thaF has boundary, that i@ > 1, andg is arbitrary such that
x(F)=2—g—n < 0. For each paifl, I’} of sets such thatul’'={1,...,n}, INI"=¢
there is oneM(F)-orbit consisting of all non-separating verticed puch that
e F,is orientable, and;, c; induce the same orientation & if and only if {i, j} €
lor{i,jlcl.

There are 2! such orbits. The remaining non-separating vertices hawa fa], where
Fa is non-orientable. Ifg =1 then there are no such vertices.glE 2 then they are all
one-sided and form on@1(F)-orbit. If g > 3 then they form 2 orbits, one contains
all one-sided vertices, the other one contains all twoesidertices.

The orbits of separating vertices are of two types, like flased F. For every
integerk such that O< k < (g — 1)/2, and pair{l, J} of disjoint subsets of1,..., n}
such thatg +n — 2 > 2k + #(I U J) > 2 there is oneM(F)-orbit consisting of all
separating vertices] such that
e F, has one orientable componeNg of genusk and one non-orientable component
N, of genusg — 2k;

e G CNy<«ie(lUJ)ca, c induce the same orientation &, if and only if
{i,jtctlordi,jicd.

For every integet such that 1<| < g/2 and everyl C {1,...,n} such that +#l > 2
there is oneM(F)-orbit consisting of all separating verticed] [such that

e 4 has two non-orientable componems and N, of generd andg —| respectively;
GCNisiel.

6. The presentation for M(F)

In [4] Brown describes a method to produce a presentation grbap acting on a
simply-connected CW-complex. In [1] Benvenuti uses a spease of Brown’s theo-
rem to obtain a presentation for the orientable mappingsatmeup from its action on
the ordered complex of curves. In this section we apply théhateof [1] to the case
of a non-orientable surface.

The following theorem is fundamental for this section.

Theorem 6.1 (lvanov [12]). Let F = Fg denote a non-orientable surface of genus
g with n boundary components arf{F) the complex of curves of .FThenC(F) is
(g — 3)-connected if re {0, 1}, and (g + n — 5)-connected if > 2.

In particular, except for the surfacég’ where
9. e{l,nIn=4U{2nIn=31U{B n)In=2

that we callsporadic the complex of curves oFy is simply connected.

Now we define, following [1], theordered complex of curvesf F denoted by
CoY(F). Ther-simplices ofC°Y(F) are equivalence classes ofdered generic ( +1)-
families of disjoint curves: dj,...,&) and pq,...,b;) represent the same - 1)-simplex
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in COY(F) if and only if & ~ b*! for alli € {1,...,r}. We denote byay, ..., &) the
simplex of C°'%(F) represented by the familya{, ..., a/). Note that the vertices of
C°Y(F) coincide with those of’(F) and in general to each-simplex of C(F) corre-
spond ¢ + 1)! different simplices ofC°Y(F) with the same set of vertices.

The following proposition is proved in [1]. The same proofphps to the case of
a non-orientable surface.

Proposition 6.2. If C(F) is simply connectedthen C°Y(F) is also simply con-
nected

The mapping class groupt(F) acts onC°(F) by h(a,...,a) = (hoay,...,hoa).
Two simplices(ay, ..., a) and (by,..., by) of C°Y(F) are M(F)-equivalent if and only
if the conditions of Proposition 5.2 are satisfied witki) =i, i € {1,..., r}. Observe
that to eachM (F)-orbit of r-simplices of C(F) correspond r(+ 1)! orbits in CO"4(F).

Let A=(ay,..-, a ') be a generia -family of disjoint curves. Denote by Stal#))
the stabilizer inM(F) of the simplex ofC°"Y(F) represented byA. The group Stald@))
consists of thosé € M(F) which satisfyhog ~ aiil fori e{1,...,r}. Itis clearly a

subgroup of Stabf]) and by Proposition 4.2, we have the following exact segeen

(6.1) 1 Stabf([A]) — Stab(A) 25 (Z,)'.

Here ¢,)" is identified with the subgroup of Culronsisting of those € GL(R")
such thatp(g) =+¢ forall 1 <i <r.

Denote byX the orbit space&®(F)/M(F) and by p: C°%F) — X the canoni-
cal projection. The spac¥ inherits fromC°Y(F) the structure of a CW-complex; the
r-cells of X correspond to theVI(F)-orbits of r-simplices of Co"Y(F).

By Remark 5.3,X is a finite CW-complex. We denote b)" the r-skeleton of
X. Since the edges al°“(F) are oriented and the action d¢/(F) preserves the ori-
entation, the edges of are also oriented. & is an edge in eithe€®9(F) or X then
we denote byi(e) andt(e) respectively the initial and terminal vertex ef An edge
e e X! for whichi(e) =t(e) = v is called aloop based at.

The advantage of the ordered complex of curves over the amginomplex of
curves is thatM(F) acts on C°Y(F))* without inversion, which simplifies the state-
ment of Theorem 6.3 below.

In order to describe a presentation fbt(F) we need to make a number of choices:
(a) We choose a maximal treg in X1
(b) For everyv € X° we choose a representatis@) € (C°"%F))°, and for everye e
X! a representative(e) e (CY(F))* (i.e. p(s(v)) = v and p(s(e)) = €), so thats(i(e)) =
i(s(e)) for every e e (C°Y(F)), ands(t(e)) = t(s(e)) for everye € 7. We denote by
S the stabilizer Stals(v)) and by & the stabilizer Stals(e)).

(c) For everye e (C°Y(F))* we choosege € M(F) such that

e(s(t(e))) = t(s(€)).
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u s(u)

— > o <«—— o

s(w) s s(w)

Fig. 3. A triangle inX and its representative i6°9(F).

If ee 7 then we takege = 1. Note, then, that the conjugation mapgiven by g —
0:1gge maps Stati(s(e))) onto Stabg(t(e))); in particular, ce(S) € Se-

(d) For every triangler € X2, with edgesa, b, ¢ such thati(c) =i(a) = u, t(a) =
i(b) =v, t(b) =t(c) = w, we choose a representatisér) in (C°YF))?, such that if,
b, & are the corresponding edges s§f), theni(€) =i (&) = s(u) (see Fig. 3). We also
choose three elements

h'[,a S SJ1 hr,b € S)v h'L’,C S S,Uv

such thathr,a(s(a)) = é, hr,agahr,b(s(b)) = 61 hr,agahr,bgbhz,cggl(s(c)) =C. Letus
defineh, = h; agah. pGoh. cgs. Observe, thah, € S,.

The next result is a special case of a general theorem of Bfémcf. Theorem 3
of [1]).

Theorem 6.3. Suppose that F is not sporadic and
(i) for eachv e X° the group S has the presentation,$ (G, | R,),
(i) for each ec X! the stabilizer §is generated by G

Then M(F) admits the presentation

generators= | ] G, U {ge | ee X},

ve X0

relations= U R, URDURA UR®,

ve X0

where
RY=(ge=1|ee T}
R® = {g,"ie(9)ge = Ce(9) | g € Ge, € € X1},

where  is the inclusion §— S and ¢: S — S is as in(c) above
R® = {h; agah: bGbhcg; " = he | T € X7

In Theorem 6.3,ie(9), Ce(Q), h:.a, hep, hec @andh, should be expressed as words
in the generator$ J, 4o G,.



PRESENTATION FOR THEMAPPING CLASS GROUP 297

Suppose that two of the edges of a triangle (X), belong to the maximal tree
7. Then, using the relationR® and R® we can express the generating symbol cor-
responding to the third edge as a product of stabilizers efrtépresentatives for the
vertices. The same is true if two of the symbols for the edgesevalready expressed
as products of stabilizers. We say that a symipols determinable(or simply that the
corresponding edge is determinable), if using recursively relatioRs? and R®), it is
possible to expresge as a product of elements {n),.0 G,. Thus, every edge e T
is determinable, and if a triangle X2 has two determinable edges, then its third edge
is also determinable.

Theorem 6.4. Suppose that é‘—’is not sporadic Then there exists a choice of the
maximal tree7 such that all the edges of X are determinable

Proof. We fix boundary curves,, ..., c,. For each generic family of disjoint
curves A we identify a generic curvd in Fa with the curvepa o b in F. For any
surface X, we denote byg(X) its genus.

Construction of 7~ for g > 4. Suppose thag > 4. Let v; denote the non-
separating, two-sided vertax = p([a]), where F, is non-orientable. For each vertex
different fromv;, we define an edge, € X! with initial vertex v; and terminal vertex
v as follows. We fix a curvéb, such thatp([b]) = v and construct in F,, such that
p([a]) = v1. We consider cases.

Case 1. b is non-separating an#, is non-orientable. Since # vy, b must be
one-sided and from the comparison of Euler characteristiesknow thatg(Fy) > 3.
We definea to be any two-sided and non-separating curveFiy such thatFq ) is
non-orientable.

CAsSE 2. b is non-separating ané, is orientable. NowF, has genus at least 1
and hence it contains a non-separating curve. d.ée any such curve. Note th&t
is non-orientable because we can construct a one-side@ @uiiv; by connecting two
boundary points ofF ) by an arc.

CAsE 3. b is separating,F, = N LI N’. We consider two sub-cases.

CAseE 3a. One of the components, s#, is orientable. Ifg(N) > 1 then we
definea to be any non-separating curve M (note thatN’ is non-orientable, and hence
so is Fp). If g(N) =0, then we define to be any non-separating, two-sided curve in
N’, such thatN} is non-orientable (such curve exists, @8\’') = g > 4).

CAse 3b. Both componentsl and N are non-orientable. AssunggN) > g(N’).

If g(N)=9g(N’) andn > 1, then we assume th&t contains the boundary cune. If
g(N) > 3 then we define to be any non-separating, two-sided curveNn such that
Ng is non-orientable. Ifg(N) = 2, then we choose faa any non-separating, two-sided
curve in N, such that all exterior boundary curves Nfinduce the same orientation of
Na. If F is closed andg(N) = g(N’), then we can not distinguish betwedhand N'.
However, whether we choosein N or N’, we obtain M(F)-equivalent edgesa, b).
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In each case we have([a]) = v1 and we defines, = p((a, b)). By Proposition 5.2
this definitions do not depend on the choices of the cuavend b. We define the
maximal tree7 ={e, | v # v1}.

REMARK 6.5. Suppose thaF is closed and consider the curvag ap, as, b,
d in Figs.1 and 2. As it was discussed in Section 5, these cup@esent all vertices
of X. Clearly p([a1]) = v1 and in the construction of the maximal tree described above
we can takeb to bea, (Case 1),a3 (Case 2),bx (Case 3a) od, (Case 3b). Then, in
each case, we can take=a;. Thus

Lemma 6.6. Suppose that ¢ 4 and 7 is defined as aboveThen the following
edges of X are determinable
(i) all the loops based atq;
(ii) all the edges with both ends in non-separating vertices
(iii) all the edges with one end in a non-separating vertex and therend in a sep-
arating vertex
(iv) all the edges with both ends in separating vertices

T = | p(ta, ), pl(ay, a)), p((as, b)), p(tas, d)) |2 <k+1,1 =

N@Q

Proof. Lete= p((a, b)) be any edge inX and letF’ denote the surfac&qp).

(i) Supposep([a]) = p([b]) = v1. The surfaceF’ is either connected or it has two
connected components, at least one of which must be nontabie.

Suppose thaF’ has a non-orientable connected component of genus at least 2
it has two non-orientable components. Then there exists easmed curvec in F’
such thatFa and Fp ¢ are non-orientable. By the definition of edges(Case 1),
we have thatp((a, c)) = p((b, c)) = ey, the trianglep((a, b, c)) has two edges i,
and thuse is determinable.

Suppose now thaF’ is connected and orientable. Lat, a”, b’, b” denote the
boundary curves oF’ such thatppod = papod’ =a, pabob = papob”=b. Let
¢ be a separating curve iR’ such that{a’, b’} and {a”,b”} are in different components
of F,. Observe that is non-separating irF. Every one-sided curve ifr intersects
aUb odd number of times, thus it interseats HenceF; is orientable ando([c]) # vs.
The triangle p({a, b, c)) has edges, ey(q), €p(q) (Case 2 in the construction df),
thus e is determinable.

Finally suppose thaf’ has two componentiN; and N,, such thatN; is non-
orientable of genus 1 ani, is orientable. Sincg(N,) > 1, there is a non-separating
two-sided curvec in No. Note thatp([c]) = v1 and the loopsp({a, c)), p({b, c)) are
determinable by previous arguments, becabgg) and Fp ¢ are connected. Henae
is also determinable, by((a, b, c)).

(i) Suppose that both ends & are non-separating. If both of them are one-
sided, thenF’ is connected and has genus at least 1 if it is orientable, deast 2
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if it is non-orientable. In both cases’ contains a non-separating, two-sided cucve
Now p((c, a)) =ep([a]), p((c, b)) =ep([b]) (Case 1 in the construction &), hencee
is determinable byp((c, a, b)).

Suppose that one end efis one-sided and the other one is two-sided. THeén
is connected and the two-sided endvis Thus if b is one-sided, the® = eyq). If
a is one-sided, then we choose any separating carwe F’, such thatF. is con-
nected. Nowp((c, a)) = eyqa and p((c, b)) is a loop atvy, which is determinable
by (i). Hencee is determinable byp((c, a, b}).

Suppose that both ends efare two-sided. We can assume that at least one of the
ends is notvy, so F’ is orientable. IfF’ is connected, then we choose a separating
generic curvec in F’, such thatFa ¢ and Fyp, ) are connected. Nowp((c, a)) is either
epqa) (if Fa is orientable) or a loop ab; (if F4 is non-orientable) and similarly for
p({c, b)). Hencee is determinable byp({c, a, b)). If F’ is not connected, theifr,
and F, are orientable. NowF’ has a componeni with g(N) > 1 and for any non-
separating curve in N we have p((c, a)) = epqa) and p({(c, b)) = eyqa. Hencee is
determinable byp((c, a, b)).

(i) Assume, without loss of generality, thatis separating and is non-separating.
Suppose that both components lef have genus> 1. Leta; be a generic curve i’
such thatp({(a;, a)) € 7, and choose any non-separating cucvén the other compo-
nent of F;. Notice thatp((c, a;)) is determinable by (ii), angb((c, a)) is determinable
by the trianglep({c, a;, a)). Now if a; and b belong to different components ¢,
then p({(az, b)) is determinable by (ii), ane is determinable byp({(a;, a, b)). If a;
andb belong to the same component Bf, thene is determinable byp((c, a, b)). If
one of the components has genus O, theis contained in the other componeht.
Now there exists a two-sided generic cuein Np, such thatN, is connected and
non-orientable. Indeed, Ny is orientable, therg(N,) > 1 anda; may be any non-
separating curve ifN,. If Np is non-orientable, theg(Ny) > 2 and we may takey
to be separating ifNp. For sucha; we havep({a;, a)) € 7, and p({as, b)) is deter-
minable by (ii). Hencee is determinable byp({a;, a, b)).

To prove (iv) notice that in this case’ must have a non-orientable component.
Choose a one-sided cureein F’ and consider the triangle({c, a, b)). The assertion
follows by (iii). ]

This finishes the proof of Theorem 6.4 fgr> 4.

Construction of 7 for g = 3. Suppose thag = 3. SinceF is not sporadic we
haven > 3. Let v; denote the non-separating, two-sided vertgka]), where F5 is
non-orientable. Note that this is the only non-separatimgy-sided vertex inX. As
we did for g > 4, for eachv # v; we define an edge, form v, to v. We fix b such
that v = p([b]) and definea in F, so thatp([a]) = v;.

Case 1. b is one-sided and, is non-orientable. NowkF, has genus 2. We
definea to be any two-sided and non-separating curveFj} such that all exterior
boundary curves induce the same orientatiorFgf
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If Fyp is connected and orientable (Case 2) or disconnected (Qagheh we de-
fine a in the same way as we did fay > 4. We only remark that in Case 2y is
one-sided and hencB, has genus 1; and in Case 3a,gfN) = 0 theng(N’) = 3,
which suffices to choose two-sided and non-separaingth N/, non-orientable.

As previously we definee, = p((a, b)) and7 ={e, | v # v1}.

Lemma 6.7. Suppose that ¢ 3 and 7 is defined as aboveThen the following
edges of X are determinable
() all the loops based atq;
(i) all the edges with one end imy;
(ii) all the edges with at least one edge in one-sided vertex
(iv) all the edges with both ends in separating vertices

Proof. First observe that every edge Xhsatisfies one of the conditions (i)—(iv).
Therefore Lemma 6.7 implies Theorem 6.4 fpe 3.

Let e= p({a, b)) be any edge inX and F’ = Fgp).

@) If p([a]) = p([b]) = v1 then F’ has two connected components, at least one of
which contains two exterior boundary curves. lcebe a curve inF’ bounding a pair
of pants together with two exterior boundary curves. Theeeglgs determinable by
the triangle p({(a, b, ¢)) having two edges irv .

(i) Assume p([a]) = v1. If Fy is connected and orientable or it has an orientable
component, there € 7. In the other case € 7 if and only if all exterior boundary
curves induce the same orientation of the orientable coenonf F’. Suppose that
e ¢ 7. Denote byN the connected component & having genus 2 and bW’ the
orientable component of’ (thus N’ = N;). There exists a separating curgein N’,
which is non-separating itN and such that any two exterior boundary curves induce
opposite orientations oN’ if and only if they belong to different components bf.
The surfaceN¢, which can be obtained from, by gluing alonga, is the orientable
component ofN, . Note that all exterior boundary curves induce the samentai®n
of N¢, hencep((c, b)) = eyqy. The loop p((c, a)) is determinable by (i), thug is
determinable byp((c, a, b)).

Now assumep([b]) = v; and choose any generic curden F’. The edge9((b, a))
and p((b, d)) have initial vertexv; and we have already proved that such edges are
determinable. Hence((a, d)) is determinable byp((b, a, d)), ande by p({a, b, d)).

(i) Suppose thate has both ends in one-sided vertices. Choose any ourive
F’ bounding a pair of pants together with two exterior boundaugves. Letd be any
two-sided non-separating curve fa). Then p([d]) = v1, and p((d, ¢)) and p((d, a))
are determinable by (ii), thup((c, a)) is determinable byp((d, c, a)). Analogously
p({c, b)) is determinable by a different triangle((d’, ¢, b)). Finally e is determinable
by p((c, a, b)).

Suppose thae has one vertex in a one-sided vertexand the other end in a sepa-
rating vertex. Assume without loss of generality tlais separating and denote By
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the component of, which containsb, and the other component ky’. If g(N) =3
or g(N) =1, thenF’ contains a non-separating two-sided cucvande is determinable
by p({c, a, b)) and (ii). If g(N) =2, then we choose a one-sided cud/én N’ and
two-sided, non-separating cureein N. Now p({(a, d}) is determinable byp({(c, a, d))
and (ii), andp({b, d)) is an edge with two one-sided ends, determinable by previou
argument. Finallye is determinable byp((a, b, d)).

(iv) If ehas both ends in separating vertices tliémas a non-orientable connected
component. Choose a one-sided curva F’ and consider the trianglp({a, b, c)). The
assertion follows by (iii). ]

Construction of 7 for g =2. Suppose thag =2 andn > 4. Let v, denote the
unique one-sided vertex oK. For each separating vertax we will define an edge
e, € X! from v, to v. We fix b such thatp([b]) = v and assumé, = N LI N’. We
definee, = p({(a, b)), wherea is a one-sided curve ifr, defined as follows.

Case 1. One component ofy,, say N, is orientable. Then we defing@ to be
any one-sided curve ilN’.

CAse 2. Both components are non-orientable. Assume Mhatontains the exte-
rior boundary curvec;. We choosea in N, so that all exterior boundary curves bf
induce the same orientation of;.

Suppose thatv is a two-sided, non-separating vertex Xf Let us choosé such
that p([b]) = w. Now F, is orientable and has genus 0. We choose a carve Fy
bounding a pair of pants together with the exterior boundamyesc,; and c,. We
definee, = p((a, b)).

We claim that7 = {e, | v # v} is a maximal tree inX. First notice that7’ =
{e, | v is separating is a tree, because every edgee 7' connectsv to v,. Now
7\ 7 ={e, | wis two-sided and non-separatingnd every two-sided and non-
separating vertexw is connected to exactly one vertex @f by e,. It follows that
7T indeed is a tree and since it contains all verticesXoit is a maximal tree.

Lemma 6.8. Suppose that g 2 and 7 is defined as aboveThen the following
edges of X are determinable
(i) all the loops based aty;
(i) all the edges with one end inp;
(iii) all the edges with both ends in two-sided vertjces

Proof. Lete= p((a, b)) be any edge oX and F' = Fp).

(i) Suppose thatp([a]) = p([b]) = vo. Choose any separating generic cup/én
F’ such that one component &% is orientable. Them({a, c)) = p((b, c)) = ep(g) and
hencee is determinable by the trianglp((a, b, c)).

(i) Suppose thae has one end i, and the other end in a separating vertex
Assume without loss of generality, thatis separating. IfF; has an orientable com-
ponent then for each one-sided curvén F’' we havep((c, a)) € 7. Now p({c, b)) is
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Fig. 4. Representatives of different vertices of the compteof
F153 p((al) = va, p(b]) = vz.4, P(C]) = va23, PA]) = vy, 4-

determinable by (i), hence is determinable byp((c, a, b)). Suppose that both com-
ponents ofF, are non-orientable and letandd be two one-sided curves in different
components ofF,, such thatp((c, a)) = e,. Since p({c, d)) is determinable by (i),
p({(d, a)) is determinable byp((c, d, a)). We havebnc=¢ or bnd =@, hencee is
determinable byp((c, a, b)) or p((d, a, b)).

(iii) If both ends ofe are separating, then there is a one-sided cuarire F’ and
e is determinable by (ii). Suppose thathas one separating and one non-separating
end. Assume without loss of generality, tlais non-separating. Then there is a sep-
arating generic curve in F’ such that all boundary curves &f are contained in one
connected component df.. In particular, there is a curve in Fg ¢ bounding a pair
of pants together witlt; and c,, that is p((a, d)) = epay. The edgep((c, d)) is de-
terminable by the previous argument, henuga, c)) is determinable byp((a, c, d)).
If ¢~ b*! then we can assumend = ¢, ande is determinable byp((a, b, d)). In
the other case is determinablep((a, b, c)). Finally suppose that both ends efare
non-separating. Since > 4, F’ contains a generic curvig, ande is determinable by
p((a, b, b)). [

Construction of 7 for g = 1. Suppose thag =1 andn > 5. It follows from
Proposition 5.2 that each separating verggfa]) € X° is uniquely determined by a
pair I,J Cc{1,...,n} such thatl N J =0, 2<#l +#J <(n— 1), and if N is the
orientable connected component Bf then
e ¢ is a boundary curve oN if and only ifi e | U J,

e ¢ andc;j induce the same orientation of if and only if {i, j} < I or {i, j} < J.

We denote such vertex by, ;, where we assumel#< #J, and if # = #J then
minl < min J. Each one-sided vertep([a]) is uniquely determined by a subsktc
{1,...,n} such thatc; andc; induce the same orientation & if and only if {i, j} S |
or{i,j} < I, wherel’={1,...,n}\|. We denote such vertex hy, where we assume
#l <n/2, and if # =n/2 then 1le | (see Fig. 4, where we assume that all boundary
curves have positive orientations with respect to the stahdrientation of the plane
of the figure).
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If #1 +#J < #K +#L thenv, ; and vk, are connected by an edge k if and
only if one of the following conditions is satisfied:
e | CK,JCL, # +#J <#K +#L;
o | CL,JCK, # +#J < #K +#L;
e (lUJN(KUL)=2.
Verticesv, andv; g are connected by an edge if and only if eithk= I, K € |’ or
K Cl, JCI'. There are no edges connecting two one-sided vertices secuery
two one-sided curves in a surface of genus 1 intersect. Itiviisl that X has no loops.
Moreover, it follows from Proposition 5.2 that for each pajmw € X° there is at most
one edge inX! with initial vertex v and terminal vertexw. If such edge exists, then
we denote it by(v;w). If every two of three vertices, v, w are connected by an edge
in X, then there are 6 triangles iX? with verticesu, v, w. We denote by(u; v; w)
the triangle with edgesu; v), (u; w), (v; w).

We define the maximal tree as

7= twsuu | (s,

vueXO v|€X°\[Uw}

Lemma 6.9. Suppose that g 1 and 7 is defined as aboveThen the following
edges of X are determinable
(i) all edges with ends i, ; and vk, where IC K, JC L;
(ii) all edges with ends i, ;3 and vk, , where(l UJ)N(KUL)=¢;
(iii) all edges with ends i, ; and vk, where IC L, J C K;
(iv) all edges with ends in; ; and vk.

Proof. Lete be an edge with ends im 3 and vk .

(i) If 1 =K thene is determinable by a triangle with third vertex. Suppose
I € K, J=L. The edge(vg, ; vs.k’) is determinable by the previous argument, hence
(vk; vg,gy is determinable by(vk; vy j; vgk). If | =@ thene is determinable by the
triangle with edge®, (vk;vg ) and(vk; vk, 3). If | # ¢ thene is determinable by the
triangle with edges, (v j;v4.3), (vk. J;vg,3), Whose last two edges are determinable
by the previous argument. Finally, If C K and J C L thene is determinable by the
triangle with edgese, (vi j;vi.L), (vk.L;vi,L), because the last two edges are deter-
minable by previous arguments.

(i) F#(1UJUKUL) <n thene is determinable by a triangle with third vertex
viuk,JuL, Whose remaining two edges are determinable by (i). f#JUK UL)=n
then we assume #({U J) > 3. Then there is a vertexy n such thatM € I, Nc J
and #M UN) < #(1 UJ). Now (vm, n;vk,L) iS determinable by the previous argument,
and (vm n; vr,g) is determinable by (i). Hence is also determinable.

(i) Supposed =K, | C L. If #J > 2 then the edgetvy ;vy L) and(vg 3;vp.L)
are determinable by (i) and (ii), hence any edge connectjng with v; | is deter-
minable. In particulare is determinable ifl =@, and if | # @ thene is determinable
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by the triangle with edges, (vj.;vg3), (v1,3;vp3), Whose last edge is determinable
by (). Suppose #=1. Then # =1 and £ > 2. Now e is determinable by a triangle
with third vertexvg m, whereM =L\ | if #L > 3, andM = (JUL)' if #L =2 (#M > 2,
sincen > 5). In both case® is determinable by (i) and (ii). Finally, il C K and

| C L thene is determinable by the triangle with edges (v; j;vs.L), (vk.L;vaL),
becausegv, ;; vy L) is determinable by previous arguments, dod ; vy.L) by (i).

(iv) First assumeK =@. Thenl =@ and if vx =i(e) thene € 7. Suppose
vk = t(e). Observe that there is a vertey | such thatL C Jor J C L. Now e is
determinable by(vy, j;vys; vg,L). Now assumeK Z @ and #) > 2. Any edge connecting
vk With vy ; is determinable by a triangle with third vertey «-. In particular, e is
determinable ifl =@, and if | # ¢ thene is determinable by the triangle with edges
(vk; vg.a), (vi.3;vg3), Whose last edge is determinable by (i). It remains to canmsid
the case #=#J = 1. It is easy to check that then there is a triangle with gestvy,
V1,3, vm, Wherel UJ C LUM. The edge connectingg with v u is determinable
by the previous argument, heneds also determinable.

This completes the proof of Lemma 6.9 and Theorem 6.4 ]

We a corollary we obtain the following theorem.

Theorem 6.10. Suppose that E F is not sporadic andZ is as inLemma 6.4.
Then it is possible to express all the generatogsappearing in Theorem 6.3as a
product of elements i), .« G,. Hence the presentation inTheorem 6.3reduces to

M(F) :<U G,

veX0

U R RO U ,5‘(6)>,

veX0

where RO are the relations obtained substituting iNRthe expressions for the gener-
ators @.

7. The sporadic surfaces

Suppose thaF is not sporadic. To obtain a finite presentation of the gradpF)
using Theorem 6.10 we need finite presentations for the gr@tpbg$(v)) and finite
sets of generators of the groups S&§€)). By Proposition 4.2 we can reduce these
problems to analogous problems for the group€N), whereN is a connected com-
ponent of Fs,) or Fsg. Note thatN has either lower genus tha or equal genus,
but less boundary components. NF is orientable then a finite presentation .61(N)
is known (see [7] for the most general case).Nfis non-orientable and not sporadic
then we can obtain such presentation from Theorem 6.10. &pps/ing recursively
Theorem 6.10 we obtain a finite presentation fdi(F), provided that we know a finite
presentation of the mapping class group of each sporadisusialce.
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The groupsM(FP) and M(F}) are well known to be trivial (cf. [6]);M(F?) is
generated by Dehn twists along the boundary curves and risoigihic t0Z2; M(on) =
Za x Z ([16]). Simple presentation faM(F}) was found in [20], and forM(F) in
[3]. In this section we determine a finite presentation.ef(Fg) for the remaining
sporadic surfaces, i.e. fog(n) € {(1, 3), (1, 4), (2, 2), (2, 3), (3, 1), (3, R)

We begin by introducing the pure mapping class group of a fowed surface and
Birman’s exact sequence, which is our main tool in this sectiLet S be anorientable
surface with 2 distinguished points ={qs, ..., 0z} called punctures The pure map-
ping class groupPM(S, X) is the group of isotopy classesel X of all those diffeo-
morphisms ofS which fix eachg;. Up to isomorphism, this group does not depend on
the choice ofZ, only on the number of punctures. We also defi1(S, #) to be the
ordinary mapping class group1(S). Forgetting thatgy 1 and gy are distinguished
defines a homomorphism: PM(S, £) — PM(S, ¥'), whereZ' = X \ {Qr_1, G }-
Let Q = {(x1, X2) € (S\ ©')? | X1 # X2}. We definethe pure braid group PRS\ X’)
asm1(Q, (0zr_1, 9z )). If the Euler characteristic 08\ X’ is negative, then there is a
short exact sequence due to Birman (see [2]):

15 PBy(S\ £) 5 PM(S £) 5 PM(S =) — 1,

where the homomorphism is defined as follows. A looB € PBy(S\ X’) defines an
isotopy of O-dimensional submanifoldi{_1, gx) C S\ T/, which can be extended to
an isotopyh; € Diff( S, £’), 0<t < 1 such thathp =1 andh;(q) =¢q; for 1 <i < 2r.
We definej(B) to be the isotopy class in Dif§ X) of h;.

Suppose that: S — S is an orientation reversing involution &, without fixed
points, and such that(gx-1) = g for L <k <r. Then S/t is a non-orientable sur-
face withr distinguished point$® = {ps,..., pr}. Consider the subgroup M(S, X, 1)
of PM(S, X) consisting of all isotopy classes which admit a represaetavhich com-
mutes withz. It can be shown that two such representatives are isotepiE if and
only if they are isotopic via an isotopy which commutes wittat each time (cf. [3]).
Since every diffeomorphism db/t has a unique orientation preserving lift ®which
commutes withr (the two lifts differ by r which is orientation reversing? M(S, X, t)
can be identified with the group of isotopy classesI” of diffeomorphisms ofS/t
which fix eachp; and preserve the local orientation 8fr at eachp;.

It follows from the definition ofj, that j(8) € PM(S, X, 7) if and only if g is
represented by a loop of the fortn— (&, t(a)), wheret — & is a loop inS\ ¥’
based atqgy ;. Thus the pre-imagej Y{(PM(S, =, t)) can be identified with
m1(S\ X', gr—1) and we obtain the exact sequence:

7.1) 1— m(S\ &) 5 PM(S, =, 1) > PM(S, ¥, 1) — 1.

Suppose now thaF is a non-orientable surface of gengswith r puncturesr” =
{p1,..-, pr}. Let PM(F,T) denote thepure mapping class groupf F. It is defined as
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ay -—

A
»

a i
Fig. 5. (@) = tayta,.

the group of the isotopy classesl I of all diffeomorphisms ofF which fix eachp;.
Consider the subgroup M*(F, T) of PM(F,T), consisting of the isotopy classes of
those diffeomorphisms which preserve the local orientatibF at eachp;. If Sis the
orientable double cover of and F = S/z, then it follows from above considerations
that PM*(F, T) can be identified withPM(S, =, 7). Note thatm1(S\ =’) can be
identified with the subgroupr; (F \ I, pr) of my(F \ T”, p;) consisting of the two-
sided loops. With such identifications the sequence (7.tpies:

(7.2) 15 77 (F\T, p) > PM*(F, T) 2 PM*(F, T') - 1,

where we assume that the Euler characteristi¢-afl"" is negative (that ig+r > 3).

In this paper we use the same symbol to denote a loop and itsthpynclass in
the fundamental group. In order fgrto be a homomorphism, the produgg of two
loops should mean first travel alorgyand then alongy.

If o is a simple loop inF based atp;, then j(«) is the isotopy class of a diffeo-
morphism obtained by sliding, once alongo.

The next two lemmas are proved in [13], (6.1).

Lemma 7.1. Leta € n;(F \ I, px) be a two-sided simple loop and let,aa,
denote boundary curves of a tubular neighborhoodxofThen j«) = t,,ts,, Where t,
and t, are Dehn twists aboutiaand & in the directions indicated by arrows iRig. 5.

The pure mapping class gro®M(F, I') acts onxz; (F \ I) in the obvious way.
We denote this action bf(«) for h e PM(F,T) anda € = (F \ I').

Lemma 7.2. The homomorphism j i® M(F, I')-equiveriant That is j(h(a)) =
hj(@)h=! for he PM(F,T') anda € 7] (F \ ).

Suppose thaf = Fg is a non-orientable surface of negative Euler characterist
(.e.g+n > 2) and letcy, ..., c,: St — 3F denote the boundary curves. LBEt= Fg
be the closed surface with puncturEs= {py, ..., pn} obtained by gluing a disc with
a puncturep; to aF alongg for 1 <i < n. We identify F with a subsurface of
and denote by, : M(F) - PM*(F, I') the homomorphism induced by the inclusion
it F > F. It can be proved, using the same methods as in the proof gioBro
tion 4.1, that ker, is a free abelian group of rank generated by Dehn twists about
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the boundary curves;. Thus we have the exact sequence
(7.3) 1> Z" > M(F}) S PM*(FO, T) - 1.

REMARK 7.3. Note that ker, is a central subgroup aM(Fg). Indeed, for ev-
eryi €(1,...,n} andh e M(Fj) we havehtsh™ =thg) =t

We record without proof the following easy lemma.

Lemma 7.4. Consider a short exact sequence of groups

1-KLHGBH-1
and suppose that K and H admit presentations
K=(Gk | Rk}, H=(Gn | Rn).

Then G admits the presentation
(7.4) (iGK)UGH | i(Rq))URA UR),
where

i(G)=(i(K) ke Gk}, Gu=(hlheGn),
whereh is any element in G such that(fp = h,

I(Rq) = {i(ka) - - i (kn) [ k- - - kn € R},

Ri = {1 Anw(hy---ha) [ hy - - hy € Rl
R = {hi(k)h~*w(k, h) | h € Gy, k € G},

wherew(h; - - - hy) and w(k, h) are suitable words in generatorgGy).

We can now obtain finite presentations for the mapping classips M(Fy) of
the sporadic surfaces in the following way. Starting fromown presentations of the
groups PM*(F2, {p1, p2}), PM*(F2, {p1}) and M(FJ), we obtain presentations for
all PM*(F2, T'), by applying recursively Lemma 7.4 to the sequence (7.2). d®
this, we need finite presentations for the grouzg*iFg \ I'Y). These can be obtained
from standard presentations of fundamental group(ng \ T) by the Reidemeister-
Schreier method (see, for example, [17]). Once we have fabhedpresentations for
PM*(FQ, T), we obtain presentations fov1(Fg), by applying Lemma 7.4 to the se-
quence (7.3).
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Fig. 6. The curves of the lantern relation.

7.1. Sporadic surfaces of genus 1.Until the end of this paper we use the cap-
ital letter A to denote a Dehn twist about the curve labelledaasin order for this
notation to be unambiguous, we have to specify the direabiothe twist A for each
curve a. Equivalently we may choose an orientation of a tubular migéghood ofa.
Then A denotes the right Dehn twist with respect to the chosen taiiem.

Consider a 2-spher8 with four holes embedded if. Let ag, &, a, az denote
disjoint boundary curves of, andajy, a3, apz Separating generic curves such that
separates; anda; from the other two boundary curves & (Fig. 6). If A; and Aj
are right Dehn twists with respect to the standard oriemtatif the plane of Fig. 6,
then we have the well known lantern relation:

(7.5) AgA1 A2 Az = ArpAr3Asa.

The lantern relation was discovered by Dehn [5] and reds@m by Johnson [14].
Note that sinceA;; commutes withA,, we have:

(7.6) A12A13A23 = A13A3A1 = AxzArpAgs.

Let us fix four pointspy, ..., ps in the projective planeF = F? represented in
Figs. 7 and 8, where the cun@ bounds inF a disc containingp;. Let n € {3, 4}
and consider the embeddingF — F, whereF = F, and the induced homomorphism
i,: M(F) > PM*(F, {p1, ..., pa}) (if n=3 then we forget thap, is distinguished).
We identify F with i(F), and a curvea in F withioa in F.

Consider the loopsxi, «jk, Bjk represented in Figs. 7 and 8, where we as-
sume, that each of them represents a two-sided simple loog (R \{p1, p2}, ps) or
77 (F\{p1, P2, Ps}, pa). The boundary of a tubular neighborhood of such loop consis
of two two-sided simple closed curves, one of which is ttigiae. it either separates a
Mobius strip or a disc containing one puncture). We use thebsym or ajk or bjk
to denote the non-trivial boundary component of the tubuakighborhood of the cor-
responding loop (see Fig. 7). Then by Lemma 7.1, we hgug) = A, j(@jk) = Ajk,
i(Bjk) = Bjk. Note thata;, ajk, bjx may be chosen to be generic curvesHAn
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Fig. 7. Generators ofry(F \ {p1, p2}, ps) and generic curves
in F3.

/324
/334

Fig. 8. Generators ofr; (F \ {p1, P2, Ps}, Pa)-

Theorem 7.5. The groupPM*(F, {p1, P2, ps}) is freg generated by 4 Ags,
Bos. The groupM(F}) is generated by 4 Az, Bps, Ci, Cp, Cz and isomorphic to
78 x PM*(F, {p1, P2, p3})-

Proof. It can be deduced from Theorem 4.1 of [15] that the g@W1*(F, {p1, p2})
is trivial. Thus

jia(F\{pw p2}, p3) > PM*(F, {p1, P2, ps})

is an isomorphism. The fundamental gromp(F \ {p1, p2}, p3) is free on generators
a3 and x, wherex is a one-sided loop, such that :ozgl, XaosX 1 = Bo3. Now {1,x}

is a Schreier system of representatives of right cosets ¢F \ {p:, p2}, ps) and by
the Reidemeister-Schreier method we obtain that the lamtpgis freely generated by
the loopsas, a23, B23. Hence the first part of Theorem 7.5. The second part follows
from the sequence (7.3). Indeed, the sequence splits;é5 \ {p1, p2}, ps) is free,
and the kernel of, is central by Remark 7.3. 0
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Theorem 7.6. The groupPM*(F, {p1, P2, P, Ps}) admits a presentation with
generators{ Az, A4, Azz, Aza, Aszg, Bos, Boy, Bzy, D} and relations
(1) AxzAs = AsPAo3, AxsAz = AzPAoy,

(2) A3A1ABas = BasAy  AsAgy,

(3) A4A34A24B23 = BosAsAgaAos,

(4) AgaA3 AxsBos = BoaAsaAT A,

(5) A3sA24A23 = AosA3Azs = A3AzsPoa,

(6) B3aA23Bos = Ax3BsBas = ByB3sAos,

(7) AaPsaA3t = AsAT As = A7 AgAg,

(8) AsiBoaBas = BpaBosAsl = BpaAsi B,

(9) A24Bp3D~! = BpsD 1Az = D1 AzyBys,

(10) D = Az} Ay BasAsAgs.

The groupM(F}) is isomorphic toZ* x PM*(F, {p1, P2, Ps, Pa}).

Proof. Let us denote, for simplicity,

7 =n{(F\{p1, P2 Ps}, Pa), G =PM'(F, {p1, P2, P3, Pa}).

The fundamental groups(F \ { p1, P2, P3}, Ps) is free on generatoks,s, o34 andx, where

x is a one-sided loop, such thet = a4, Xa24X ™ = Bos, XazaX ™t = B34. Now {1, x} is a
Schreier system of representatives of right cosets ahd by the Reidemeister-Schreier
method we obtain that is freely generated by the loops in Fig. 8. By Lemma 7.4
applied to sequence (7.2) and Theorem Tbadmits a presentation with generators
As, Azz, Bos, As=j(as), Axa = j(aka), Bra = j(Bra), k=2, 3 and relationhigh ! €

j () for eachh € {As, Azs, B}, g € {A4, Aua, Bua | k=2, 3. We will show that all
these relations are consequences of (1)—(10). We have:

(1) = AAuAL, AsAuAst € j(m);
(2) = AsBuA;" € j(n);
(10) = D € j(n).
From (5) follows
AosPaaPrs = Ay AsaPos € (),
A23AsaPoaAsy = AgaPos = AssPosAsy € j(m).
Analogously we have
(6)—(9) = {A23BaAs7, ABaiALL, AzAsaASt, AsALAY,
B23A34By3", B23B2aByy', BasD By, BasAaByg) C ().
From (3) follows

B2sA1AgsBys € j(7);
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from this and (8) we have

B23A4B;' € j(n)
and from (10) follows

B23BasBys € j (7).
Finally we have

(4) = AsA3 BosAss ATt = AggBauALl,

and by (6), (7) we have

Ag Bz4A§1 € ] (7‘[)

Now we show that relations (1)—(10) are satisfied ii(F), and hence also in
G. By relation (10), the generatdD is a Dehn twist about the curvé,; A,*(bss)
bounding a pair of pants together withh and c4. The relations (1) are obvious. By
considering appropriate embeddings of a 2-sphere withloles inF, it is easy to rec-
ognize (5)—(9) as relations of type (7.6), i.e. consequené¢he lantern relation. In par-
ticular, we have lantern relatioA;,CsCs = A4 Az4AZ L, where A, is Dehn twist about a
curve bounding a pair of pants together withandc,. Since Bz, commutes withA;,,

C3; and C,4, the relation (2) holds. By Lemma 7.1, we haysazazs) = Aig € G,
whereay, bounds a pair of pants ik together withc, andc,. Thus inM(F) we have
AqAz4A24 = A14C, whereC is a product of twist€,, ..., C4. SinceByz commutes with
A4 andC, (3) holds. Consider a monomorphisitt 777 (F \ {p1, p2, pa}, ps) — G, de-
fined like j. There exists exactly one loag,, such thatj’'(«3,) = Ass € G, and we have
j’(ag4a§1a23) = As3 € G, whereay3 bounds a pair of pants iR together withc; andcs.
Since By4 commutes withA;3, (4) holds.

We have shown that (1)—(10) are relationsGn and all relations from Lemma 7.4
are consequences of (1)—(10). Her@eadmits presentation with relations (1)—(10).
Since these relations hold also v(F), the sequence (7.3) splits, and since the kernel
of i, is central, we obtainMI(F) = Z* x G. O

7.2. Sporadic surfaces of genus 2.Consider the Klein bottld&K with one hole
represented in Fig. 9. Lat be a diffeomorphism oK interchanging the shaded discs
in Fig. 9 and such that)? is the Dehn twist about the boundary cureg right with
respect to the standard orientation of the plane of the figu to isotopy,U acts on
the arcd as it is shown in Fig. 9 (see [21] for precise definition). We Eehn twist
A; about the curven,, in the direction indicated by arrows in Fig. 9. The comgosit
U A; is the Y-homeomorphism (or cross-cap slide) introduced mpkdrish [16]. The
next theorem follows immediately from Theorem A.7 of [20].
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Fig. 10. The surface§ = FZ and F,.

Theorem 7.7. The mapping class group1(K) is generated by Aand U and
admits the presentationA;, U | UAU-1 = ATh.

Let F = F22 be the surface obtained by gluing a pair of pantKtoand letc; and
c, denote the boundary curves Bf (Fig. 10). We extendJ by the identity outsidek
to a diffeomorphism ofF. Let C, C;, C, D;, D, be Dehn twists about the curves
represented in Fig. 10, right with respect to the standaiehtation of the plane of the
figure. We also define Dehn twigt;, A, in the indicated directions. Note thiit? = C
and U D,U 1= D;.

The right hand side of Fig. 10 represents the four-holed mpﬁ%l obtained by
cutting F along a;, where Pa, 08 = pay 08 =&, palc)=¢ fori =12, pa(c)=
C, pa(85) =@, pa(b) =U(ap). If C/,C/, A, A}, A,, B are right Dehn twists with
respect to the standard orientation of the plane of Fig.ténp.(C/) =C;, p.(C") =C,
p(ALA)) = 1, p(A) = Az, and p,(B) =U AU L.

Lemma 7.8. In M(F) we have(AU)? = (D,U)2 = C,C,.
Proof. We have the lantern relatid C, A} AT = A;,BC’. By applying p, to both
sides we obtairC;C, = Ay(U AU ~1)U? = (A,U)?. By another lantern relation we have

C,C,=D,D,C = Dz(U DU _1)U2 = (D2U)2. O

Let F = F? be the Klein bottle obtained by gluing a disc with a punctyreto
dF alongc fori =1, 2. We identifyU, Ay, Ay, Do, with i, (U), (A1), i+(A2),i.(D>)
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Fig. 11. Generators of1(F \ {p1}, p2) and 7y (F \ {p1}, p2).

respectively, wheré,: M(F) — PM*(F, {p1, p2}) is the homomorphism induced by
the inclusion ofF in F.

Theorem 7.9. The groupPM*(F, {p1, po}) admits a presentation with genera-
tors { Ay, Az, Do, U} and relations AjAy = AcA;, UAUTT=ATY, AJUD,=D;'AU,
(A2U)2 = (D2U)2 =1.

Proof. Consider the exact sequence (7.2):

1— 7" (F\{ps}, p2) > PM(F, {p1, pal) = PM*(F, {pa}) - 1.
By Theorem 7.7 and sequence (7.®)M*(F, {p1}) has presentation
(A, UUAUT =AY UZ=1).

The fundamental groupi(F \ {p1}, p2) is free on generatorg;, X; in Fig. 11. Now
{1, xo} is a Schreier system of representatives of cosets;¢F \ {p:}, p.) and by the
Reidemeister-Schreier method we obtain that the last giwdipeely generated by, =

x§, o2 = XoX1 andxlxgl. It follows thats; (F \ {p1}, p2) is free on generatody, «y, v,

wherey = x2(x1%, })(x2x1). Observe thag(y) = U2, j(a2) = A2A;Y, j(52) = Da. By
Lemma 7.4,PM*(F, {p1, p2}) admits presentation with generatdss Aq, j(y), j(a2),

j(52) and relationdJ AJU~* = A/, U% = (j(y))%, and (by Lemma 7.2):

UiMU ™t =j@), UjlU ' =jlyty), Uj@U " =j651y),
ALTDAT = (), Adj(e A = j(e2), Acj(B2)ALY = j(yay toaas).

Substitutingj () =U 2, j(a) = AZAII, j(82) = D2 we obtain a presentation which can
easily be shown to be equivalent to that in Theorem 7.9. L]
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Theorem 7.10. The groupM(F2) admits a presentation with generatof@;, Ay,
Ay, Do, U} and relations

Ci1A = ACy, fori=1,2,
C1D2 = chl, C]_U = UC]_,
ALA = AA;, UAUTT=ATY AUD,=D;'AU,
(AU)? = (D2U)2.
Proof. From sequence (7.3), Theorem 7.9 and Lemma 7.8 wénohtpresenta-

tion for M(FZZ) with generatorg(Cy, Cy, A1, Az, D2, U} and relations listed in Theo-
rem 7.10 and

(7.7) C1C =CyCyq, CoDy = DGy, CoU =UGC,, CA = AC,,
fori=1,2 and
(7.8) (AU)? = C1C,.

We claim that the relations (7.7) are consequences of ttatiarl (7.8) and relations
from Theorem 7.10. Clearly it suffices to check that relation

Do(AU)? = (AU)?Dy, U(AU)? = (AU)U,  A(AU) = (AU)%A,

follow from those in Theorem 7.10. Observe that(A,U)? = (AU)2 A, follows from
A1A; = AyA; andU AU~ = Al From AU D, = D, AU we haveD, '(AU)?D; =
(AU)? and U (AU)2U~1 =U(D,U)?U 1 = D, }(D,U)?D; = D, *(AU)?D; = (AU)2.
Finally we haveA,*(AU)?A, = U(AU)2U~1 = (AU)2. It follows that relations (7.7)
are redundant, and hence they can be removed from the m#eantThen the gener-
ator C, can also be removed together with the relation (7.8). O

We fix a pointps € F \ K, different from p, and p;, and such thap; and p, are
in different components oF \ (a; Uay). We identifyU, A,, A; and D, with elements
of PM*(F, {p1, p2, ps}). Let A; and D3 be such Dehn twists thajt(cs) = A@Agl
and j(83) = D3, whereas, 83 are the loops in Fig. 12, and: 7*(F \ {p1, p2}, p3) —
PM*(F, {p1, p2, p3}) is the monomorphism from sequence (7.2).

Theorem 7.11. The groupP M™(F, {p1, P2, p3}) admits a presentation with gen-
erators { A1, Ay, Az, Dy, D3, U} and relations
(1) AiAj = Ain, for i, j € {1, 2, 3;
(2) UAUL= ATY
(3) AUD, =D,;'AU;
(4) (AU)?=(D2U)? = (UDo)%
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Fig. 12. Generators ofy(F \ {p1, P2}, ps) andzy (F \ {p1, P2}, P3)-

(5) (UDs3)?=(D3U)?%

(6) DsUD,U~t=UD,UDg;

(7) AUD,D3=UD,D3A;Y

(8) (UA3)?=(UD,D3)%

(9) Ax(A3UDy)? = (AU D2)?Ay;

(10) A2A*D3A; At = AsUD,D; (AU D)
(11) Ay(AU D2)?ATt = (U D,) Y(AsU D2)?U D,.

Proof. Let us denote, for simplicity,

T = ﬂI(F \ {pli pZ}: p3)! G :PM+(F! {pl; p2! p3})

The fundamental group1(F \ {p1, P2}, p2) is free on generator,s, y1, ¥2 in Fig. 12.
Now {1,y,} is a Schreier system of representatives of cosetsarid by the Reidemeister-
Schreier method we obtain that the last group is freely geaadrbyé,s, 83 = y%, &=
Y2023y, 1, Yoy1 and y1y, . It follows that 7 is free on generatorsys, 83, €, s, 812,
where §1o = 83(y1y51)(y2y1), a3 = Yoy1823. By Lemmas 7.1 and 7.8 we have

(7.9) j(823) = (UAg)®,  j(812823) = (UD2)™>.

First we show that relations (1)—(11) are satisfie®in(1) and (6) are obvious; (4) and (5)
follow from Lemma 7.8; (2), (3), (7) are relations of typé&h~! = t,jt(;) and hence they

can be checked by looking at the effectodn the curvea; (10) follows from A2A[1(83) =
AU D,(85Y); (8) is equivalent tdJ D,D3D, U = (U Ag) 2D (U D2) 2, which fol-
lows from U Dy(83) = 85585 812823, It can be checked thatss = Ag((812825) 83) and
hencej(e) = A3(U D2)?D3A; D, t; from this and (7) we obtain

(7.10) j(e) = (AU Dp)%

Now (9) and (11) follow from (7.10) and the equalitiés(c) = ¢ and As(e) = (U D2)~1(e).
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By Theorem 7.9 and sequence (7.2 admits presentation with generators
{A1, A, Dy, U, j(Olg), j(83), j(512). j(523), j(S)} and relations (2), (3),A1A2 = A)Aq,
(AU)? = (D2U)? = j(856,) and:

(i) Ujlaa)U~t = j (82305 " 812023);

(i) Uj@s)u*=j(85%12);

(iii) Uj(823)U~t = j(829);

(iv) Uj(d12U " = j(612);

(V) Uj(e)UL = j(851 612008005 M earad g 815-83);
(Vi) D2j(aa)Dy* = (85505 ed30r3);

(vi)) D2j(33)D5* = (823 3023);

(viii) D2j(825)D5* = j(D2(851)83623);

(i) D2j(812)D; " = [(812823D2(83));

(X) D2j(e)D5* = j(D2(arz)er3 623);

(xi) Agj(az) Ayt = j(wa);

(Xi)) Azj(83)A;" = (81282305 Me30ts);
(Xiii) Az]j(829) A" = j (et *8253);

(Xiv) A2j(812) A" = (812023) Ao (825) A Y,
(xv) Azj(e)A" = je);

(xvi) Aqj(as)Art = j(aa);

(xvii) Aqj(83)AL" = [ (81282305 "8a0rad,g);
(xviil) A1j(825) A" = j(823);

(Xix) A1j(S12)Art = j(812);

() Aje)Ar* = j((UD2)"X(e)).

It remains to check, that the relations (i)—(xx) above areseguences of (1)—(11)
in Theorem 7.11 and (7.9), (7.10)(d3) = D3. We have:

() == U AsA U= (U Ag)? Ay Ag(AgU) 2 == (AU)?= (U Ay)” = (4);

.. _ _ _ _2(8) ~_ _ _

(i) <= U DsU 1= D31 (U D2)4(U Ag) 2@ D, 1D, U ~1D5U D,D5

©psiy-1puD,
<—(5);

(iif) <= (U Ag)*=(AsU)? <= (7), (8);
(iv) <= U (U Ag)*(U D2)?U = (U Ag)*(U D2)* <= (4), (7), (8);

(v) €25 U (AU D2)2U =D (U D7) H(AqU D)X(U D) D3

D A;1D; 1 Ag(U D,)2Ds

WL D, (AU)2D, = (A3U)?D, D3

8 _ _
<% D4(UD,D3) 2D, =(U D;D3) 2D,Ds
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(4, (5), (6);
(Vi) &= D2AsA, D, 1 =(A3U) ?D; H(AsU D2)? D3 A Ayt
@Op,=(AU) 2D, Ag(U D)2D5U D, 1U 1A
=9 (Agu) 2D} (AgU)?D2Ds & (U D> D5)2D3*(U D2 Ds) 2D2Ds
4, (5), (6);
(Vi) <= D,D3D; *=(U D2D3)*D3(U D,D3) % <= (4), (5), (6);
(viii) <= D»(U D,D3) 2D, '=D,D3'D;'D3(U D, D3) 2 <= (4), (6);
(i) <= D2(812023) =812823 <= (U D2)?=(DoU)? <= (4);
(X) <= Da(A3U D2)?D, =Dy Az A, ' D, 1 Ar Az (AU)? = (3);
(1)=(xi);
(Xii) <= AoD3A; = (UDy) A2 A3 (AU Do)’ D3 Ag Ayt
&L Ay (UD,)?= (U DA,
= (4);
(xiil) <= Ax(U Ag)?A 1= Ay A (U Ag)2 AgAL Y
&L UAY=(AUP = (7). (©);
(Xiv) <= Ax(U D2)?=(U D2)? Ay <= (4);
(9) = (xv);
(xvii) <= A1D3A] =(UD2) 2 A A7 D3 As A, H(U Ag) 2
LB p) ATLD3 AL AY = Ag(U D,)2Da(U As)2A; 1 <& (10);
(1), (2), (4= (xvi), (xviii), (xix);
(xx) <= (11). O

Let F = F$ be a subsurface oF such that boundary curve : St — aF bounds
in F a disc with puncturep; for i =1, 2, 3. We identify{ A;, Az, A3, D2, D3, U} with
elements ofM(F).

Theorem 7.12. The groupM(FZC“') admits a presentation with generatoff, Az,
Az, Dy, D3, U, Cq, Cy, C3} and relations(1)—(7), (9)—(11)from Theorem 7.11and
(8) (UA3)%(UD2Dg)? = (C1C,C3)?, CiCj =C;Ci, CiAj = A;Ci, CiD=CiDy, GU =
ug, fori, je{l,2, 3, ke {2, 3.

Proof. LetH denote the subgroup of4(F) generated by the 'Ewisifs’:l, C,, Cs}.
It is easy to see that relations (1)—(7) and (10) are satisfied1(F). In the proof
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Fig. 13. The torusTs.

of Theorem 7.11 we showed thate) = (AsU D2)? in PM*(F, {p1, p2, p3}). On the
other hand, by Lemma 7.1j(¢) is equal to a Dehn twisE about a generic curve.
Thus in M(F) we haveE(AsUD;) 2 € H. It can be checked that in(F) we have
AEAST = E and AAEA! = (UD,) *E(UDy), and hence (9) and (11) hold, sinée
is central.

Let dy3 and| denote boundary curves of tubular neighborhoods of thesldgp
and 5363, such that inPM+(F, {pl, P2, pg}) we haveDy3 = j(523), LDEl = j(83523).
The curvesdy,3 and c; bound in F a Klein bottle with two holes, whild, ¢, c3
bound a 4-holed sphere, together with a curve bounding a Mobitp. Thus we
have lantern relatior. C,C3 = D»3D,D3 and relation ) Az)? = (UL)? = C,;D,3 from
Lemma 7.8. Now

(U Ag)? = (UL)? = (U Dp3D2D3(C2C3) )2 = D24(C2C3) %(U D, D3)?
= (U A3)*(C1C2C3) (U D, D3)?
<« (8).

Theorem 7.12 follows from Theorem 7.11 and sequence (7.3). ]

7.3. Sporadic surfaces of genus 3.Consider a torus with three hol&g repre-
sented in Fig. 13, and l€f, be the torus with two holes obtained by gluing a disc to
the boundary ofTs, along the curvec,. We fix in T3 and T, the orientation induced
by the standard orientation of the plane of Fig. 13, andCletA;, B, i =1, 2,3 denote
Dehn twists along the curves in the figure, right with resgecthat orientation. The
next theorem follows from the main result of [7].

Theorem 7.13. The groupM(T3) admits presentation with generatof€;, A, B |
i =1, 2,3 and relations

(7.11) CiCJ':CjCi, CiAJ':AjCi, CiB=BCi,
(7.12) AA; = AjA, ABA =BAB,
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Fig. 14. The surfacé = F2,

fori, j=1,2,3,and
(7.13) (A1A2A3B)® = C,C,Cs.

A presentation forM(T,) may be obtained by adding to the above presentation rela-
tions G=1and A = As.

REMARK 7.14. The relation (7.13)) is called “star” in [7]. IM(T,) it takes
form (A1 A3B)3 = C;Cs, and it follows from relations (7.12) thas{ A3B)® = (AZA,B)>.

Let F = FZ be the surface obtained by gluing a Mébius stkipto the boundary
of T; alongcs. We identify F with the surface represented in Fig. 14, whéfeis a
regular neighborhood of the one-sided cuere Consider an embedding: K — F,
where K is the holed Klein bottle in Fig. 9, such thgtoc=c and¢ o a; =a;. We
defineU = ¢,(U), whereU: K — K is defined in Subsection 7.2. We identiy,
A, As, and B with elements ofM(F) (the directions of these twists are indicated by
arrows in Fig. 14).

Let F = F39 be the closed surface obtained by gluing two disc$ka We fix a
point p; € F inside the disc bounded ko, and p, € F inside the disc bounded hy.

Theorem 7.15. The groupP M*(F, {p1}) admits a presentation with generators
{A1, Az, B, U} and relations
(1) ALA2 = AbAg;
(2) A\BA, = BAB, A,BA; = BA:B;
() UAUTT= ALY
(4) UBU™'=A1B 1A
(6) UA)*=1;
(6) (A1AZB)®=1.

Proof. Let us denot& = PM*(F, {p1}). Notice that relations (1)—(6) are satis-
fied in G: (1) is obvious; (2), (3), (4) are relations of typesh~" = t; 2 (5) follows
from Lemma 7.8; (6) is a star relation (cf. Remark 7.14).
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Fig. 15. Generators of1(F, p1) and z; (F, py).

Consider the exact sequence (7.2):

1— 7*(F, p1) &> G = M(F) - 1.

The fundamental groupi(F, p1) is generated by the loops;, X2, X3 in Fig. 15 sat-
isfying one defining relatiork2x5x2 = 1. Now {1, X3} is a Schreier system of repre-
sentatives of cosets of;(F, p1) and by the Reidemeister-Schreier method we obtain
that the last group is generated hy = x1x3‘1, up, = xzxgl, U3 = X3X1, Ug = X3Xp and

Us = x§ satisfying two defining relationsusususUsus = 1, usugUougug = 1. After Tietze
transformations (cf. [17]) we obtain

i (F, p1) = {1, 1, 8, v | B8ty Lo aiBry = 1),

whereas; = Uy, § =Us, B1 = UoUz, ¥ =Ujug are the loops in Fig. 15. It follows from
Theorem 2 of [3] thatM(F) admits a presentation with generatdrd;, B, U} and
relationsAiBA; = BAB, UAU~t = AT!, UBU 1= AT'B71A, U2=1, (A3B)®=1.
The last relation is a special form of the star relation (y.&3d it can be checked that
in G we have A3B)® = j(B; a1prast). We also haved BU AT B A = j(B7 e ™).
By Lemma 7.4,G admits presentation with generatdis,, B, U, j(«1), j (B1), j (¥), j (8)}
and relations:

(I) A1BA; = BAB;

(iy UAU-L=ATY

(i) UBU A" BAL = j (B o)

(iv) U= j(y);

(v) (A3B)® = j(B; ‘a1 ),

(Vi) j(By 87y e aury) = 1;

(Vi) Arjlan) ALt = j(ea);

(viil) A1j(B)AL = j(ag Ba);

(ix) A j()ATT = ()

() ALj@)ATY = j(y tag tban);

(X)) Bj(@)B™ = j(e1p);
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(xii) Bj(B)B~ = j(B);

(xiiiy Bj(y)B~t = j (B y8Bu);
(xiv) Bj(8)B~=j(8);

(xv) Uj(e)U =t = jlasty Y,
(xvi) Uj(B)U 2 = j(y8a1po);
(xvii) Uj(»)U==j(y);
(xviii) Uj(8)U 1= j((S*ly*l).

We have:

(7.14) i) =U2 jla) = AATN  j(B) = AATBAABTL
It can be checked tha —1B(«y) = 881, and hence
(7.15) j6) =UTBAA'BTIUBAA I BTIAAL

Let H denote the subgroup @& generated byA;, A, B}. Consider the homomorphism
i.: M(T,) - G induced by the inclusion off, in F. It can be proved, using the
same methods as in the proof of Lemma 4.1, that.ker generated byC,, C3}. Now it
follows from Theorem 7.13 thait,(M(T2)) = H and every relation inH is a conse-
guence of (1), (2), (6).

We will show that relations (i)—(xviii) after replacing(cs), j(81), j(y) and j(3)
by expressions (7.14), (7.15), are consequences of (1)-K6)ations (i), (ii) are the
same as (2), (3); (iv), (xi), (xvii) are trivial; (v), (vii){viii), (xii) are relations inH,
hence they follow from (1), (2), (6). We have

UBUAI'BA @ AIBTIAATIBA @ BAIA B« (iii);
) = (ix);
1), (3), (3) = (xv);

(x), (xiii), (xiv) can easily be reduced to relations H, by using (1)—(4).
Let X = UBA,'A|B~*A*A,BA 'A,B~1U, and note that to prove (1)—(6%
(xvi), (xviii), it suffices to show (1)-(6}= X € H. By (2), (3), (4) we have

UAUleH, UBU'eH, BABl=uUB U
thus
XeH e UA'BTATTABATTAB MU € H <= UA'BA?B™U € H.

It can be checked that from (1), (2), (6) follows,*B=*AT2B~1A;! = A|BA?BA,
henceX e H & UAU € H « (5). Finally, we have
J(Br %y Yo tsanpry) (BN HU 2 (e HU (U
=UTH (B e HU (e HU T (B,
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thus
(Vi) &= Uj(@))* = 1< (1), (3), (5). 0

Theorem 7.16. The groupM(F3) admits a presentation with generatofsy, A;,
B, U}, relations (1)—(4) from Theorem 7.15and (AxU)? = (U Ap)? = (A7A;B)3.

Proof. Consider the surfacg; obtained by gluing a disc to the boundary Bf
along c,. Observe that relations (1)—(4) from Theorem 7.15 are faadisn M(F3),
and we have A2A;B)® = C; (star) and AU)? = C; (Lemma 7.8). After replacing
the generatoC; in the presentation oM(FéL) resulting from applying Lemma 7.4 to
sequence (7.3), we obtain Theorem 7.16. ]

Theorem 7.17. The groupPM*(F, {p1, p2}) admits a presentation with gener-
ators {Aq, Ay, Az, B, Dy, Dy, D3, U} and relations
(1) AiAj :Ain, i, j =1,2,3;
(2) ABA =BAB,i=1,23;
(3) UAUT=AY
(4) UBU™ = AJ1B 1A

(5) UDy=D1U;
(6) UDs = DsU;
(7) BD2 = D;B;

(8) (UA2)?=Dy;

(9) (AiA3B)®=(UAg)* = Dg;

(10) A,’'UDUtA, =UB™D; 'BUY;
(11) UD,)’D1Ds = U?

(12) (A1A2A3B)3 =1.

Proof. Letusdenot& =PM*(F,{ps, p2}). The fundamental group, (F \ {p1}, po)
is free on generatorgy, Yo, y3 in Fig. 16. Now {1, y3} is a Schreier system of repre-
sentatives of cosets of;(F \ {p1}, p2) and by the Reidemeister-Schreier method we
obtain that the last group is freely generated ay= ylygl, v = y2y3‘1, v3 = Y3V,
V4 = Y3Yo, Us = y§. It follows that 7y (F \ {pi}, p2) is free on generators, = vs,
81 = v1vs3, B2 = vovs, 83 = Sruv4d1, ap = 83v4 (See Fig. 16). We introduce Dehn twists
D =j(), i =1, 2, 3. We also have

j(e2) = AsAY, j(B2) = ALt ABA T ABTL

Let us check that relations (1)—(12) are satisfiedain (1), (2), (12) follow from
Theorem 7.13; (3), (4), (10) are relations of typgh=" =t 2: (5), (6), (7) are obvi-
ous; (8), (9) follow from Lemma 7.8 and star relation; (11)idas from the equality
U(82) = 8,656t and relations (5), (6).
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Fig. 16. Generators af;(F \ {p1}, p2) andz; (F \ {p1}, p2).

By Theorem 7.15 and Lemma 7.4 for sequence (7@admits a presentation with
generatorg Aq, Az, B, U, j(a2), j(B2), (&) i =1,2,3 and relations (1), (2), (3) and:
() UBUT'A'BA = (B, e, );

(i) (UA2)?=j(80);

(iil) (ALAZB)® = j(B; 05 aapaa;™);

(V) Arj(e)At = Azj(o) Ayt = j(e2);

V) Aj(B)AL = (o "83B2);

(Vi) ALj()ATT = Arj(s1) Ay = Uj(81)U " = j(80);
(vi)) A1j(83)AT" = Bj(32)B~ = Uj(3a)U 1 = | (8a);
(viii) Aqj(82) AT = j (65167 Yoy 1636205 )

(iX) A2j(B)AL" = (e B2);

() A2j(82) Ayt = j(orp *Sam2);

() Azj(82) A" = j(ay 185 0203828281 By ety S302);
(xii)) Bj(a2)B* = j(ar22);

(xiii) Bj(B2)B~* = j(B2);

(xiv) Bj(81)B~t = j(B, 61838282);

(xv) Bj(82)B~* = j(82);

(xvi) Uj(a2)U " = (8305 787);

(xvii) Uj(B2)U 1 = j (81838283 2B2);

(xviii)) Uj(s2)u~t = j(sglsglagl).

We will show that relations (i)—(xviii) after substituting(c,) = A3A2‘1, j(B2) =
AJ1ABALABY, j(8) = Dy, are consequences of (1)—(12).

Let H denote the subgroup db generated by{A;, A;, Az, B}. As in the proof
of Theorem 7.15, we havel =i,(M(T3)), wherei, is the homomorphism induced by
the inclusion of Tz in F, and every relation irH is a consequence of (1), (2), (12),
by Theorem 7.13. Note that by the star relation (B € H.

Relations (i)—(vii), (ix), (x), (xii), (xiii), (xv) follow easily from (1)—(12) or are
relations inH;

(8), (9) = (xvi);
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(5), (6), (11) == (xviii);
by (5), (8) we haveA,D; = D; A, and
(xiv) €3 j(8)BD:1B 1) (5% = Uj (5 H)U
— AJ'BADIAIB 1A = AJIUDS U A,
< (4, (5), (20);
(xvii) £ Uj(8)U 1 = UD; U D3 (caf)
L [ () = UDU1D1U 2 (@2)U
MY BDIB = (8, )D1U (2B
< DA A;IBAA; D = U tj(a2B2)UB
QO A 1B1A; = j(02Pr)UBU?
<« UBU leH« (4);
iy 2 Ay (858,85 %) = 8, Sty 165520 Terads
EL AGTIU(B)B; M) = o7tz 8T U (B) B o3
ML AU (8,) = ;787U (B2)
&L AU (BIUTIA = AIUTIA L (U
& AU AUA (B2)AL= [ (B2)
— UAU € H « (9);
(xi) ML A D, AT = D TAGA; D3D,B TU DU 1B A AL DS
U000 b, = AZIBIDIIB A
84 D 1Uj (U (B e, Y) = A TBTID, TB A,
& UATBASA, ' BTIUTIBA; T AB A, = B1D; 1B
= (2), (4), (3). O
Theorem 7.18. The groupM(FgZ) admits a presentation with generatof8g, Az,
As, B, D1, Dy, D3, U, Cy, C,} and relations(1)—(7), (9), (10)from Theorem 7.17and
(8) (UA2)? = D1Cy,
(17) (UD,)?°D;D3 = U?C,C2,

(12) (A1A2A3B)? = C1C; = C,Cy,
CiAj =AjCi, Ci Dy = DG, CB=BG, CGU =UCG, fori =1, 2, j,k=1, 2, 3.
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Proof. The relations (1)—(7), (9), (10) from Theorem 7.1& satisfied inM(F) =
M(F2); (8) follows from Lemma 7.8; (12 is the star relation; (I} follows from
Lemma 7.8 and lantern relatia® C,U? = ((U D,)°C, )D1D3. Now Theorem 7.18 fol-
lows from Theorem 7.17 and Lemma 7.4 for sequence (7.2). ]
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