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Abstract: 

Human-Centered AI (HCAI) is a promising direction for designing AI systems that support human self-efficacy, promote 
creativity, clarify responsibility, and facilitate social participation. These human aspirations also encourage consideration 
of privacy, security, environmental protection, social justice, and human rights. This commentary reverses the current 
emphasis on algorithms and AI methods, by putting humans at the center of systems design thinking, in effect, a second 
Copernican Revolution. It offers three ideas: (1) a two-dimensional HCAI framework, which shows how it is possible to 
have both high levels of human control AND high levels of automation, (2) a shift from emulating humans to empowering 
people with a plea to shift language, imagery, and metaphors away from portrayals of intelligent autonomous teammates 
towards descriptions of powerful tool-like appliances and tele-operated devices, and (3) a three-level governance 
structure that describes how software engineering teams can develop more reliable systems, how managers can 
emphasize a safety culture across an organization, and how industry-wide certification can promote trustworthy HCAI 
systems. These ideas will be challenged by some, refined by others, extended to accommodate new technologies, and 
validated with quantitative and qualitative research. They offer a reframe -- a chance to restart design discussions for 
products and services -- which could bring greater benefits to individuals, families, communities, businesses, and 
society. 

Keywords: Human-Centered Artificial Intelligence, Human-Computer Interaction, Artificial Intelligence, design, reliable, 
safe, trustworthy, Copernican Revolution 
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Figure 5. The HCAI two-dimensional framework for thinking of new designs, applied to pain control device 
designs 

 

The two-dimensional HCAI framework (Figure 5) clarifies that there are situations that require high levels of 
computer automation, such as airbag deployment and embedded pacemakers (lower right quadrant), and 
other situations that require high levels of human control, such as piano playing or bicycling (upper left 
quadrant). In the case of pain control designs, the non-automated morphine drip bag (lower left) was 
improved by an automated dispenser (lower right). Further improvements give patients a trigger to request 
limited additional morphine (upper left), while advanced designs combine a patient-guided system with a 
clinician-monitored system (upper right).The two-dimensional HCAI framework also recognizes that there 
can be problems with excessive automation (right side), such as the Boeing 737 MAX crashes, stock market 
flash crashes, and parole or hiring decisions based on machine learning with biased datasets. There can 
also be problems with excessive human control (top), such as drunk drivers and suicidal pilots. Improved 
systems with well-designed interlocks to prevent excesses must be part of every design process.  

Shift from emulating humans to empowering people: The second idea is to show how the two central 
goals of AI research -- emulating human behavior (AI science) and developing useful applications (AI 
engineering) -- are both valuable, but that designers go astray when the lessons of the first goal are put to 
work on the second goal. Often the emulation goal encouraged beliefs that machines should be designed 
to be like people, when the application goal might be better served by providing comprehensible, 
predictable, and controllable designs. While there is an understandable attraction for some researchers and 
designers to make computers that are intelligent, autonomous, and human-like, that desire should be 
balanced by appreciating that many users want to be in control of technologies that support their abilities, 
raise their self-efficacy, respect their responsibility, and enable their creativity.  

Shneiderman (2020b) describes four such design tradeoffs that challenge designers of HCAI applications, 
and offers combined designs that bring the best of both (Figure 6): 

1. Intelligent Agent and Powerful Tool 

2. Simulated Teammate and Tele-Operated Device 

3. Autonomous System and Supervisory Control 

4. Humanoid Robot and Mechanical-like Appliance  
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Images of user interfaces on appliances and tele-operated devices are aligned with the idea of humans 
being in control and exercising creative judgment, while emphasizing human responsibility (Figure 8). 

 

     
Figure 8. Appliances and tele-operated devices are the more likely future for human-centered technologies 

 

Many applications involving machine and deep learning algorithms provide post-hoc explanations of why a 
decision refused mortgage or parole requests. However, exploratory user interfaces using interactive visual 
designs offer a more likely path to successful customer adoption and acceptance (Chatzimparmpas et al., 
2020; Hohman et al., 2018; Nourashrafeddin et al., 2018; Yang et al., 2020). Well-designed interactive visual 
interfaces will improve the work of machine learning algorithm developers and facilitate comprehension by 
various stakeholders. 

Governance structures for HCAI: The third idea bridges the gap between widely discussed ethical 
principles of HCAI and the practical steps needed to realize them. The 15 recommendations are based on 
the HCAI framework and the combined designs from emulation and application research (Shneiderman, 
2020c). These recommendations suggest how to: (1)  adapt proven software engineering team practices,(2) 
implement organization-wide management strategies to build a safety culture, and (3) establish independent 
oversight methods (Shneiderman, 2016) that can be applied industry-wide to improve performance (Figure 
9).  
 

 
Figure 9. Governance structures to guide teams, organizations, and industry leaders  
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