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Quantitative ellipsometric microscopy at the silicon—air interface

F. Linke and R. Merkel?
Institut fur Schichten und Grenzflachen, Institut 4: Biologische Schichten (ISG4), Forschungszentrum Jilich
GmbH, D-52425 Jilich, Germany

(Received 8 December 2004; accepted 3 April 2005; published online 17 May 2005

Ellipsometric microscopy is a technique that combines the merits of ellipsometry and light
microscopy, i.e., it allows noninvasive, label-free measurements of thin film thickness and refractive
index at high lateral resolution. Here we give a detailed description of the technique including a
complete calibration scheme and a model to correct for the instrumental polarization of the imaging
optics. The performance of the instrument was studied experimentally. We found a lateral resolution
of 1 um and an absolute height accuracy of 3 nm. The measured refractive indices were accurate to
2.3% and the height sensitivity of the instrument was smaller than 5 A. Another virtue of the
instrument design besides its good performance is that it is in essence an extension of standard light
microscopy and could be integrated into commercial microscopes.

© 2005 American Institute of PhysicdDOI: 10.1063/1.1921547

I. INTRODUCTION focus of the present article. Here we present a complete cali-
bration procedure, describe the crucial systematic error
sources, and show how to correct for these errors. Most im-

vestigation of thin films(0.1—-300 nm. Film thickness and . . ) .
refractive index can be obtained rapidly and with high Iore_portant was to account for the influence of the imaging optics
- . . . on the polarization of light. Finally, we present actual mea-

cision. However, most available instruments exhibit an area

. surements of the lateral resolution of the ellipsometric micro-
of measurement of 1 mn?. Therefore microsctructured sur- P

faces cannot be studied with these instruments. In the paggope. In. th|§_ WO”.( we concentrated on the technically im-
ortant air-silicon interface.

several schemes of imaging ellipsometers have been pr(g)-
posed and some instruments are already commercially avail-
able. Traditional approaches of imaging ellipsometry fre-
quently utilize one of the following alternatives: either the
surface is scanned by a focused laser beamthe sample is In reflection ellipsometry a sample is illuminated with
illuminated by parallel light and the surface imaged ob-parallel, monochromatic light of well defined polarization.
liquely onto a charge coupled devid€CD) camera’’  The measured quantity is the change of polarization due to
Scanning the sample is time consuming. Therefore most efeflection of light at the sample. Using the Fresnel equations
forts concentrated on the latter approach. Its advantage is tifer the propagation of light in layered mediaptical prop-
ease of attaching the necessary imaging optics to existingrties(refractive indexn, thicknessd) of layers thinner than
point ellipsometers. However, due to the tilt angle of thethe wavelength of the light itself can be inferred. Usually, the
objective its numerical aperture is limited, resulting in a lat-change in polarization is described by the ellipsometric
eral resolution of~3-5um. Because of oblique imaging angles¥ and A which are defined by the ratio of the com-
the image plane is inclined, too, causing image distortion. Aplex reflection coefficients:

high magnifications the limited depth of focus gives rise to

Ellipsometry is a versatile optical technique for the in-

II. ROTATING-ANALYZER ELLIPSOMETRY

clear image formation only in a narrow stﬁp. tanW - g = R = @ .@leped) (1)
In ellipsometric microscopy an optical microscope is Re R

modified for eIIipsometric measurements. Most of the aboverhe design of the e||ipsometric microscope was based on a
mentioned limitations of microellipsometers were thusotating-analyzer type eIIipsomeE@r.ln this type of ellip-
overcomé’ Recently, first spatially resolved ellipsometric someter the incoming light is linearly polarized at an arijle
measurements at the glass—water interface were repSrtedyith respect to the plane of incidence. Light reflected at the
While these studies showed that the principle of ellipsometsample is analyzed by traversing a rotating polarizer, the ana-
ric microscopy indeed works, the accuracy and reliability oflyzer. The primary measured quantity in this instrument de-
the ellipsometric data left much space for improvementsign is the intensity of the light that passes the analyzer set at
Thus the next step in the development of ellipsometric mi-an azimuthal anglé, 1(A). This intensity can be computed
croscopy was an in depth characterization of the instrumerftom the electrical field strength at the detecky,,
performance combined with an error analysis. This is the
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A andP denote the azimuthal angles of the polarizer and the
analyzer with respect to the plane of incidence of the sample.

E, represents the electric field strength transmitted by the 3 =
polarizer. Exploiting Eq(2) one finds for the measured in- f: \| |
tensity I (A) at the detector DM ;,
I(A) = Efe;- Eper= lo[1 +a COY2A) + b sin(2A)] (4 ) |
where A 2 C P 1
B . . 5
lo=—"(R,R, cos’ P + RR; sin? P), (5)
2 v A

CCD

e R,R, co€ P - RR; sir? P

bR i ' (6) mirror
RoR, cos’ P+ R, sir? P
Zm(RpR;)COSP sinP FIG. 1. Design of'the eIIipsomgtric microscope: lenses 2—4 focuseo! a par-
= — — . (7 allel beam of light into an off-axis point of the back focal plane, resulting in
RpRp coS P+ RRs sirP P oblique illumination of the object in the front focal plane. The incoming

light passed a polarizéP). The angle of incidence in the front focal plane
The symboli)%(;) _d_enOtes the re_a| part OT the complex NUM- a5 controlled by horizontally shifting the rigidly coupled system of lens 2
ber z. The definition of the ellipsometric anglg¢&q. (1)] and deflection mirro(DM). An optional compensatdiC) allowed illumi-

together with Eqs(6) and(7) yields nation with elliptically polarized light. Light reflected and diffracted at the
object was collected by the objective, passed a computer controlled analyzer
1+a (A) and was focused onto a CCD caméens 5. Lenses 3 and 4 formed a
tan¥ = |tan P| : —_—, (8) telescopic system, thus they influenced the magnification of the microscope.
l1-a Here the illumination beam path is depicted, i.e., wherever a focus is indi-

cated, the illumination pinhole was imaged. Lens 5 imaged the pinhole to
infinity and formed an image of the object on the CCD at the same time.

cosA = sgr(cosP sinP) - L (9)
V1-a°
The function sgfx) returns the sign ok. Because the polar- beam of light was focused into the back focal plane of an
izer orientationP is known it is possible to determink and  infinity-corrected high-power microscope objectifi@lPla-
A of the sample by measuring the Fourier coefficientsof ~ nApo 50X, numerical aperture=0.95, Olympu§he paral-
the normalized intensiti{A)/1, incident at the detector. The lel beam of light was created by spatially filtering monochro-
remaining quadrant ambiguity of can be resolved by a matic light(546.1 nm from a mercury arc lamgHBO 103,
second measurement with an inserteldt wave plate(the  Osram with a small pinhole(50 um) and imaging it to in-
compensator Because the phase shift of the compensatofinity (lens 1. The finite diameter of the pinhole introduced a
just adds to the phase shift introduced by the sample ef- small divergence of the beaif*=+0.03°). The beam tra-
fectively cogA+90°)=-sinA is measured. This second versed a polarize(Glan-Thompson of interferometric qual-
measurement resolves the quadrant ambiguity. Thus, a typity: PGT2.12+PGTO0.1, B. Halle, BerlinA crucial point in
cal measurement yields two sets of ellipsometric quantities: ¢he design was that the angle of incidence could be con-
set of quadrant correcté® ,A) from the measurement with- trolled in order to maximize ellipsometric contrast. By later-
out compensator and a second set of quadrant correctedly displacing the mechanically connected system of deflec-
(W¢,A° from the measurement with compensator. tion mirror and lens 2 the pinhole was imaggéehses 3 and
By fitting a model function to measure#t© and A©  4) into the back focal plane of the objective with a certain
values one can extract up to two optical quantities of thedisplacement to the optical axis. This displacement caused
layers constituting the sample. This model function is usuallyoblique illumination of the object plane.
calculated by applying the Fresnel formulas, valid for strati- At the object light was reflected and diffracted. This light
fied, planar layers! was collected by the objective and imaged onto a CCD cam-
era(C4880-50, Hamamatsu, Herrschin@he infinity space
between the tube lengens 5 and objective accommodated
the optical components necessary for both illumination of the
The setup was constructed as an inverted microscopebject and polarization analysis of the reflected light. As the
employing epi-illuminationcf. Fig. 1): A parallel, polarized image is maximally blurred in this region those components

IIl. EXPERIMENTAL SETUP
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created almost no image degradation. For each pixel the irSiltronic, Burghausenwere taken as substrates. The silicon
tensityl(A) was measured as a function of the analyzer anglevavers were cleaned by successive ultrasonification in pure
A. Thus, each pixel of the CCD acted as a stand-alone ellipde-ionized water produced by a Millipore apparafMlli-Q
someter in a rotating-analyzer configuration. Reagent Grade Water SysteiR>18 M cm™!, pH 5.5,

As commercially available microscopes did not offer Millipore, Molsheim, Franck ethanol and acetone for
enough space for the necessary modifications the setup wa$ min, each. Between each sonification step the wavers
realized on an optical bench. All lenses were high grade achwere rinsed ten times with de-ionized water. Microstructures
romatic doublet{Melles Grio) with antireflection coatings were obtained by using an electron microscopy grid as mask
optimized for the wavelength used. Dust particles on the opduring the depositior{thermal evaporation, BOC Edwards
tical components were troublesome, because at the low nwuto 306 Turbo, Kirchheim: substrate temperature 25 °C,
merical aperture of illumination used here they caused highlypressure X 106 mbar, deposition rate: 4—7 nm/Jhe op-
visible diffraction rings. The abundance of these artifacts wasical properties of thin films depend on the deposition param-
greatly reduced by encapsulating all optical components in aters and must be determined experimentally. To this end a
tube mounting systerfLinos, Gottingen. second mask allowed for deposition within &8 mn¥ re-

The polarizers were mounted in stepper motor drivengion in close vicinity to the structured region. On these mac-
goniometers DRT 65, Owis, Staufen A compensatofOth  roscopic plateaus refractive index and layer thickness were
order\/4 plate, Owi$ mounted in a motorized filter wheel measured with high accuracy using a commercial point ellip-
(Filterwheel 40, Owigscould be rotated into the optical path. someter (A\=632.8 nm, Plasmos GmbH, MinchenThe
All these devices were computer controlled. Ellipsometricmeasured refractive indices were wavelength corrected to
measurements were performed by acquiring two stacks d846.1 nm by multiplying with ratios
pictures (with and without compensatpreach taken typl- n(\=546.1 nm {1.0012 for Mgk
cally at 18 equally spaced analyzer angles between 0° and ——M—— =
170°. Background images, where the illuminating light ~ N(A=632.8 nm [1.0145 for ZnS
bundle was blocked by a shutter, were recorded with thextracted from the literaturé. >
same exposure timéypically 80—110 ms for silicon sub-
strate$ as used for the actual measurements and subtracted CALIBRATION
from the measured data in order to correct for dark current

and amplification offsets of the CCD. A measurement cycl Calibration of the setup described above involved two

edif'ferent issues: the incident angle of the light in the object

(acquisition of 72 imagedypically lasted for 4 min. Most of : ; .
this time was spent to adjust the rotating components. At thglane had to be k_nown_dependmg on the (_jlsplacement posI-
on of the deflection mirror. Second, all azimuthal angles of

moment the compensator is rotated in and out at each angﬁ ) )
lyzer setting which is very time consuming. By streamliningt e polarizers and the compensator had to be adjusted pre-
the measurement sequence the measurement time can be ¢
duced to about 90 s. This time could be further cut in half if
the background images recorded at the first measureme
were reused for subsequent measurements. Aplanatic systems obey Abbe’s sine condifidh which

For processing of raw data a separate image processirigiplies that the paraxial approximation of principal planes is
software was developed that computed the ellipsometriteplaced by a construction with principal sphetegrom
angles¥ andA for each pixel of the camer@ypically 30 s  Abbe’s sine condition the relation between incident artgle
on a 2.5 GHz Pentium compatibleThe inherent quadrant and displacement of the deflection mirdy; was calculated
ambiguity of A was automatically resolved by combining the as
two data sets with and without compensator. Within the soft- d f
ware it was possible to define a model for the optical prop- sin® = —M_ .4 (10
erties of the planar stratified layers of the sample and to fit n-fop T3
the corresponding model function to either whole picturesvheren denotes the refractive index of the object side me-
one-dimensional1D) fit of 1024 pixels: 15 min, 2D fit:  dium (here air,n=1.000 and f,, the focal length of the
3 h) or selected profiles o and A (1D fit: <1's, 2D fit:  objective. The magnification due to lenses 3 and 4 was ex-
<10 9. By this procedure refractive indexand thicknessl plicitly included. Figure 2 shows that the geometrically mea-
of layers were determined with high spatial resolution. sured incident angles were in excellent agreement with Eq.

(10). Similar results were found earlier for an oil immersion
objective’® Therefore, in the following all given incident

IV. SAMPLE PREPARATION angles® were computed from the instrument settings with

The samples used for calibration and measurementd'® help of EG(10).
were thin structured films of MgF (n=1.389 (99.99%,
Goodfellow, Bad Nauheijnand gold deposited upon a sili-
con (100 substrate by vacuum deposition. Thin films of ZnS The azimuth angle®, A, andC of the rotating compo-
(n=2.379 were also deposited and measured to check theents of our setup had to be calibrated with respect to the
performance of the ellipsometric microscope in a completelyplane of incidence of the sample. To this end we adapted two
different refractive index regime. Silicon wave(®acker established methods from rotating-analyzer ellipsometry.

g_ely with respect to the plane of incidence.

ﬁ‘t Illuminating incident angle

B. Azimuthal angles of the polarizing components
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So6 o ooooo found SA can be extracted from the phase functiéiP’)
§ 0.0 o o o measured aP’=J6P. This can be seen from the first order
60 expansion ofg(P’) in both A and P:

2 40
= COSA
s O(P') =~ SA+ (P'=6P)+ ...(P=0), 17
z 20 (P') anv ( ) ( ) (17
3 0
2 I T T T 1
- 00 05 1.0 15 2.0 , , T
Position of deflection mirror [mm] O(P’) = 5A+cosAtan¥ - | P' — 6P - 2
FIG. 2. The incident angle in the object plane in dependence of the distance + .(P ~ 71_/2)' (18)

of the deflection mirror to the optical axis. Geometrically measured angles

O (crossepare in excellent agreement with the predictions from Abbe’s sine It was possible to apply the methods described above to

condition (line) with f,,;=3.6 mm(the straight line is not a fit eIIipsometric microscopy by measuring Iaterally homoge-
neous samples at several polarizer settifRgsnd computing

One of these methoc(ﬁspnesla yields excellent results for the Fpurier coefficienta and b from laterally averaged in-
A values far away from 0° and 180° while the other onel€nSities(~25x25 um).

(de Nijs)lg performs best in the complementary rangeAof _Tab_le | and Fig. 3 summarize the results of a typical
values. calibration. Three different samples were chosen: a bare gold

According to Aspnes the polarizer azimuth readis® substratg500 nm gold deposited onto a silicon wayvepti-

corresponding to the plane of incidence can be found bwally suited for residual function calibration, a bare silicon
measuring the residual functioR(P) at several polarizer substrate optimal for the phase difference calibration, and a

settingsP: silicon substrate covered with 40 nm MgWwhich allows for
P both calibrations. It turned out that the polarizer offséis
R(P)=1-7"a"+b%). (1) and &P, found in differentP zonesP~0 or /2 differed up

The instrumental frequency attenuation factprdescries 10 0.6°. Consequently the analyzer offséfs, and 5A; dif-
the attenuation of thea frequency component@-ly,b-1;)  fered too. This discrepancy was explained by residual ellip-

with respect to the dc componehtdue to electrical circuit  ticity I'e,a Of the utilized polarizing components. This imper-
deficiencies. A first order expansion =P’ - 5P for P~0 fection affects both calibration procedures described abbve.

yields If 6P, and 5A.l represent experimentally.determingd azi-
_ muthal correction values found neRre=0° in the residual
R(P') ~ (1_%> + 425'”2A (P' - 6P)2+ ... (12) function calibration method, those values have to be cor-
7)) rtat ¥ rected by
and forP= /2 TtanW’ +T'p cosA’
. 6P, = 6P, - (19
1\ 4sirfAtar? ¥ )2 T sinA’ '
RP)=(l-=|+—— (P -6P-—=
7 7 2
I'p cotW’ +1T'5 cosA’
+ (13) SA= A, - — & : (20)

i.e., in both zones the unknown polarizer off$¥# can be sin4
found by fitting a parabola to the measured residual functiorwhereW’ andA’ denote zero order approximatiofwithout
R(P). Because the curvature of this function becomes veryesidual ellipticity corrections'®?°The effect of the residual
low for samples withA close to 0° or 180° this method ellipticity on the polarizer calibration angles retrieved from
cannot be applied to such samples. In these cases the methibé phase difference function method is given to first order
of de Nijs was applied. In this approach the phase differencéy

function ®(P’)

tanA’

®(P') = 6(P') = 6P’ + m/2), (14) R N (21)
where (P’) is the phase function

9(P ) = arctarﬁb/a)/Z (15) 5AC - 5A0 + FP% (22)
has to be measured at seveRdl settings. A first order ex-
pansion ofd®(P’) yields Here 6P, is the P’ axis intercept of the phase difference

2 cosA function and A, is the phase function evaluated a®,,.
O(P') = -(P' = 6P), (16)  According to Ref. 18 the residual ellipticitidSy 5 can be

. calculated from measuredP,, 6P,, A, and 5A, values by
i.e., 6P can be found by determining theaxis intercept of a the following equations:
straight line fitted to the measured data.
Determination of the analyzer azimuth offs# is iden- _ ,_ OA A
I'p=|(6P,— 6Py)cosA” — ——— |/Dy, 23
tical for both methods: once the polarizer offsé® was p=| (0P 2 sin 2’ ! @3
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TABLE |. Calibration results for three different samples: 40 nm Mgt a silicon substrate, a bare gold
substrate and a bare silicon substrabeand A values were computed from the curvature and slope of the
residual and phase function. These values are still affected by the instrumental polatdat@t. VI B. 6P ,

and 6A; , were determined from the residual function measuremerfe$=at0°, P’ ~90°, respectivelysP, and

6A, were obtained from measuring the phase difference function. Entries “—" indicate that the respective
calibration method were not applicable in this case. The residual elliptitifesidl, were determined by Egs.
(23)—(25). For the bare silicon sample the average of the residual elliptiditigsas determined on gold and on

MgF, were used. Using those values the azimuthal angle offsets were corrected according to the respective
calibration procedurgEgs.(19) and(20) and Eqs(21) and(22), respectively. This yieldedsP, and SA..

Sample

Method Quantity Mgk gold Silicon
Residual function m 1.0024 1.004 1.0018
Residual function 7 0.9908 0.994 0.9913
Residual function 6P (°) 0.354 0.267 —
Residual function 5P, (°) 0.919 0.511 —
Residual function SA; (°) -0.214 0.015 —
Residual function A, (°) -0.247 0.010 —
Phase difference function 5Py () -0.035 — 0.024
Phase difference function SAq (°) 0.249 — 0.164
Residual function Ip[-1079] -4.4 -1.5 —
Residual function 109 -6.0 -2.6 —
T (%) 34.4 44.1 31.9
A (°) 144.5 126.8 173.0

Residual function corréP;, (°) 0.41 0.38 —
Phase difference function coP, (°) 0.46 — 0.11
Residual function corréA (°) -0.06 0.02 —
Phase difference function coiA, (°) -0.13 — 0.09

5P, — 6P, VI. MEASUREMENTS AND DISCUSSION
Ipa=| (6A;— 6Ay)COSA’ - enov /Dy, (24)
sin In order to assess the accuracy of the ellipsometric mi-
croscope, homogeneous areas of the bgbated silicon
substrates were measured. All presented ellipsometric quan-

D;=2(cof A’ —sin22W’')/sinA’. (25 tities were computed from laterally averaget~25
Table | shows that the polarizer offset®, and A, X 25 um) intensities. However, averaging could be omitted
found after correcting for the influence of the residual ellip-as Well, (cf. Sec. VI D. Additionally, the presented values
ticities I'p o Were in good agreement for all three samples. Inwere zone averaged in order to avoid systematic errors like
this calibration average values &=0.34°+0.16° andd,  component azimuth error&P, A, and 6C) and polarizer
=-0.02°+0.10° were found. In order to estimate the sensitmperfectionsl’', p: those errors are eliminated to first order
tivity of this calibration method on the range of angles usedf measured¥” and A values, obtained at polarizer settiRy
the analysis was repeated utilizing only the subrafje and -P, are averaged. This procedure is called zone
€[-5°,5°]. The agreement was very goodP.  averaging>®
=0.35°+0.18° andA.=-0.05° £0.13} and showed that the Great care was taken to accurately characterize the de-
calibration procedures were indeed very stable. posited thin films with a commercial point ellipsometer. The
In the setup the azimuthal angle of the compensator wag,easured film thicknesses and theorrected refractive in-
not automated. Therefore it was impossible to apply I'keW's%ices were used to compute theoretically expected ellipso-

calibration procedures. The principal axes of the COMpensg;, i quantities¥ and A. Figure 4 shows the results in

tor_were foun_d b}’ placing the already calibrated poIanz_e rcomparison to these theoretical data. While qualitatively the
(oriented atP=45°), compensator, analyzer, and detector in

line and adjusting the azimuthal angle of the compensator jqgreement between mea;ured and expected data was rgmark—
order to minimize variations im(A). In the manually found ably good, S}’Ste”‘_a“c disagreements were clearly V'S'bl_e'
minimum position the orientation of the axes of the compen£EVEN More disturbing was the fact that measurements with
sator should enclose an angle of 45° with the transmissiofnd without compensator showed considerable disagreement.
axis of the polarizer. This kind of calibration procedure mini- Furthermore it was impossible to compute validzalues at
mizes|S6P- 6C|. Therefore the azimuthal errors with respectseveral thicknesses: the experimentally determined Fourier
to the plane of incidence of the sample should sati8®y  coefficientsa and b produced right-hand sides of E(p)

~ 5P~ 0° when all components are reassembled to the ellipwith moduli larger than one. In Fig. 4 the corresponding
sometric microscope. values were set to an arbitrarily selected value of 70°.
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Residual Function (P=0°)
75 O Gold
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Residual Function (P=90°)
504 O Gold
5 + 40nm MgF, on Si

(a) (b)
Phase Function (P=0°) Phase Function (P=90°)
10 O Gold ) 5 O Gold
+ 40nm MgF, on Si + 40nm MgF; on Si
2O Si Si
0+ e 0
_1 0 -
-5
T T T T I I
-5 0 5 85 90 95
P[] P[]
(©) (d)
Phase Difference Function
O Gold
5 + 40nm MgF, on Si
O Si
0o = &=
-5

FIG. 3. Plot of the residudh), (b), the phaséc), (d), and the phase difference functi¢g as measured with the ellipsometric microscope for three different
samples: gold substrate, 40 nm Mgén silicon and a bare silicon substrate.

A. Detector nonlinearity the intensity level. This correction brought data with and

The reason for the latter two issues turned out to be dvithout a compensator into good agreemefig. 4), never-
slight nonlinearity of the utilized CCD camera. In contrast totheless a gonsuderable difference to the theoretical expected
nonlinearity, blooming(i.e., smearing of charge into neigh- data remained.
boring pixels and image persistence did not influence our
results. We tested the linearity of the CCD camera with two o
different methods: the intensities incident on the CCD camB- Instrumental polarization
era were varied by inserting neutral density filters and by  This remaining discrepancy was found to stem from in-
varying the acquisition time of the CCD camera. Both meth-strumental polarizatiof?. i.e., the influence of the imaging
ods yielded similar(slightly nonlineaj results. This nonlin- optical components on the state of polarization. There are
earity may be dealt with by two different approaches: eithetwo major causes for instrumental polarization: birefringence
the measured intensities are linearized directly by generatingf the optical components induced by stress due to mounting
a lookup table of the inverse of the measured linealily = the components and the nonnormal incidence on the optical
terpolated with cubic splingsor the nonlinearity is corrected surfaces as the light passes through the imaging system. In-
for at the level of the measured Fourier coefficiem@ndb. strumental polarization is difficult to treat from first prin-
The latter can be done by assuming a small quadratic norciples. Therefore we developed a phenomenological, well
linearity of the detector output~1+kl? and computing the motivated, and simple approach to account for it. Although
relation between true and apparent Fourier coefficients. Coorrecting for instrumental polarization is essential for accu-
recting the nonlinearity at the level of the Fourier coefficientsrate measurements such an approach has not been published
turned out to yield results of similar quality, but did not before.
succeed in correcting uncomputable ellipsometric quantities Our model of the instrumental polarization treats the im-
as frequently. Thus, the nonlinearity was always corrected aging optics formally in exactly the same way as the sample
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& - ¥ {expected)
> -5 ¥ (lin., ZA)
50 —— ¥ (lin., ZA)
-e- ¥ (ZA)
40 ¥ (ZA)
308 g -
. S
20 _&@Afl T T ?‘Q"{“
50 100 150 200
MgF, [nm]
& — A (expected) T T
< - A (lin, ZA)
200 —— A°(iin., ZA)
-o- A (ZA)
150 ¢
100
T T T i
50 100 150 200
MgF, [nm]

FIG. 4. Measured ellipsometric quantities in comparison to expected data
(thick lines: Shown are plain and uncorrectdd and A values obtained at

an incident angle®=55.3° from MgFk coated silicon substratd®roken
lines, for clarity the data was shifted by -10¥) and -30°(A), respec-
tively]. Measurements witi{crossep and without (circles compensator
show considerable disagreements An Correcting for the slight non-
linearity of the CCD camera removed this discrepaftbyn lines and ren- . . . o ) )
dered most former uncomputahlevalues(arbitrarily set to 70fto sensible FIG. 5 L|n(_ear_|zed land |nstrl_JmentaI polarization (_:orr_ected ellipsometric
data. Nevertheless a considerable difference to the theoretical expected d&tdantities(thin lines in comparison to expected dathick line). The angle

remained. This was due to the instrumental polarization introduced by th@' incidence was9=55.31°. Data withcrossesand without compensator
imaging optics. (circles are in good agreement and show similar residuals.

100 T T
200

100
MgF, thickness [nm]

itself: its infl_uenc_e is parameterized with valud,, and ployed objective the following values were fountloy,
App;- As we illuminate and observe the sample through the- 45 330 andA = -4.51°. Figure 5 shows the result of this

objective the Jones matrix of the sample correction procedure.

tanWe? 0 In order to check the validity of the found calibration

( 0 1) scheme (detector nonlinearity+instrumental polarization
. ) several tests were made. The questions addressed by these
in Eq. (2) is then replaced by tests were(i) is the calibration scheme valid in the complete
tanWopeon 0 (tanWe* 0) (tanWoueon 0 domain of the "ellipsom.etric quant!tie@lf e[0° ,99°],A
( 0 1> : 0 1) 0 1) e€[0°,3607)?, (i) does it hold for incident polarizations

P # 45° (as theoretically expectg?l and(iii) do the quanti-
In this model the ellipsometric measuremes andA’ of  tjeg W op,; and Ay, vary with the incident angl®?
the combined system “imaging system+object” can be cor-  To address the first question silicon substrates were cov-
rected for the influence of the imaging system with the helpered with thin films of ZnS(n=2.38. These samples test

of the following equations: exactly the complement of th& domain already measured
tanV¥’ = tan¥ - tarf Pop;, (26) with the MgF, coated samples and thelr values cover al-
most the whole domaif0°, 3609. The latter two points were
A" =A+2Aqy;, (27 tested by varying the polarizer setting an§leand the inci-

dent angle. The values found fdfqp,; and Agy,; were in ex-

If the parametersioy; and Aoy, Of the imaging system are gellent agreement with the values found utilizing the MgF

known. We determined those parameters by minimizing th
sum

tan’ 2 TABLE Il. Experimentally determined instrumental depolarization param-
> \IfiT —tanl{ ——— + [AIT -(Af -2 -AObj)]z , eters of the imaging components.
i tanz ‘IrObj
(28) Material Parameters Wop (°) Aoy ()

where W and AT are the theoretically expected values and ;/Iggz gf:gi;ﬁf;‘g 32-23 _2'2411
W/ and A/ are the experimentally determinédonlinearity " oo T ' '
corrected and zone averagedlipsometric quantities of Fi ns 0=5531"P=45 46.58 ~4ad

P q 9 zns ©=53.13°,P=30° 46.73 -4.36

4. The indexi comprises _aII performed measurements, in- ¢ 0=55.31°, P=30° 46.59 _453
cluding the ones with an inserted compensator. For the em
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n
o
]

TABLE Ill. Accuracy of the ellipsometric microscope when the refractive
index is imposed. Measurements witAd<|) and without(|Ad|) compensa-
tor show nearly the same accuracy.

- 200

2.0 | 150 : — —
Material Parameters |Ad| (nm) |AdC] (nm)

Refractive index n

MgF, ©=55.31°,P=45° 2.6 2.2
Zns ©=53.13°,P=45° 2.4 3.0
zns ©=55.31°,P=45° 1.4 1.7
zns ©=53.13°,P=30° 2.6 2.7
Zns ©=55.31°,P=30° 1.4 1.5

100

- 50

[wu] wbrey 246y painsesy

0 50 100 150 200
MgF, thickness [nm]

d=~k-Dg{ke{0,1,2,..},Dg =\/20[1~(1/n})sir? ©] 3
2D-t the ellipsometric quantities become insensitive to the refrac-
tive indexn; of the layer. Hence the retrieved refractive in-
dices became erroneous. As in every interferometric tech-
nique the optical thickness-d was still measured accurately
and the determined thickness was erroneous too. In these
cases one optical quantity has to be imposed in order to
extract the other with a high degree of accuracy. Figulg 6
shows the results of a one dimensional fit where the refrac-
tive index was fixed. The obtained thicknessis were in
excellent agreement with the expected valdesnd the resi-
0 . . dues were usually well below 5 nm. Table Il summarizes

0 100 200 the average absolute deviation
MgF, thickness [nm]

O

Res. [nm]

100

Measured MgF, height [nm]

1 N
— M
(b) 1D+t |Ad] _Nzl|di ~d|
=
FIG. 6. (a) Refractive indicesbroken lineg and thicknessesthin lines of the measured thicknesses from their expected value at

obtained simultaneously by means of a 2D fit from correctedcind A: . . . .
Shown are data measured wittrossesand without(circles compensator. several instrument settings. It shows very ImpreSSIVer that

The thick line represents expected data determined with a commercial poifh€ overall height accuracy of the ellipsometric microscope
ellipsometer.(b) Resulting thicknesses if the refractive index of MgF was better than 3 nm if the refractive index of the thin layer

(n=1.389 is imposed. was known. The results of the same analysis for 2D fits and
intermediate thicknesses are summarized in Table IV. Re-

samples. The results of these tests are summarized fractive indices were measured to an accuracy of better than

Table 11. 2.5% while thicknesses were accurate to approximately
2.5 nm.

C. Accuracy

Having ensured that the ellipsometric microscope meal- Vertical sensitivity

suresV and A accurately the next step was to evaluate its  The results presented so far were based on laterally av-
accuracy with respect to determination of the optical propereraged intensities. However, thicknesses could also be mea-
ties of thin films. Figure @) shows the results obtained by sured accurately at every single pixel. Figure 7 shows a full-
fitting n andd simultaneously to the corrected ellipsometric frame 3D plot of the height topology obtained from two
data. While for intermediate thicknesses the results were imeasurements of a MgFsample at polarizer azimutha=
excellent agreement with the expected values, the results45° andP=-45°. For retrieval of zone averaged and instru-
scattered considerably at very small layer thicknessesnental polarization correctedt andA pictures the recorded
The same was true for layer thicknesses close to the periddtensities were first corrected for the CCD nonlinearity. Af-
of the ellipsometric quantities. This behavior is a well knownterwards¥’ and A’ images were computed for both polar-
limitation of ellipsometry: near to layer thicknesses ofizer settings. These images were zone averaged for each

TABLE IV. Accuracy of the ellipsometric microscope when refractive index and thickness are obtained simultaneously.

Material [Range(nm)] o,pP [Ad[ (nm) A (nm) [An] [Ang
MgF, (50-200 55.31°, 45° 2.8 2.0 0.023 0.010
ZnS (20-100 53.13°, 45° 2.1 1.5 0.037 0.062
ZnS (20-100 55.31°, 45° 2.1 2.4 0.040 0.056
ZnS (20-100 53.13°, 30° 2.6 2.4 0.063 0.077
ZnS (20-100 55.31°, 30° 2.2 2.5 0.049 0.061
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FIG. 7. 3D height topology of a MgFsample as obtained by ellipsometric MgF thickness [nm]

microscopy. The incident angle was 55.31°. At every single pixel of the ) ) ) ) ) o
CCD camerg1024) sensible values were obtained. Histograms of heightsF!G- 8. Histograms of heights—obtained at single pixels—uwithin a rectan-
obtained on homogeneous regions are shown in Fig. 8. gular region free of MgE(Ieft) and coated w@h Mgk (right). A Gaussian fit
to the histograms yielded mean heights of 2.25+0.43 nm and
102.3+0.44 nm, respectively. The given uncertainties represent the widths
pixel. The resulting?’ andA’ pictures were then corrected of the height distributions. The thicknesses computed from ellipsometric
data which were obtained by laterally averaging the intensiti&s within

for instrumental p0|anzatlon' No other processing was apfhe same region are marked with thick vertical bars. The small standard

plied. From thesel ?—ndA pictures the Cor.reSpO.nding th_iCk'. deviations of the histograms prove that there is no need for smoothing the
ness map was obtained by means of a pixel wise 1D fit withiata by lateral averaging.

75 nm height as the starting value.

Figure 8 shows histograms of the thicknesses obtained _ . )
pixel wise on laterally homogeneous ardas20x 10 um). tion (LSF). By differentiating the measured edge profile nu-

A Gaussian fit to the histograms yielded a measure for th&'€rically one obtains the LSF of the imaging system. The
standard deviatiorgs.d) of the distribution. It was usually modglanon transfer. functiotMTF)™ is then obtained by a
extremely narrow(s.d. ~0.5 nm). The thick vertical bars in Fourier transformation of the LSF

Fig. 8 mark the thicknesses obtained by first averaging later- d

ally the intensitiesl (A) over the same regions as used for MTF(K) = | F(LSHX))| :f<—,l’(x’)>. (29
determination of the histograms. The thicknesses obtained by dx

fitting to W and A obtained from laterally averaged intensi- For the edge structures under consideration this relation can
ties should therefore represent the average thickness of thgé understood as follows: the MTF is defined as the modulus
area. The absolute deviation of the results of both prOCEdUrQﬁ the image frequency Spectrum normalized to the Object
was less than 0.5 nm. The small amount of noise present ifgequency spectrurfi: Edge structures can be modeled by

the obtained heights and the fact that heights determinegdse of the Heaviside unit functid(x). This yields in agree-
from laterally averaged intensities did not differ significantly ment with Eq.(29):

from heights obtained at single pixels proved that laterally

averaging was not necessary. Judging from the amplitude of | FI (X))
the noise we expect that our apparatus should be able to MTF(k) = F(U(X)
resolve height steps of less than 0.5 nm.
F(I'(X)) "*&Of( d )
S Prramrrned BV e HCS I B (30
E. Lateral resolution ik + (k) dx

We determined the lateral resolution of the ellipsometricThe MTF is a measure for the contrast still conceivable in
microscope by measuring edge diffraction patterns of microthe image space depending on the spatial frequency of the
structures on silicon wavers. These samples were prepared aBject structure. The contrast of the image decreases with the
follows. Thermally oxidized silicon wavers were coated with spatial frequency and the frequency where the MTF drops
photoresist which was subsequently microstructured by libelow a value of 0.1 is identical to the one found by the
thography(A =365 nnj through a chromium mask specially Rayleigh criteriorf®
designed for these samples and written by an electron beam Please note that this method is strictly valid only for
lithograph. After development only regions which were notincoherent imaging systengse.g. scanners, digital cameyas
exposed to ultraviolet light were still covered by resist. A In ellipsometric microscopy the illumination aperture is ex-
subsequent reactive ion etching process removed the oxideemely small and hence the object is illuminated coherently.
exclusively in regions not covered by resist. In a secondrhus image formation can only be described by convolution
reactive ion etching step the remaining resist was removed axf the electrical field strengths, but those are inaccessible to
well. The final samples exhibited SjGstructures on bare direct measurement. Nevertheless E80) shows that this
silicon substrates with an edge width of less than @2  procedure yields a measure of the maximum transmitted spa-
which was determined by scanning electron microscopy. tial frequency. We used the knife edge method to obtain an

In order to determine the lateral resolution quantitativelyobjective and reproducible estimate of the contrast of small
we used the ISO standardized knife-edge mefiotihis  objects. Because of the coherent superposition of neighbor-
method relies on the measurement of a line profile over éng Airy patterns the observed resolution is dependent on
step-like structure. The resulting profile is the outcome of theheir phase relation. This is why the measured resolution
convolution of the object intensity with the line spread func-might be dependent on the layer composition of the sample
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Z Resolution limit: 1.04 ym TABLE V. Conservative estimates of the lateral resolution of the ellipso-
g 2000 Eod metric microscope in microns, determined by measurement of its modula-
§ 2 Resolution limit: 0.82 pm tion transf(_er function. Shown are maximum values for the three different
> sample heights.
%1000 054 l
£ i 0o Direction Intensity Psi Delta Height
I T T -~
0 %0 100 e 2 4 6 8 10 Parallel 11 0.8 11 11
Location [pm] Spatial frequency k [1/um]
Parallel(comp) 1.1 0.8 1.4 1.4
(@) (b) Perpendicular 17 1.3 14 15
Perpendiculatcomp 1.8 1.3 15 1.3
v 1.04 —
‘g 2000 - & Resolution limit: 1.05 pm
8 = . . .
é lar profiles the resolution was 1.7@m. In actual experi-
S o 05+ Resolution imt: 0.81 pm ments, the sample can always be rotated in order to observe
’g interesting structures with improved resolution.
= | , 0.0 I V=~ In summary, our experiments clearly showed that ellip-
50 100 6o 2 4 6 8 10 sometric microscopy has matured to a very reliable and ac-
Location [pm] Spatial frequency k [1/pm] . .. . . .
curate technique combining the benefits of light microscopy
(©) (d) (high spatial resolutionwith those of ellipsometry(good

resolution for thickness and refractive indeXhe most im-
FIG. 9. (a) shows raw intensity profiles of edge structutesdth: 1 pixel, ~ portant building block for this progress was correcting for

®=53-13°,P:45°'A=110(°, pafa;llel to the plane of incidencdhe result-  the instrumental polarization of the imaging optics by a
ing MTFs are given in(b). (c) shows the averaged profile@vidth: ; :
151 pixels, moving median and average filter with kernel sizeThe re- S|mple and reliable procedure.

sulting MTFs(d) are considerably smoother, but the actual resolution limit
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