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Ellipsometric microscopy is a technique that combines the merits of ellipsometry and light
microscopy, i.e., it allows noninvasive, label-free measurements of thin film thickness and refractive
index at high lateral resolution. Here we give a detailed description of the technique including a
complete calibration scheme and a model to correct for the instrumental polarization of the imaging
optics. The performance of the instrument was studied experimentally. We found a lateral resolution
of 1 mm and an absolute height accuracy of 3 nm. The measured refractive indices were accurate to
2.3% and the height sensitivity of the instrument was smaller than 5 Å. Another virtue of the
instrument design besides its good performance is that it is in essence an extension of standard light
microscopy and could be integrated into commercial microscopes.
© 2005 American Institute of Physics.fDOI: 10.1063/1.1921547g

I. INTRODUCTION

Ellipsometry is a versatile optical technique for the in-
vestigation of thin filmss0.1–300 nmd. Film thickness and
refractive index can be obtained rapidly and with high pre-
cision. However, most available instruments exhibit an area
of measurement of,1 mm2. Therefore microsctructured sur-
faces cannot be studied with these instruments. In the past
several schemes of imaging ellipsometers have been pro-
posed and some instruments are already commercially avail-
able. Traditional approaches of imaging ellipsometry fre-
quently utilize one of the following alternatives: either the
surface is scanned by a focused laser beam1,2 or the sample is
illuminated by parallel light and the surface imaged ob-
liquely onto a charge coupled devicesCCDd camera.3–7

Scanning the sample is time consuming. Therefore most ef-
forts concentrated on the latter approach. Its advantage is the
ease of attaching the necessary imaging optics to existing
point ellipsometers. However, due to the tilt angle of the
objective its numerical aperture is limited, resulting in a lat-
eral resolution of<3–5 mm. Because of oblique imaging
the image plane is inclined, too, causing image distortion. At
high magnifications the limited depth of focus gives rise to
clear image formation only in a narrow strip.8

In ellipsometric microscopy an optical microscope is
modified for ellipsometric measurements. Most of the above
mentioned limitations of microellipsometers were thus
overcome.9 Recently, first spatially resolved ellipsometric
measurements at the glass–water interface were reported.10

While these studies showed that the principle of ellipsomet-
ric microscopy indeed works, the accuracy and reliability of
the ellipsometric data left much space for improvement.
Thus the next step in the development of ellipsometric mi-
croscopy was an in depth characterization of the instrument
performance combined with an error analysis. This is the

focus of the present article. Here we present a complete cali-
bration procedure, describe the crucial systematic error
sources, and show how to correct for these errors. Most im-
portant was to account for the influence of the imaging optics
on the polarization of light. Finally, we present actual mea-
surements of the lateral resolution of the ellipsometric micro-
scope. In this work we concentrated on the technically im-
portant air–silicon interface.

II. ROTATING-ANALYZER ELLIPSOMETRY

In reflection ellipsometry a sample is illuminated with
parallel, monochromatic light of well defined polarization.
The measured quantity is the change of polarization due to
reflection of light at the sample. Using the Fresnel equations
for the propagation of light in layered media11 optical prop-
ertiessrefractive indexn, thicknessdd of layers thinner than
the wavelength of the light itself can be inferred. Usually, the
change in polarization is described by the ellipsometric
anglesC and D which are defined by the ratio of the com-
plex reflection coefficients:

tanC ·eiD =
Rp

Rs
=

uRpu
uRsu

·eiswp−wsd. s1d

The design of the ellipsometric microscope was based on a
rotating-analyzer type ellipsometer.12 In this type of ellip-
someter the incoming light is linearly polarized at an angleP
with respect to the plane of incidence. Light reflected at the
sample is analyzed by traversing a rotating polarizer, the ana-
lyzer. The primary measured quantity in this instrument de-
sign is the intensity of the light that passes the analyzer set at
an azimuthal angleA, IsAd. This intensity can be computed
from the electrical field strength at the detectorEDet.

EDet = R−ATARATSR−PSE0

0
D s2d

with
adAuthor to whom correspondence should be addressed; electronic mail:
r.merkel@fz-juelich.de

REVIEW OF SCIENTIFIC INSTRUMENTS76, 063701s2005d

0034-6748/2005/76~6!/063701/10/$22.50 © 2005 American Institute of Physics76, 063701-1

Downloaded 02 Jan 2007 to 134.94.122.39. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp

http://dx.doi.org/10.1063/1.1921547


TA = S1 0

0 0
D, TS = SRp 0

0 Rs
D s3d

representing Jones matrices11 for the analyzersTAd and the
specimensTSd. RX represents the rotation matrixswith rota-
tion angleXd

RX = S cosX sinX

− sinX cosX
D ,

A andP denote the azimuthal angles of the polarizer and the
analyzer with respect to the plane of incidence of the sample.
E0 represents the electric field strength transmitted by the
polarizer. Exploiting Eq.s2d one finds for the measured in-
tensity IsAd at the detector

IsAd = EDet
† ·EDet = I0f1 + a coss2Ad + b sins2Adg s4d

where

I0 =
E0

2

2
sRpRp

* cos2 P + RsRs
* sin2 Pd, s5d

a =
RpRp

* cos2 P − RsRs
* sin2 P

RpRp
* cos2 P + RsRs

* sin2 P
, s6d

b =
2RsRpRs

*dcosP sin P

RpRp
* cos2 P + RsRs

* sin2 P
. s7d

The symbolRszd denotes the real part of the complex num-
ber z. The definition of the ellipsometric anglesfEq. s1dg
together with Eqs.s6d and s7d yields

tanC = utanPu ·Î1 + a

1 − a
, s8d

cosD = sgnscosP sin Pd ·
b

Î1 − a2
. s9d

The function sgnsxd returns the sign ofx. Because the polar-
izer orientationP is known it is possible to determineC and
D of the sample by measuring the Fourier coefficientsa,b of
the normalized intensityIsAd / I0 incident at the detector. The
remaining quadrant ambiguity ofD can be resolved by a
second measurement with an insertedl /4 wave platesthe
compensatord. Because the phase shift of the compensator
just adds to the phase shiftD introduced by the sample ef-
fectively cossD+90°d=−sinD is measured. This second
measurement resolves the quadrant ambiguity. Thus, a typi-
cal measurement yields two sets of ellipsometric quantities: a
set of quadrant correctedsC ,Dd from the measurement with-
out compensator and a second set of quadrant corrected
sCc,Dcd from the measurement with compensator.

By fitting a model function to measuredCscd and Dscd

values one can extract up to two optical quantities of the
layers constituting the sample. This model function is usually
calculated by applying the Fresnel formulas, valid for strati-
fied, planar layers.11

III. EXPERIMENTAL SETUP

The setup was constructed as an inverted microscope
employing epi-illuminationscf. Fig. 1d: A parallel, polarized

beam of light was focused into the back focal plane of an
infinity-corrected high-power microscope objectivesMPla-
nApo 503, numerical aperture=0.95, Olympusd. The paral-
lel beam of light was created by spatially filtering monochro-
matic light s546.1 nmd from a mercury arc lampsHBO 103,
Osramd with a small pinholes50 mmd and imaging it to in-
finity slens 1d. The finite diameter of the pinhole introduced a
small divergence of the beams<±0.03°d. The beam tra-
versed a polarizersGlan-Thompson of interferometric qual-
ity: PGT2.12+PGT0.1, B. Halle, Berlind. A crucial point in
the design was that the angle of incidence could be con-
trolled in order to maximize ellipsometric contrast. By later-
ally displacing the mechanically connected system of deflec-
tion mirror and lens 2 the pinhole was imagedslenses 3 and
4d into the back focal plane of the objective with a certain
displacement to the optical axis. This displacement caused
oblique illumination of the object plane.

At the object light was reflected and diffracted. This light
was collected by the objective and imaged onto a CCD cam-
era sC4880-50, Hamamatsu, Herrschingd. The infinity space
between the tube lensslens 5d and objective accommodated
the optical components necessary for both illumination of the
object and polarization analysis of the reflected light. As the
image is maximally blurred in this region those components

FIG. 1. Design of the ellipsometric microscope: lenses 2–4 focused a par-
allel beam of light into an off-axis point of the back focal plane, resulting in
oblique illumination of the object in the front focal plane. The incoming
light passed a polarizersPd. The angle of incidence in the front focal plane
was controlled by horizontally shifting the rigidly coupled system of lens 2
and deflection mirrorsDMd. An optional compensatorsCd allowed illumi-
nation with elliptically polarized light. Light reflected and diffracted at the
object was collected by the objective, passed a computer controlled analyzer
sAd and was focused onto a CCD cameraslens 5d. Lenses 3 and 4 formed a
telescopic system, thus they influenced the magnification of the microscope.
Here the illumination beam path is depicted, i.e., wherever a focus is indi-
cated, the illumination pinhole was imaged. Lens 5 imaged the pinhole to
infinity and formed an image of the object on the CCD at the same time.
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created almost no image degradation. For each pixel the in-
tensityIsAd was measured as a function of the analyzer angle
A. Thus, each pixel of the CCD acted as a stand-alone ellip-
someter in a rotating-analyzer configuration.

As commercially available microscopes did not offer
enough space for the necessary modifications the setup was
realized on an optical bench. All lenses were high grade ach-
romatic doubletssMelles Griotd with antireflection coatings
optimized for the wavelength used. Dust particles on the op-
tical components were troublesome, because at the low nu-
merical aperture of illumination used here they caused highly
visible diffraction rings. The abundance of these artifacts was
greatly reduced by encapsulating all optical components in a
tube mounting systemsLinos, Göttingend.

The polarizers were mounted in stepper motor driven
goniometerssDRT 65, Owis, Staufend. A compensators0th
order l /4 plate, Owisd mounted in a motorized filter wheel
sFilterwheel 40, Owisd could be rotated into the optical path.
All these devices were computer controlled. Ellipsometric
measurements were performed by acquiring two stacks of
pictures swith and without compensatord, each taken typi-
cally at 18 equally spaced analyzer angles between 0° and
170°. Background images, where the illuminating light
bundle was blocked by a shutter, were recorded with the
same exposure timestypically 80–110 ms for silicon sub-
stratesd as used for the actual measurements and subtracted
from the measured data in order to correct for dark current
and amplification offsets of the CCD. A measurement cycle
sacquisition of 72 imagesd typically lasted for 4 min. Most of
this time was spent to adjust the rotating components. At the
moment the compensator is rotated in and out at each ana-
lyzer setting which is very time consuming. By streamlining
the measurement sequence the measurement time can be re-
duced to about 90 s. This time could be further cut in half if
the background images recorded at the first measurement
were reused for subsequent measurements.

For processing of raw data a separate image processing
software was developed that computed the ellipsometric
anglesC andD for each pixel of the camerastypically 30 s
on a 2.5 GHz Pentium compatibled. The inherent quadrant
ambiguity ofD was automatically resolved by combining the
two data sets with and without compensator. Within the soft-
ware it was possible to define a model for the optical prop-
erties of the planar stratified layers of the sample and to fit
the corresponding model function to either whole pictures
one-dimensionals1Dd fit of 10242 pixels: 15 min, 2D fit:
3 hd or selected profiles ofC and D s1D fit: ,1 s, 2D fit:
,10 sd. By this procedure refractive indexn and thicknessd
of layers were determined with high spatial resolution.

IV. SAMPLE PREPARATION

The samples used for calibration and measurements
were thin structured films of MgF2 sn=1.389d s99.99%,
Goodfellow, Bad Nauheimd and gold deposited upon a sili-
con s100d substrate by vacuum deposition. Thin films of ZnS
sn=2.379d were also deposited and measured to check the
performance of the ellipsometric microscope in a completely
different refractive index regime. Silicon waverssWacker

Siltronic, Burghausend were taken as substrates. The silicon
wavers were cleaned by successive ultrasonification in pure
de-ionized water produced by a Millipore apparatussMilli-Q
Reagent Grade Water System,R.18 MV cm−1, pH 5.5,
Millipore, Molsheim, Franced, ethanol and acetone for
15 min, each. Between each sonification step the wavers
were rinsed ten times with de-ionized water. Microstructures
were obtained by using an electron microscopy grid as mask
during the depositionsthermal evaporation, BOC Edwards
Auto 306 Turbo, Kirchheim: substrate temperature 25 °C,
pressure 2310−6 mbar, deposition rate: 4–7 nm/sd. The op-
tical properties of thin films depend on the deposition param-
eters and must be determined experimentally. To this end a
second mask allowed for deposition within a 638 mm2 re-
gion in close vicinity to the structured region. On these mac-
roscopic plateaus refractive index and layer thickness were
measured with high accuracy using a commercial point ellip-
someter sl=632.8 nm, Plasmos GmbH, Münchend. The
measured refractive indices were wavelength corrected to
546.1 nm by multiplying with ratios

nsl = 546.1 nmd
nsl = 632.8 nmd

= H1.0012 for MgF2
1.0145 for ZnS

J
extracted from the literature.13–15

V. CALIBRATION

Calibration of the setup described above involved two
different issues: the incident angle of the light in the object
plane had to be known depending on the displacement posi-
tion of the deflection mirror. Second, all azimuthal angles of
the polarizers and the compensator had to be adjusted pre-
cisely with respect to the plane of incidence.

A. Illuminating incident angle

Aplanatic systems obey Abbe’s sine condition16,17which
implies that the paraxial approximation of principal planes is
replaced by a construction with principal spheres.17 From
Abbe’s sine condition the relation between incident angleQ
and displacement of the deflection mirrordM was calculated
as

sinQ =
dM

n · fobj
·

f4

f3
, s10d

wheren denotes the refractive index of the object side me-
dium shere air,n=1.000d and fobj the focal length of the
objective. The magnification due to lenses 3 and 4 was ex-
plicitly included. Figure 2 shows that the geometrically mea-
sured incident angles were in excellent agreement with Eq.
s10d. Similar results were found earlier for an oil immersion
objective.10 Therefore, in the following all given incident
anglesQ were computed from the instrument settings with
the help of Eq.s10d.

B. Azimuthal angles of the polarizing components

The azimuth anglesP, A, andC of the rotating compo-
nents of our setup had to be calibrated with respect to the
plane of incidence of the sample. To this end we adapted two
established methods from rotating-analyzer ellipsometry.
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One of these methodssAspnesd18 yields excellent results for
D values far away from 0° and 180° while the other one
sde Nijsd19 performs best in the complementary range ofD
values.

According to Aspnes the polarizer azimuth readingdP
corresponding to the plane of incidence can be found by
measuring the residual functionRsPd at several polarizer
settingsP:

RsPd = 1 −h−2sa2 + b2d. s11d

The instrumental frequency attenuation factorh describes
the attenuation of the 2v frequency componentssa·I0,b·I0d
with respect to the dc componentI0 due to electrical circuit
deficiencies. A first order expansion inP=P8−dP for P<0
yields

RsP8d < S1 −
1

h2D +
4 sin2 D

h2 tan2 C
sP8 − dPd2 + . . . s12d

and forP<p /2

RsP8d < S1 −
1

h2D +
4 sin2 D tan2 C

h2 SP8 − dP −
p

2
D2

+ . . . , s13d

i.e., in both zones the unknown polarizer offsetdP can be
found by fitting a parabola to the measured residual function
RsPd. Because the curvature of this function becomes very
low for samples withD close to 0° or 180° this method
cannot be applied to such samples. In these cases the method
of de Nijs was applied. In this approach the phase difference
function FsP8d

FsP8d = usP8d − usP8 + p/2d, s14d

whereusP8d is the phase function

usP8d = arctansb/ad/2 s15d

has to be measured at severalP8 settings. A first order ex-
pansion ofFsP8d yields

FsP8d <
2 cosD

tan 2C
· sP8 − dPd, s16d

i.e., dP can be found by determining thex axis intercept of a
straight line fitted to the measured data.

Determination of the analyzer azimuth offsetdA is iden-
tical for both methods: once the polarizer offsetdP was

found dA can be extracted from the phase functionusP8d
measured atP8=dP. This can be seen from the first order
expansion ofusP8d in both A andP:

usP8d < dA +
cosD

tanC
· sP8 − dPd + . . . sP < 0d, s17d

usP8d < dA + cosD tanC ·SP8 − dP −
p

2
D

+ . . . sP < p/2d. s18d

It was possible to apply the methods described above to
ellipsometric microscopy by measuring laterally homoge-
neous samples at several polarizer settingsP and computing
the Fourier coefficientsa and b from laterally averaged in-
tensitiess,25325 mmd.

Table I and Fig. 3 summarize the results of a typical
calibration. Three different samples were chosen: a bare gold
substrates500 nm gold deposited onto a silicon waverd opti-
mally suited for residual function calibration, a bare silicon
substrate optimal for the phase difference calibration, and a
silicon substrate covered with 40 nm MgF2 which allows for
both calibrations. It turned out that the polarizer offsetsdP1

anddP2 found in differentP zonesP<0 or p /2 differed up
to 0.6°. Consequently the analyzer offsetsdA1 and dA2 dif-
fered too. This discrepancy was explained by residual ellip-
ticity GP,A of the utilized polarizing components. This imper-
fection affects both calibration procedures described above.20

If dP1 and dA1 represent experimentally determined azi-
muthal correction values found nearP<0° in the residual
function calibration method, those values have to be cor-
rected by

dPc = dP1 −
GA tanC8 + GP cosD8

sinD8
, s19d

dAc = dA1 −
GP cotC8 + GA cosD8

sinD8
, s20d

whereC8 andD8 denote zero order approximationsswithout
residual ellipticity correctionsd.18,20The effect of the residual
ellipticity on the polarizer calibration angles retrieved from
the phase difference function method is given to first order
by

dPc = dP0 + GP
tanD8

cos 2C8
, s21d

dAc = dA0 + GP
sinD8

tan 2C8
. s22d

Here dP0 is the P8 axis intercept of the phase difference
function anddA0 is the phase function evaluated atdP0.
According to Ref. 18 the residual ellipticitiesGP,A can be
calculated from measureddP1, dP2, dA1, anddA2 values by
the following equations:

GP = FsdP1 − dP2dcosD8 −
dA1 − dA2

sin 2C8
G/D1, s23d

FIG. 2. The incident angle in the object plane in dependence of the distance
of the deflection mirror to the optical axis. Geometrically measured angles
Q scrossesd are in excellent agreement with the predictions from Abbe’s sine
condition slined with fobj=3.6 mmsthe straight line is not a fitd.
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GA = FsdA1 − dA2dcosD8 −
dP1 − dP2

sin 2C8
G/D1, s24d

D1 = 2scos2 D8 − sin−2 2C8d/sinD8. s25d

Table I shows that the polarizer offsetsdPc and dAc

found after correcting for the influence of the residual ellip-
ticities GP,A were in good agreement for all three samples. In
this calibration average values ofPc=0.34° ±0.16° andAc

=−0.02° ±0.10° were found. In order to estimate the sensi-
tivity of this calibration method on the range of angles used
the analysis was repeated utilizing only the subrangeP
P f−5° ,5°g. The agreement was very goodsPc

=0.35° ±0.18° andAc=−0.05° ±0.13°d and showed that the
calibration procedures were indeed very stable.

In the setup the azimuthal angle of the compensator was
not automated. Therefore it was impossible to apply likewise
calibration procedures. The principal axes of the compensa-
tor were found by placing the already calibrated polarizer
soriented atP=45°d, compensator, analyzer, and detector in
line and adjusting the azimuthal angle of the compensator in
order to minimize variations inIsAd. In the manually found
minimum position the orientation of the axes of the compen-
sator should enclose an angle of 45° with the transmission
axis of the polarizer. This kind of calibration procedure mini-
mizesudP−dCu. Therefore the azimuthal errors with respect
to the plane of incidence of the sample should satisfydC
<dP<0° when all components are reassembled to the ellip-
sometric microscope.

VI. MEASUREMENTS AND DISCUSSION

In order to assess the accuracy of the ellipsometric mi-
croscope, homogeneous areas of the MgF2 coated silicon
substrates were measured. All presented ellipsometric quan-
tities were computed from laterally averageds,25
325 mmd intensities. However, averaging could be omitted
as well, scf. Sec. VI Dd. Additionally, the presented values
were zone averaged in order to avoid systematic errors like
component azimuth errorssdP, dA, and dCd and polarizer
imperfectionsGA,P: those errors are eliminated to first order
if measuredC andD values, obtained at polarizer settingP
and −P, are averaged. This procedure is called zone
averaging.20,21

Great care was taken to accurately characterize the de-
posited thin films with a commercial point ellipsometer. The
measured film thicknesses and thel-corrected refractive in-
dices were used to compute theoretically expected ellipso-
metric quantitiesC and D. Figure 4 shows the results in
comparison to these theoretical data. While qualitatively the
agreement between measured and expected data was remark-
ably good, systematic disagreements were clearly visible.
Even more disturbing was the fact that measurements with
and without compensator showed considerable disagreement.
Furthermore it was impossible to compute validD values at
several thicknesses: the experimentally determined Fourier
coefficientsa and b produced right-hand sides of Eq.s9d
with moduli larger than one. In Fig. 4 the corresponding
values were set to an arbitrarily selected value of 70°.

TABLE I. Calibration results for three different samples: 40 nm MgF2 on a silicon substrate, a bare gold
substrate and a bare silicon substrate.C and D values were computed from the curvature and slope of the
residual and phase function. These values are still affected by the instrumental polarizationscf. Sec. VI Bd. dP1,2

anddA1,2 were determined from the residual function measurements atP8<0°, P8<90°, respectively.dP0 and
dA0 were obtained from measuring the phase difference function. Entries “—” indicate that the respective
calibration method were not applicable in this case. The residual ellipticitiesGP andGA were determined by Eqs.
s23d–s25d. For the bare silicon sample the average of the residual ellipticitiesGP,A as determined on gold and on
MgF2 were used. Using those values the azimuthal angle offsets were corrected according to the respective
calibration procedurefEqs.s19d and s20d and Eqs.s21d and s22d, respectivelyg. This yieldeddPc anddAc.

Method Quantity MgF2

Sample
gold Silicon

Residual function h1 1.0024 1.004 1.0018
Residual function h2 0.9908 0.994 0.9913
Residual function dP1 s°d 0.354 0.267 —
Residual function dP2 s°d 0.919 0.511 —
Residual function dA1 s°d −0.214 0.015 —
Residual function dA2 s°d −0.247 0.010 —
Phase difference function dP0 s°d −0.035 — 0.024
Phase difference function dA0 s°d 0.249 — 0.164
Residual function GPf·10−3g −4.4 −1.5 —
Residual function GAf·10−3g −6.0 −2.6 —

C s°d 34.4 44.1 31.9
D s°d 144.5 126.8 173.0

Residual function corr.dPc s°d 0.41 0.38 —
Phase difference function corr.dPc s°d 0.46 — 0.11
Residual function corr.dAc s°d −0.06 0.02 —
Phase difference function corr.dAc s°d −0.13 — 0.09
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A. Detector nonlinearity

The reason for the latter two issues turned out to be a
slight nonlinearity of the utilized CCD camera. In contrast to
nonlinearity, bloomingsi.e., smearing of charge into neigh-
boring pixelsd and image persistence did not influence our
results. We tested the linearity of the CCD camera with two
different methods: the intensities incident on the CCD cam-
era were varied by inserting neutral density filters and by
varying the acquisition time of the CCD camera. Both meth-
ods yielded similarsslightly nonlineard results. This nonlin-
earity may be dealt with by two different approaches: either
the measured intensities are linearized directly by generating
a lookup table of the inverse of the measured linearitysin-
terpolated with cubic splinesd, or the nonlinearity is corrected
for at the level of the measured Fourier coefficientsa andb.
The latter can be done by assuming a small quadratic non-
linearity of the detector outputI , I +kI2 and computing the
relation between true and apparent Fourier coefficients. Cor-
recting the nonlinearity at the level of the Fourier coefficients
turned out to yield results of similar quality, but did not
succeed in correcting uncomputable ellipsometric quantities
as frequently. Thus, the nonlinearity was always corrected at

the intensity level. This correction brought data with and
without a compensator into good agreementsFig. 4d, never-
theless a considerable difference to the theoretical expected
data remained.

B. Instrumental polarization

This remaining discrepancy was found to stem from in-
strumental polarization,22 i.e., the influence of the imaging
optical components on the state of polarization. There are
two major causes for instrumental polarization: birefringence
of the optical components induced by stress due to mounting
the components and the nonnormal incidence on the optical
surfaces as the light passes through the imaging system. In-
strumental polarization is difficult to treat from first prin-
ciples. Therefore we developed a phenomenological, well
motivated, and simple approach to account for it. Although
correcting for instrumental polarization is essential for accu-
rate measurements such an approach has not been published
before.

Our model of the instrumental polarization treats the im-
aging optics formally in exactly the same way as the sample

FIG. 3. Plot of the residualsad, sbd, the phasescd, sdd, and the phase difference functionsed as measured with the ellipsometric microscope for three different
samples: gold substrate, 40 nm MgF2 on silicon and a bare silicon substrate.
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itself: its influence is parameterized with valuesCObj and
DObj. As we illuminate and observe the sample through the
objective the Jones matrix of the sample

StanCeiD 0

0 1
D

in Eq. s2d is then replaced by

StanCObje
iDObj 0

0 1
D ·StanCeiD 0

0 1
D ·StanCObje

iDObj 0

0 1
D .

In this model the ellipsometric measurementsC8 andD8 of
the combined system “imaging system+object” can be cor-
rected for the influence of the imaging system with the help
of the following equations:

tanC8 = tanC · tan2 CObj, s26d

D8 = D + 2DObj, s27d

if the parametersCObj and DObj of the imaging system are
known. We determined those parameters by minimizing the
sum

o
i
HFCi

T − tan−1S tanCi8

tan2 CObj
DG2

+ fDi
T − sDi8 − 2 ·DObjdg2J ,

s28d

whereCi
T and Di

T are the theoretically expected values and
Ci8 and Di8 are the experimentally determinedsnonlinearity
corrected and zone averagedd ellipsometric quantities of Fig.
4. The indexi comprises all performed measurements, in-
cluding the ones with an inserted compensator. For the em-

ployed objective the following values were found:CObj

=46.33° andDObj=−4.51°. Figure 5 shows the result of this
correction procedure.

In order to check the validity of the found calibration
scheme sdetector nonlinearity+ instrumental polarizationd
several tests were made. The questions addressed by these
tests were:sid is the calibration scheme valid in the complete
domain of the ellipsometric quantitiessCP f0° ,90°g ,D
P f0° ,360°fd?, sii d does it hold for incident polarizations
PÞ45° sas theoretically expectedd?, andsiii d do the quanti-
ties CObj andDObj vary with the incident angleQ?

To address the first question silicon substrates were cov-
ered with thin films of ZnSsn=2.38d. These samples test
exactly the complement of theC domain already measured
with the MgF2 coated samples and theirD values cover al-
most the whole domainf0°, 360°g. The latter two points were
tested by varying the polarizer setting angleP and the inci-
dent angle. The values found forCObj andDObj were in ex-
cellent agreement with the values found utilizing the MgF2

TABLE II. Experimentally determined instrumental depolarization param-
eters of the imaging components.

Material Parameters CObj s°d DObj s°d

MgF2 U=55.31°,P=45° 46.33 −4.51
ZnS U=53.13°,P=45° 46.60 −4.54
ZnS U=55.31°,P=45° 46.58 −4.44
ZnS U=53.13°,P=30° 46.73 −4.36
ZnS U=55.31°,P=30° 46.59 −4.53

FIG. 4. Measured ellipsometric quantities in comparison to expected data
sthick linesd: Shown are plain and uncorrectedC andD values obtained at
an incident angleQ=55.3° from MgF2 coated silicon substratesfbroken
lines, for clarity the data was shifted by −10°sCd and −30°sDd, respec-
tivelyg. Measurements withscrossesd and without scirclesd compensator
show considerable disagreements inD. Correcting for the slight non-
linearity of the CCD camera removed this discrepancysthin linesd and ren-
dered most former uncomputableD valuessarbitrarily set to 70°d to sensible
data. Nevertheless a considerable difference to the theoretical expected data
remained. This was due to the instrumental polarization introduced by the
imaging optics.

FIG. 5. Linearized and instrumental polarization corrected ellipsometric
quantitiessthin linesd in comparison to expected datasthick lined. The angle
of incidence wasQ=55.31°. Data withscrossesd and without compensator
scirclesd are in good agreement and show similar residuals.
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samples. The results of these tests are summarized in
Table II.

C. Accuracy

Having ensured that the ellipsometric microscope mea-
suresC and D accurately the next step was to evaluate its
accuracy with respect to determination of the optical proper-
ties of thin films. Figure 6sad shows the results obtained by
fitting n andd simultaneously to the corrected ellipsometric
data. While for intermediate thicknesses the results were in
excellent agreement with the expected values, the results
scattered considerably at very small layer thicknesses.
The same was true for layer thicknesses close to the period
of the ellipsometric quantities. This behavior is a well known
limitation of ellipsometry: near to layer thicknesses of

d<k·DQ hkP h0,1,2, . . .j ,DQ =l /2njf1−s1/nj
2dsin2 Qg−1/2j

the ellipsometric quantities become insensitive to the refrac-
tive indexnj of the layer. Hence the retrieved refractive in-
dices became erroneous. As in every interferometric tech-
nique the optical thicknessn·d was still measured accurately
and the determined thickness was erroneous too. In these
cases one optical quantity has to be imposed in order to
extract the other with a high degree of accuracy. Figure 6sbd
shows the results of a one dimensional fit where the refrac-
tive index was fixed. The obtained thicknessesdi

M were in
excellent agreement with the expected valuesdi and the resi-
dues were usually well below 5 nm. Table III summarizes
the average absolute deviation

uDdu =
1

N
o
i=1

N

udi
M − diu

of the measured thicknesses from their expected value at
several instrument settings. It shows very impressively that
the overall height accuracy of the ellipsometric microscope
was better than 3 nm if the refractive index of the thin layer
was known. The results of the same analysis for 2D fits and
intermediate thicknesses are summarized in Table IV. Re-
fractive indices were measured to an accuracy of better than
2.5% while thicknesses were accurate to approximately
2.5 nm.

D. Vertical sensitivity

The results presented so far were based on laterally av-
eraged intensities. However, thicknesses could also be mea-
sured accurately at every single pixel. Figure 7 shows a full-
frame 3D plot of the height topology obtained from two
measurements of a MgF2 sample at polarizer azimuthsP=
+45° andP=−45°. For retrieval of zone averaged and instru-
mental polarization correctedC andD pictures the recorded
intensities were first corrected for the CCD nonlinearity. Af-
terwardsC8 and D8 images were computed for both polar-
izer settings. These images were zone averaged for each

FIG. 6. sad Refractive indicessbroken linesd and thicknessessthin linesd
obtained simultaneously by means of a 2D fit from correctedC and D:
Shown are data measured withscrossesd and withoutscirclesd compensator.
The thick line represents expected data determined with a commercial point
ellipsometer.sbd Resulting thicknesses if the refractive index of MgF2

sn=1.389d is imposed.

TABLE III. Accuracy of the ellipsometric microscope when the refractive
index is imposed. Measurements withsuDdcud and withoutsuDdud compensa-
tor show nearly the same accuracy.

Material Parameters uDdu snmd uDdcu snmd

MgF2 U=55.31°,P=45° 2.6 2.2
ZnS U=53.13°,P=45° 2.4 3.0
ZnS U=55.31°,P=45° 1.4 1.7
ZnS U=53.13°,P=30° 2.6 2.7
ZnS U=55.31°,P=30° 1.4 1.5

TABLE IV. Accuracy of the ellipsometric microscope when refractive index and thickness are obtained simultaneously.

Material fRangesnmdg U ,P uDdu snmd uDdcu snmd uDnu uDncu

MgF2 s50–200d 55.31°, 45° 2.8 2.0 0.023 0.010
ZnS s20–100d 53.13°, 45° 2.1 1.5 0.037 0.062
ZnS s20–100d 55.31°, 45° 2.1 2.4 0.040 0.056
ZnS s20–100d 53.13°, 30° 2.6 2.4 0.063 0.077
ZnS s20–100d 55.31°, 30° 2.2 2.5 0.049 0.061

063701-8 F. Linke and R. Merkel Rev. Sci. Instrum. 76, 063701 ~2005!

Downloaded 02 Jan 2007 to 134.94.122.39. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



pixel. The resultingC8 andD8 pictures were then corrected
for instrumental polarization. No other processing was ap-
plied. From theseC andD pictures the corresponding thick-
ness map was obtained by means of a pixel wise 1D fit with
75 nm height as the starting value.

Figure 8 shows histograms of the thicknesses obtained
pixel wise on laterally homogeneous areass,20310 mmd.
A Gaussian fit to the histograms yielded a measure for the
standard deviationss.d.d of the distribution. It was usually
extremely narrowss.d.,0.5 nmd. The thick vertical bars in
Fig. 8 mark the thicknesses obtained by first averaging later-
ally the intensitiesIsAd over the same regions as used for
determination of the histograms. The thicknesses obtained by
fitting to C andD obtained from laterally averaged intensi-
ties should therefore represent the average thickness of that
area. The absolute deviation of the results of both procedures
was less than 0.5 nm. The small amount of noise present in
the obtained heights and the fact that heights determined
from laterally averaged intensities did not differ significantly
from heights obtained at single pixels proved that laterally
averaging was not necessary. Judging from the amplitude of
the noise we expect that our apparatus should be able to
resolve height steps of less than 0.5 nm.

E. Lateral resolution

We determined the lateral resolution of the ellipsometric
microscope by measuring edge diffraction patterns of micro-
structures on silicon wavers. These samples were prepared as
follows. Thermally oxidized silicon wavers were coated with
photoresist which was subsequently microstructured by li-
thographysl=365 nmd through a chromium mask specially
designed for these samples and written by an electron beam
lithograph. After development only regions which were not
exposed to ultraviolet light were still covered by resist. A
subsequent reactive ion etching process removed the oxide
exclusively in regions not covered by resist. In a second
reactive ion etching step the remaining resist was removed as
well. The final samples exhibited SiO2 structures on bare
silicon substrates with an edge width of less than 0.2mm
which was determined by scanning electron microscopy.

In order to determine the lateral resolution quantitatively
we used the ISO standardized knife-edge method.23 This
method relies on the measurement of a line profile over a
step-like structure. The resulting profile is the outcome of the
convolution of the object intensity with the line spread func-

tion sLSFd. By differentiating the measured edge profile nu-
merically one obtains the LSF of the imaging system. The
modulation transfer functionsMTFd24 is then obtained by a
Fourier transformation of the LSF

MTFskd = uFsLSFsxddu = FS d

dx8
I8sx8dD . s29d

For the edge structures under consideration this relation can
be understood as follows: the MTF is defined as the modulus
of the image frequency spectrum normalized to the object
frequency spectrum.24 Edge structures can be modeled by
use of the Heaviside unit functionUsxd. This yields in agree-
ment with Eq.s29d:

MTFskd = UFsI8sx8dd
FsUsxdd U

= U FsI8sx8dd
1/ik + pdskd

U =
kÞ0

FS d

dx8
I8sx8dD . s30d

The MTF is a measure for the contrast still conceivable in
the image space depending on the spatial frequency of the
object structure. The contrast of the image decreases with the
spatial frequency and the frequency where the MTF drops
below a value of 0.1 is identical to the one found by the
Rayleigh criterion.25

Please note that this method is strictly valid only for
incoherent imaging systemsse.g. scanners, digital camerasd.
In ellipsometric microscopy the illumination aperture is ex-
tremely small and hence the object is illuminated coherently.
Thus image formation can only be described by convolution
of the electrical field strengths, but those are inaccessible to
direct measurement. Nevertheless Eq.s30d shows that this
procedure yields a measure of the maximum transmitted spa-
tial frequency. We used the knife edge method to obtain an
objective and reproducible estimate of the contrast of small
objects. Because of the coherent superposition of neighbor-
ing Airy patterns the observed resolution is dependent on
their phase relation. This is why the measured resolution
might be dependent on the layer composition of the sample

FIG. 8. Histograms of heights—obtained at single pixels—within a rectan-
gular region free of MgF2 sleftd and coated with MgF2 srightd. A Gaussian fit
to the histograms yielded mean heights of 2.25±0.43 nm and
102.3±0.44 nm, respectively. The given uncertainties represent the widths
of the height distributions. The thicknesses computed from ellipsometric
data which were obtained by laterally averaging the intensitiesIsAd within
the same region are marked with thick vertical bars. The small standard
deviations of the histograms prove that there is no need for smoothing the
data by lateral averaging.

FIG. 7. 3D height topology of a MgF2 sample as obtained by ellipsometric
microscopy. The incident angle was 55.31°. At every single pixel of the
CCD cameras10242d sensible values were obtained. Histograms of heights
obtained on homogeneous regions are shown in Fig. 8.
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smaterial and thicknessesd. Therefore we measured samples
with different heights and took the maximum value as a mea-
sure for the lateral resolution.

For determination of the lateral resolution edge profiles
were extracted from three different sampless25, 103, and
137 nm Si2O heightd, analyzing intensity,C, D, and height
profiles. Each of these profiles was extracted from measure-
ments with and without the compensator as well as parallel
and perpendicular to the plane of incidence. Altogether 48
profiles were analyzed. Because the sample was illuminated
under a certain angle of incidence we expect different lateral
resolutions for the various orientations of the structures. In
order to measure the diffraction patterns with a high signal-
to-noise ratio the intensity andC /D profiles were averaged
perpendicularly to the profile directions151 pixels, 29mmd.
Height profiles were obtained from the averagedC /D pro-
files. The strong nonlinear relation between layer thickness
and ellipsometric quantities can cause discontinuous height
profiles. In order to avoid spurious super-resolution artifacts
introduced by these abrupt discontinuities it was necessary to
apply averaging filterssmoving median and a moving aver-
age filter with kernel size 5d to the raw profiles. For reasons
of consistency these filters were applied to all profiles, al-
though the much smoother intensity profiles would not de-
mand such measures. As one pixel corresponds to 0.191mm
in object space the kernel size 5 corresponds to a length still
below the expected resolution. It was verified that for smooth
profiles, i.e., intensity andC /D profiles, the applied averag-
ing and filtering procedure did not influence the obtained
lateral resolutionscf. Fig. 9d.

The results are summarized in Table V. We found that
the lateral resolution indeed depends on the spatial direction.
For profiles parallel to the plane of incidence we found a
lateral resolution of approximately 1mm and for perpendicu-

lar profiles the resolution was 1.75mm. In actual experi-
ments, the sample can always be rotated in order to observe
interesting structures with improved resolution.

In summary, our experiments clearly showed that ellip-
sometric microscopy has matured to a very reliable and ac-
curate technique combining the benefits of light microscopy
shigh spatial resolutiond with those of ellipsometrysgood
resolution for thickness and refractive indexd. The most im-
portant building block for this progress was correcting for
the instrumental polarization of the imaging optics by a
simple and reliable procedure.
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FIG. 9. sad shows raw intensity profiles of edge structuresswidth: 1 pixel,
Q=53.13°,P=45°, A=110°, parallel to the plane of incidenced. The result-
ing MTFs are given insbd. scd shows the averaged profilesswidth:
151 pixels, moving median and average filter with kernel size 5d. The re-
sulting MTFssdd are considerably smoother, but the actual resolution limit
did not change.

TABLE V. Conservative estimates of the lateral resolution of the ellipso-
metric microscope in microns, determined by measurement of its modula-
tion transfer function. Shown are maximum values for the three different
sample heights.

Direction Intensity Psi Delta Height

Parallel 1.1 0.8 1.1 1.1
Parallelscomp.d 1.1 0.8 1.4 1.4
Perpendicular 1.7 1.3 1.4 1.5
Perpendicularscompd 1.8 1.3 1.5 1.3
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