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ABSTRACT

During neurosurgery the brain can deform, which is known as brain shift. The deformation can be as large as 20 mm and limits the accuracy of image-guided surgery.

In this work we use pre- and intra-operative CBCT angiography to infer this deformation. We first segment cortex and vessels in both images and then perform surface registration between the pre- and intra-operative segmentations. The resulting deformation field is assumed to correspond to the brain deformation and can be used to update other pre-operative images. Since the intra-operative image quality is deteriorated by streak artifacts originating from the metallic stereotactic frame, our approach explores robust segmentation and registration methods that reduce the influence of these artifacts.

Our method is tested on a clinical data set of 8 patients who underwent neurosurgery. We also compare with a recently published method and rigid registration as a baseline method, showing the improved accuracy of our approach.

1. INTRODUCTION

During neurosurgery, the brain deforms up to 20 mm [1, 2]. This brain shift, if not corrected for, causes image-guided surgery systems to provide inaccurate pre-operative information to the surgeon. Therefore, this brain shift has to be inferred in order to update the pre-operative images such that they correspond to the intra-operative reality.

Studies [1, 2] show that deformation is not constant throughout the brain, as the magnitude is higher near the cortex, and lower for deep structures. Several factors contribute to the size and direction of the brain shift: orientation of the patient, cerebrospinal fluid (CSF) loss, tissue resection, skull opening size, etc.

Several earlier works attempt to mitigate the problems caused by brain shift. For example, Ji et al. [3] register the cortical surface utilizing stereo-vision. However, stereovision can only account for the deformation on the cortex, and therefore cannot calculate the deformation in the deeper structures. Archip et al. [4] use intra-operative MRI and construct a biomechanical model of the brain. However, intra-operative MRI is not commonly available. The use of intra-operative US was investigated by Farnia et al. [5] and Reinertsen et al. [6]. They segment certain anatomical structures such as vessels and sulci in both images to drive the registration. These studies report good results, but the use of ultrasound has an intrinsic disadvantage: to obtain good image quality there needs to be physical contact between the ultrasound probe and the brain, which might require to make a larger burr hole than strictly necessary [6].

Robben et al. [7] propose to use pre- and intra-operative cone-beam computed tomography (CBCT) angiography to infer the deformation. CBCT angiography images provide good anatomical detail and can be acquired quickly at a reasonable cost. However, in practice these images suffer from streak artifacts from the metal stereotactic frame. Smit-Ockeloen et al. [8] propose a method where the CBCT angiographies are first preprocessed to reduce streak artifacts, then landmark enhanced and finally elastically registered to find the displacement field. The landmark enhancement comprises applying a vesselness filter and zeroing all voxels inside the ventricle and outside the brain segmentations. However, even after streak artifact reduction, there are remaining streak artifacts that interfere with the registration. Since their validation is limited to artificially deformed images, it is hard to predict the method’s performance on real images.

In our approach, important anatomical structures in the brain, namely the cortex and vessels, are segmented and subsequently registered. Since metal streak artifacts are present in the intra-operative images, we focus on reducing their influence on the segmentation and registration. We evaluate our method on a clinical dataset of eight patients and make a quantitative comparison with the method of Smit-Ockeloen et al. [8].
2. METHODS

2.1. Preprocessing

We first apply the streak artifact reduction method proposed by van der Bom et al. [9]. Then, the pre- and intra-operative images are rigidly registered, using the sum of squared differences as a similarity measure. Finally, the brain is segmented using the brain extraction tool proposed by Smith [10] adapted for CBCT [8].

2.2. Vessel segmentation

To extract the vessels from the image, the Frangi filter [11] is used. This filter computes the eigenvectors and eigenvalues of the Hessian matrix in each voxel of the image, on multiple scales, in order to assign a vesselness measure per voxel. The vesselness measure is thresholded at a fixed value to obtain a binary segmentation. The first eigenvector, corresponding to the lowest eigenvalue, represents the direction of the vessel.

In the intra-operative image, some streak artifacts are still present, even after streak artifact reduction. Since the streaks are tubular-like structures with high intensities, they will be recognized as vessels by the Frangi filter. In order to differentiate streaks from vessels, we segment the metal objects in each slice by thresholding the intensities, and calculate the direction from each metal object’s center of gravity towards each voxel in this slice and the neighboring slices. Should this direction be aligned with the first eigenvector in that voxel, then it is likely that the high vesselness value is due to a streak artifact, and we suppress this voxel. Moreover, because of the approximation that the metallic objects can be treated as point objects, the angle between the eigenvector and the direction to the metal object can differ a few degrees. Hence, we introduce a tolerance that is empirically chosen to be 10°.

2.3. Registration

Some structures will be visible in only one of the two images due to segmentation errors, streak artifacts or differences in the timing of the contrast agent injection. These structures need to be detected as outliers and ignored during the registration. Additionally, we want to exploit the sparseness of the segmentations, which might speed up registration. Therefore, we propose to register the surfaces of the segmented structures with a surface registration algorithm with outlier detection [12]. The algorithm iteratively finds corresponding points between the two surfaces and estimates the deformation field according to these correspondences. Outliers are detected on both distance and surface orientation and the non-rigid deformation field is diffusion regularized. The surfaces of the segmentations are calculated by the marching cubes algorithm. Finally, we interpolate the sparse deformation field using thin-plate splines to create a dense deformation field representing the brain shift [13].
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(a) Precision-recall graph of the vessel segmentation of slices without strong streak artifacts.
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(b) Precision-recall graph of the vessel segmentation of slices with strong streak artifacts.

Fig. 1: Precision-recall graphs for both slices without many streaks and slices with many streaks. Data collected from all patients

3. RESULTS AND VALIDATION

All methods were tested on a data set with 8 patients undergoing neurosurgery. Images were acquired by a C-arm CBCT machine (Philips Allura Xper FD20, in Geneva University Hospital) and have 256x256x198 voxels with a voxel size of 0.98 × 0.98 × 0.98 mm. The 8 patients all went through surgery for a clipping procedure, without any CSF drainage, except patient 1. Patient 1 underwent a resection surgery with lumbar drainage. Mean craniotomy size was 2292 mm².

To validate the segmentations, we manually segmented the cortex and the vasculature in each image on eight slices that are uniformly distributed over the volume. Since the preprocessing part was adopted from [8], we only validate the more challenging intra-operative cortex segmentation here. We found that, over all images, the mean distance between manual and automatic cortex segmentation was 1.05 mm.

3.1. Vessel segmentation

We subdivided the manually segmented slices into two categories: slices with and slices without strong streak artifacts. For both categories, we calculate precision-recall curves to analyze the performance of the Frangi filter and the Frangi filter with artifact correction. Fig. 1a shows that, when no streaks are present, both methods have about the same precision and recall. Fig. 1b shows that, when streaks are present,
the artifact correction greatly improves the precision. Only at high recall rates, the precision is lower. This is because the artifact reduction will inherently delete some true vessels, and hence to achieve a very high recall, it will need a lower vesselness threshold which results in more false positives.

Fig. 2 visualizes the difference between the Frangi filter with and without artifact correction, where one can clearly see the streak artifact being removed from the output. However, some vessels are deleted as well.

3.2. Registration

The accuracy of the registration was measured by manually annotating 3D landmarks on the pre- and intra-operative images, and after registration, calculating the Euclidean distances between these corresponding points (the registration error). Eight landmarks were used for each patient (2 ventricle landmarks, and 6 vessel bifurcations). The mean registration error for the baseline method – rigid registration – equals 4.31 mm. The proposed method with artifact correction achieves a mean registration error of 3.12 mm, which is an improvement over current clinical practice. However, the registration error for the proposed method without artifact correction is only 2.80 mm. Apparently, the outlier detection of the registration framework successfully ignores the streak artifacts, making the streak correction in the vessel segmentation not strictly necessary, while the few true vessels that are accidentally removed, are informative for finding the correct transformation. We also validated the method of Smit-Ockeloen et al. [8], which has a mean registration error of 2.89 mm – slightly worse than ours. A more detailed look at the results (Fig. 4), shows our method gives the best result on seven out of eight images. Only in patient 4, whose scan was affected the most by streaks, the registration failed.

Fig. 3: Visualization of the registration of patient 1. The red contour is the pre-operative segmentation before registration and the green contour is after registration. The contours are overlaid on the intra-operative grey-scale image.
4. CONCLUSION

We proposed a method to register pre- and intra-operative CBCT angiographies. We showed it outperforms a state-of-the-art method and is an improvement over the current medical practice.

In future work, we will first address the root cause of the problems: the metal streak artifacts. If the metal stereotactic frame could be replaced by a synthetic non-metal frame, the streak artifacts would disappear, and a better segmentation and registration could be achieved. Second, we will segment the ventricles and use them as an extra anatomical structure during registration. The ventricles are visible on CBCT angiography and it has been shown that they deform during surgery [1]. Since little vasculature is present near the ventricles, we expect that this additional information would improve the registration.
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