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Abstract—Spatio-temporal cues offer a rich source of information for inferring structural and semantic scene properties. A particularly useful representation in computer vision is a spatio-temporal video segmentation. Together with motion, knowledge of depth can substantially improve superpixel segmentation. In this work we present a novel framework for spatio-temporal segmentation from RGBD video. The method employs both low-level (intensity, color) and high-level (deformable parts model) appearance features. Motion is incorporated through the use of optical flow to construct the temporal connections in the graph Laplacian. Depth cues are incorporated in the similarity metric to provide an informative cue for object boundaries at depth disparities. Naïve application of spectral clustering to dense spatio-temporal graphs leads to a high computational cost that is typically addressed through the use of GPUs or computer clusters. By contrast, we build upon a recently proposed Nyström approximation strategy for spatio-temporal clustering that enables computation on a single core. We further explore structured local connectivity patterns to give high performance at low computational cost. Also we propose a novel context-aware aggregation method that uses a deformable parts model to group the detected parts of the object as a single segment with an accurate boundary. Detailed experiments on the NYU Depth Dataset and TUM RGBD Dataset is performed to compare against previous large-scale graph-based spatio-temporal segmentation techniques which shows the substantial performance advantages of our framework.

I. INTRODUCTION

Video segmentation is defined as the problem of grouping a sequence of images into coherent regions with similar appearance, motion and temporal continuity. The goal of video segmentation is to represent image sequences through homogeneous regions where the same object should carry the same unique label along the whole video. Spatio-temporal cues are essential to obtain good performance in video segmentation, as appearance-based cues may be ambiguous in regions of low texture and similarity between foreground and background. An important additional information source has come in the form of RGBD cameras. These cameras have become ubiquitous in recent years, and are being incorporated in a large variety of entertainment systems, user interfaces, robotic sensors, etc. The information provided by depth is complementary to that provided by motion cues: motion can provide information about points that (do not) move together, while depth sensors provide information about depth disparities even in the absence of motion. This provides an excellent opportunity to boost spatio-temporal segmentation accuracy through the use of potentially noisy depth information. Spatio-temporal segmentation of RGBD videos has numerous applications in sub-fields of computer vision. In robotics, RGBD cameras are more-and-more frequently employed to infer environment structure and to identify individual objects that can be manipulated [2]. Self-driving cars must be able to accurately determine scene components, their spatial extents, and their trajectories [21]. Consequently analysis of RGBD images and videos is becoming an important problem in robotics [11].

High level vision tasks often require, or can be aided by knowledge of the spatio-temporal relationship between objects inherent in a high-quality RGBD video segmentation. In object tracking, frequent difficulties such as occlusion handling can be alleviated through segmentations that account for both appearance motion cues and depth disparities. Action recognition has been shown to be substantially aided through the incorporation of depth cues [18] and spatio-temporal segmentations with depth information is a rich representation for this task.

In this paper, we show that the inclusion of depth and deformable part-model information can greatly improve video segmentation. We are interested in unsupervised spatio-temporal segmentation of the RGBD video sequence. Our approach extends prior work on graph-based spatio-temporal segmentation [13] by adding depth information, parts-based aggregation, and also a novel technique for connecting pixels within a neighborhood. The central strategy is to build a pixel level spatio-temporal graph that encodes appearance, depth and motion information with temporal links based on optical flow and then cut the graph to obtain segments that are coherent over time. We present two different aggregation methods for merging the over-segmentation result. One is a hierarchical approach and the other is based on the deformable part models for an object of interest. We employ a recently proposed Nyström approximation strategy to ensure computational tractability, resulting in a method that is both accurate, and tractable to run on a single core. We believe this to be the first demonstration of dense spatio-temporal segmentation from RGBD videos that does not make use of extensive computational infrastructure such as GPUs or compute clusters. At the same time, we demonstrate substantially improved performance over a variety of approaches. Advantages of the proposed method are demonstrated using the NYU Depth Dataset [22] and the TUM RGBD Dataset [27] as well as on our own dataset. This paper makes three main contributions: (i) a
novel extension of a spatio-temporal graph Laplacian based spectral clustering technique is introduced that incorporates depth information, (ii) a randomized strategy is proposed for the structure of a pixel neighborhood in the construction of the spatio-temporal graph Laplacian, and (iii) a context aware aggregation strategy that employs an object detection system is employed to find object-centric segmentations.

II. RELATED WORK

Techniques for spatio-temporal segmentation can generally be grouped into several categories based on the assumptions made by the approach. One category of techniques is based on tracking and clustering a sparse number of point trajectories (up to 4% of the pixels) into temporally coherent moving regions [23], [4]. Another category is dense video segmentation in which the video is presented as a spatio-temporal volume. One popular method is hierarchical graph-based segmentation [14], which builds on graph-based image segmentation proposed by [10], in which a volumetric video graph is over-segmented into spatio-temporal regions. These regions form a region graph which is used to merge similar regions repeatedly into larger regions and creates a hierarchical segmentation of the video. In [7], hierarchical mean shift analysis is introduced, which maps pixels of a video stack into a 7D feature space and then uses mean shift repeatedly to achieve hierarchical clustering of the points in the video. Another recent work [5], uses a generative probabilistic model to find temporally consistent superpixels in a video stream. Normalized cuts for graph partitioning has been widely used in both image and video segmentation [25]. Since the underlying spectral clustering is computationally expensive, it is often impractical to use for large scale data. The Nyström method [31], [12], is a numerical solution for approximating p.s.d. matrices, which can be used to speed up spectral clustering. In [13], an efficient method is applied to randomly select a subset of pixels and estimate a rank-$k$ approximation of the similarity matrix which enables the performance of spatio-temporal segmentation in memory on a single CPU. In [28], GPU clusters are necessary to perform spectral clustering na"ïvely on the original, unapproximated Laplacian. These described methods are based on only appearance cues.

In [30] a depth-adaptive supervoxel video segmentation technique is proposed that uses color and depth information to compute the supervoxels and then applies spectral clustering to partition them into spatio-temporal segments. Another algorithm [1] uses a GPU based parallel Metropolis algorithm to combine color and depth information and segment the images. They use real-time optical flow to warp obtain segment labels and track them to the next frame. Also in [16], an efficient hierarchical graph based segmentation is presented for segmenting 3D RGBD point clouds. They consider a moving window over a point cloud that segments the similar points into regions which later are merged together repeatedly. A bipartite graph matching is used to obtain the final segmentation at a given level of the hierarchy. Other methods for 3D segmentation of point clouds such as [17], [24], [26] do not consider time and are focused on static scenes, or require strong supervision [15].

III. SPATIO-TEMPORAL SEGMENTATION

Our approach has three main steps, as shown in Figure 1. First, we randomly sample a subset of pixels in the video sequence and form a sparse affinity matrix, which is later used to estimate a low rank approximation of the full affinity matrix. Next, we perform spectral clustering on the affinity matrix to obtain an over-segmentation of the sequence. Finally, we apply ultra-metric contour maps [3] on the resulting over-segmentation to obtain a smaller number of regions.

A. Spatio-temporal Graph

For each frame in an RGBD video sequence, we create a similarity graph $G = (V, E, W)$, where each pixel is a vertex $v_i \in V$ and is connected to $v_j$ by an edge $e_{ij}$ if they are within distance $r$ from each other. The edge $e_{ij}$ is weighted by $w_{ij}$ that shows the similarity between pixels $v_i$ and $v_j$. 

![Fig. 1. Approach Overview: (left-to-right) Given a sequence of RGBD images, We first construct a similarity graph using appearance and depth information, we also add the temporal links computed using optical flow, then we use Nyström method to obtain an over-segmentation of the images, and finally we use a hierarchical aggregation method to obtain the final spatio-temporal segments in the video.](image-url)
where \( x \) is the depth value and \( W \) is a linear combination of the difference in intensity, color and spatial position of two pixels:

\[
d(p_1, p_2) = \alpha \cdot d_c(p_1, p_2) + \beta \cdot d_l(p_1, p_2)
\]

Also \( \sigma_p \) is a scaling factor, and we set \( \sigma_p = 0.01 \), \( \alpha = 0.4 \) and \( \beta = 0.6 \) a priori. \( d_c \) is the color distance of pixels \( p_1 \) and \( p_2 \), measured by the euclidean distance in the CIELAB color space, and \( d_l \) is the euclidean distance between 3D position of \( p_1 \) and \( p_2 \) in camera coordinates, which is computed using a pinhole camera model:

\[
xyz_p = \text{depth}_p \times \left( \frac{x-c_x}{f}, \frac{y-c_y}{f}, 1 \right)^T
\]

where \( x \) and \( y \) are the position of pixel \( p \) in image plane and \( f \), \( c_x \) and \( c_y \) are the camera parameters. As mentioned earlier, we only measure the similarity of the pixels within distance \( r \) in the image plane due to the fact that it is more likely that nearby points in 3D with similar colors belong to the same region. Choosing the graph radius \( r \), is a tradeoff between segmentation quality and computation cost. As discussed in [6], larger \( r \) makes the quality of segmentation better and smaller \( r \) makes the segmentation faster. If we consider a neighborhood around pixel \( p \), the graph weights have low variance, if there is no edge falling between any two adjacent pixels in the neighborhood it therefore is redundant information. By considering larger \( r \), the chances of having an edge in the neighborhood increases which leads to detecting contours and propagating the local cues across larger images regions, however the graph becomes denser and more expensive to compute. We alleviate this trade-off by considering a mid-range sparse neighborhood around pixels to benefit from grouping information of a larger area while low cost computation of the sparse neighborhood (Figure 2 and Figure 4, implementation details are provided in Section IV). The random pixel-neighborhood pattern in the third column of Figure 4 gives an empirically superior balance between computational cost and accuracy than either a structured pattern or a dense neighborhood connectivity.

Prior to computing the similarity between the pixels, we use a joint bilateral filter [29], [8] for smoothing the image and removing the noise in color values. The joint bilateral filter controls the smoothing weight for color image with regards to the depth image and prevents color from flowing over the depth boundaries. The joint bilateral filter is defined as:

\[
I_{pc} = \frac{1}{k} \Sigma g_c(p_c - p'_c)g_d(p_d - p'_d)I_{pc}
\]

where

\[
k = \Sigma g_c(p_c - p'_c)g_d(p_d - p'_d)
\]

is a normalization term and \( p_c \) is the color value, \( p_d \) is the depth value and \( g \) denotes the Gaussian kernel. Here, kernel \( g_c \) sets the weights based on the color difference of the pixels, while the edge stopping kernel \( g_d \) computes proper weights for nearby pixels based on the depth differences.

After creating the graph for each frame in the RGBD sequence, we need to add the motion information and extend the graph to the spatio-temporal case. In this step, we use optical flow [20] to compute the motion vectors between frames. Since the optical flow vector implies that the source pixel at time \( t - 1 \) belongs to the same region as the destination pixel in time \( t \), we connect pixel \((x, y)\) in frame \( t \) to its 9 neighbors along the backward flow \((u, v)\) in frame \( t - 1 \), e.g. \((x + u(x, y) + \delta_x, y + v(x, y) + \delta_y)\) for \( \delta_x, \delta_y \in \{-1, 0, 1\} \), and then we compute the similarities between the connected pixels using Equation (1).

### B. Over-segmentation

Given the similarity graph \( G \), we form the affinity matrix \( W \) which is a sparse symmetric band matrix of size \( n \times n \), \( n \) is the total number of pixels in the video. \( W \) has the following structure:

\[
W = \begin{bmatrix}
W_{11} & W_{12} & 0 & 0 & \ldots & 0 \\
W_{21} & W_{22} & W_{23} & 0 & \ldots & 0 \\
0 & W_{32} & W_{33} & \ldots & \ldots & 0 \\
0 & 0 & 0 & \ldots & \ldots & W_{nn}
\end{bmatrix}
\]

Fig. 2. The error based on choice of neighborhood size \( r = 3, 5, 7, 9, 11, 13, 15, 17, 19 \) and 21 for structured pattern, random pattern and dense pattern is shown in red, green and blue respectively. Note that the error is reported for the number of edges between the center pixel and the pixels in the neighborhood \( r \). The random pixel neighborhood strategy consistently gives the best performance (cf. Figure 4).
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Fig. 3. Computation time for eigen-decomposition of the normalized Laplacian is shown for different sample sizes in efficient Nyström method. Different colors represent different number of frames used to build the graph. (cf. Figure 5).
where $W_{i,i}$ denotes the affinity matrix between pixels in frame $i$ and $W_{i,j}$ denotes the affinity matrix between the pixels in frame $i$ and frame $j$. After building the spatio-temporal graph for all of the pixels in the video, which encodes appearance, depth and motion information, the spectral clustering algorithm is applied to partition the graph and obtain the over-segmentation of the video. In short, for spectral clustering, first we need to compute the normalized graph Laplacian of $L$ by

$$L = D^{-1/2}WD^{-1/2}$$

where $D$ is the diagonal degree matrix defined as $D_{ii} = \sum_{j=1}^{n} W_{ij}$. Then an eigen-solver is used to find the eigenvectors corresponding to the $k$ largest eigenvalues of the normalized Laplacian matrix. The complexity of the eigen decomposition of $L$ is $O(n^3)$ which makes it very expensive and impractical for large datasets like videos. Therefore we apply a time and space efficient Nyström method [19] similar to [13] that has a complexity of $O(nmk)$. The idea is to randomly select a subset of $m$ pixels in the video and form the affinity matrix for these selected pixels. Then the normalized Laplacian matrix $M$ is computed and used to estimate the eigenvectors of a rank-$k$ approximation of the normalized Laplacian matrix $L$ (Figure 5) for the entire set of pixels in the video. Finally another clustering algorithm such as $k$-means is used to cluster the estimated eigenvectors of the normalized Laplacian $L$. This will give us the cluster assignment for all of the pixels in the video. Further details are provided in [13]. This gives an over-segmentation of the video in the form of 3D superpixels that are coherent in terms of appearance and position in space and time. Note that in the context of this paper, the term superpixel has been used interchangeably with the term 3D superpixel.

### C. Hierarchical Aggregation

The over-segmentation of the RGBD video produces 3D depth-labeled superpixels. For each of these superpixels we compute a feature vector $f$. The components of $f$ are the superpixel LAB color histogram $s_c$, superpixel mean surface normal $s_n$ and superpixel centroid $s_{xy}$. We start by defining a graph structure where each superpixel is a vertex in the graph and is connected to all neighboring superpixels with edges. The edges are weighted by the similarity between connected superpixels, based on the fact that similar superpixels have similar appearance, are spatially close and have normals that point to the same direction. We measure the similarity of neighboring superpixels $s_i$ and $s_j$ by:

$$S_{ij} = \exp \left( \frac{-d^2(s_i, s_j)}{\sigma_s^2} \right)$$

where

$$d(s_i, s_j) = \gamma \times d_c(s_i, s_j) + \delta \times d_n(s_i, s_j) + \eta \times d_{xy}(s_i, s_j)$$

$d_c(s_i, s_j)$ is the $\chi^2$ distance between the color histograms, $d_n(s_i, s_j)$ measures the angle between surface normals, $d_{xy}(s_i, s_j)$ is the Euclidean distance of the superpixels centroids and $\sigma_s$ is a scaling factor. Also we set $\gamma = 0.4$, $\delta = 0.4$, $\eta = 0.2$ and $\sigma_s = 0.01$ a priori. Here, the intuition is that we want the superpixels that have similar color and surface normal to be grouped together but we put less emphasis on where in the image they are located (for example superpixels of a background wall that is occluded with a foreground object should be grouped into one segment). After creating the neighborhood graph for superpixels, we use an approach similar to the ultra-metric
contour map [3] to merge the superpixels repeatedly. We sort the edges in the neighborhood graph and start from the edge with highest value of similarity, and merge the two corresponding superpixels. Then we update the weights and repeat this process until there are no more edges. Also it is possible to make this process faster by using a bucket sort list in which we go thorough all the edges in one bucket and merge the corresponding superpixels before updating the neighborhood graph. This process gives us a hierarchy of segmentation in a bottom-up approach. We can obtain the final segmentation by using a threshold to stop merging the superpixels either when it reaches a certain level in the hierarchy or when a desired number of segments is obtained. Figure 6 presents the hierarchical aggregation results for different levels of segmentation.

D. Parts-Based Aggregation

In this section, we introduce a novel method for merging the superpixels obtained from the over-segmentation by applying an object detection technique [9] based on mixtures of multiscale deformable part models. These models are trained using a discriminative process that requires bounding boxes. A DPM model for an object with n parts is defined by a root filter and n part filters. To detect an object in the image, an overall score for each root location according to the best placement of the parts is computed. High-scoring root locations define detections while the locations of the parts that yield a high-scoring root location define a full object hypothesis with a bounding box. Given these bounding boxes and the filter scores, we want to segment out the object from the background. To do this, for each superpixel inside the bounding box, we first find the mean value of the scores given by the filter responses $s_{dpm}$. Then we build the superpixel neighborhood graph and compute the edge weights using Equation (7) where

$$d_{dpm}(s_i, s_j)$$ is simply the difference between superpixel scores and $\text{edge}(x)$ is the edge strength at pixel $x$ on the boundary of two superpixels. We set $\mu = 0.6$ and $\nu = 0.4$ a priori. If the filter responses for two adjacent superpixels are high enough, we still want to merge them even if there is an edge between them, so we set a higher value for $\mu$. We also applied a Sobel operator to detect the edges using the gradient of the image. Then the same approach as the previous section is used to merge the superpixels repeatedly. This method of aggregation can be used if one is interested in tracking a boundary accurate object in contrast to bounding box methods. To evaluate our results in this paper, however, we only used the hierarchical aggregation to obtain a dense segmentation of the sequence. Figure 7 shows the difference between hierarchical aggregation and parts-based aggregation.

IV. RESULTS

Several comparative experiments were run to assess the performance of the proposed method using publicly available RGB-D video sequences. In Table I, ‘RGB-D Video’ indicates the proposed method. The second method called ‘Depth two-stage’ uses the two-stage strategy proposed in [16] to incorporate depth information in the spatio-temporal segmentation, while still using the same appearance based cues as our proposed method. The fundamental difference between this method and the proposed method is that instead of combining depth and color information linearly, first a segmentation of a sequence of frames using depth and motion information is obtained, and then an over-segmentation of the frames is done using color and motion information while respecting the depth boundaries from previous step. The third method called ‘RGB Video [13]’ uses similar appearance cues to those employed in our method, but does not take depth information into account. The fourth method called ‘RGB Video [14]’ uses a similar approach to the graph based image segmentation ‘RGB Image [10]’, but extends it to the video setting by adding temporal information.

Fig. 6. Hierarchical Aggregation using an Ultra-Metric Contour Map approach is shown. Left column is the original frame taken from TUM RGBD Dataset [27], the second to fourth columns show different levels of segmentation in the hierarchy with maximum number of clusters: 400, 100, and 50 respectively.
These results show that combining depth information with color and temporal cues improves the segmentation result significantly and having an initial depth segmentation is not necessary. The proposed method tends to maintain the depth boundaries of the objects and avoids merging them into other parts of the scene. Three further experiments have been performed: two sequences of size 100 frames and one sequence of size 200 frames have been chosen from NYU Depth Dataset [22] and one sequence of size 150 frames has been chosen from our own dataset Fig. 8. The qualitative results shown in Figures 4, 5 and 6 are sequences chosen from TUM RGBD Dataset [27]. Table I shows the detailed numerical comparison between our method and the rest of methods. Here, the density of all the methods is 100% which denotes the percentage of pixels for which a label is reported. The overall error is the number of mislabeled pixels over the total number of labeled pixels. The overall accuracy is the number of correctly labeled pixels over the total number of pixels. All pixels covering their assigned region in ground truth are counted as correctly labeled pixels, all others count as mislabeled pixels. The average error is similar to the overall error but computed separately for each region first and then the average across all the regions is reported. The over-segmentation error indicates the number of clusters that need to be merged to fit the ground truth regions. Also the number of regions with less than 10% error is reported as the extracted objects. The same evaluation method has been previously used in [13], [4]. We can see that an integrated system incorporating RGB-D video gives the best results by a substantial margin, with an approximately 1/3 reduction in error rate vs. the best performing video segmentation competitor [13]. Furthermore, we show that the direct inclusion of depth in the graph segmentation reduces the error rate by a further 16% or more as compared with our implementation that uses the two-stage method proposed in [16]. Also Figure 2 and 4, compare the error for different graph radius sizes and patterns. Observe that the best result is achieved by choosing a larger radius with a sparse random pattern. Note, in all of our experiments, the graph radius is set to $r = 5$, which means that the center pixel is connected to 120 pixels in an 11x11 neighborhood (e.g. in the dense pattern). For both structured and random neighborhood pattern, the center pixel is connected to the same number of pixels as dense pattern but each has a different structure as shown in Fig. 4. In all of the experiments in this paper we use the random neighborhood pattern to build the spatio-temporal graph. Since a random subset of pixels is used in the video to approximate the normalized Laplacian matrix $L$, in Figure 3 and 5 the overall computation time and accuracy is reported for different sample sizes. It is obvious that selecting more pixels improves the segmentation result, however there is a trade-off between accuracy and computation cost. For all the experiments in this paper a random subset of 50% of pixels is chosen. On average, the runtime for the segmentation was about 20 minutes for 100 frames of size $640 \times 480$ on a single CPU. Finally, Figure 8 presents a qualitative comparison between the proposed method and other state-of-the-art methods based on superpixel segmentation.

V. DISCUSSION

Experiments systematically show an improvement using the proposed framework, both from a quantitative, and from a qualitative perspective. Results show a reduction in the overall error rate by approximately one third on both the first and second experiments. Of high importance to unsupervised object detection, the number of extracted objects is increased in both experiments as well. On the second experiment, the average error increases by one percent, but the first experiment shows an average error decrease of approximately one quarter. This disparity can be accounted for by the different distribution of segment sizes in the two sequences, and the overall error is consistently decreased by our method while using only 50% of randomly chosen pixels from the entire video. The random pixel neighborhood pattern gave the best result, and did so at a reduced computational cost.
TABLE I
COMPARISON BETWEEN THE PROPOSED METHOD AND EXISTING METHODS IN THE LITERATURE.

<table>
<thead>
<tr>
<th>Method</th>
<th>Overall Error</th>
<th>Overall Accuracy</th>
<th>Average Error</th>
<th>Over-segmentation</th>
<th>Extracted Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB-D Video</td>
<td>9.8%</td>
<td>90.2%</td>
<td>15.1%</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>Depth two-stage</td>
<td>11.7%</td>
<td>88.3%</td>
<td>16.7%</td>
<td>15.5</td>
<td>16</td>
</tr>
<tr>
<td>RGB Video [13]</td>
<td>14.3%</td>
<td>85.7%</td>
<td>17.2%</td>
<td>19.2</td>
<td>14.3</td>
</tr>
<tr>
<td>RGB Video [14]</td>
<td>16.4%</td>
<td>83.6%</td>
<td>19.1%</td>
<td>18.3</td>
<td>13</td>
</tr>
<tr>
<td>RGB Image [10]</td>
<td>21.7%</td>
<td>78.3%</td>
<td>23.7%</td>
<td>24</td>
<td>10</td>
</tr>
<tr>
<td>one sequence(100 frames)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGB-D Video</td>
<td>11.4%</td>
<td>88.6%</td>
<td>17.4%</td>
<td>16.8</td>
<td>12.4</td>
</tr>
<tr>
<td>Depth two-stage</td>
<td>13.9%</td>
<td>86.1%</td>
<td>20.1%</td>
<td>18</td>
<td>10.7</td>
</tr>
<tr>
<td>RGB Video [13]</td>
<td>16.3%</td>
<td>83.7%</td>
<td>21.4%</td>
<td>19.2</td>
<td>9.3</td>
</tr>
<tr>
<td>RGB Video [14]</td>
<td>16.1%</td>
<td>84.9%</td>
<td>21.8%</td>
<td>18.8</td>
<td>10</td>
</tr>
<tr>
<td>RGB Image [10]</td>
<td>23.4%</td>
<td>76.6%</td>
<td>25.2%</td>
<td>26.3</td>
<td>7.8</td>
</tr>
<tr>
<td>one sequence(150 frames)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGB-D Video</td>
<td>12.7%</td>
<td>87.3%</td>
<td>18.9%</td>
<td>18.1</td>
<td>14.1</td>
</tr>
<tr>
<td>Depth two-stage</td>
<td>14.3%</td>
<td>85.7%</td>
<td>19.8%</td>
<td>18.8</td>
<td>13</td>
</tr>
<tr>
<td>RGB Video [13]</td>
<td>15.8%</td>
<td>84.2%</td>
<td>22.0%</td>
<td>19.8</td>
<td>11.1</td>
</tr>
<tr>
<td>RGB Video [14]</td>
<td>17.5%</td>
<td>82.5%</td>
<td>23.1%</td>
<td>19.6</td>
<td>13</td>
</tr>
<tr>
<td>RGB Image [10]</td>
<td>24.7%</td>
<td>75.3%</td>
<td>28.2%</td>
<td>25.8</td>
<td>10.8</td>
</tr>
<tr>
<td>one sequence(200 frames)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Several computational innovations are incorporated in order to make feasible a dense spatio-temporal segmentation on a single core. First, a Nyström approximation is used based that samples pixels from the dense optic-flow graph. This strategy combines the computational efficiency of the Nyström approximation with the accuracy of an intelligent sampling strategy that accounts for the temporal structure of the problem. Additionally, we have incorporated a structured connectivity pattern for construction of the graph Laplacian. This strategy balances the high accuracy achieved by a connectivity with high spatial extent with the computational imperative of a similarity matrix with low degree. The resulting method has a computational efficiency sufficiently low to enable computation on a single core. Future work will be aimed at decreasing the computation time and use an online approach for streaming the video data.

The proposed framework has been validated using two benchmark datasets: the NYU Depth Dataset [22] and the TUM RGBD Dataset [27]. On both datasets, results show across the board improvements on a wide range of performance metrics. These include error and accuracy percentages, the degree of over-segmentation, and the number of objects extracted. In summary, we have shown that the addition of depth information, a structured connectivity pattern for the graph Laplacian, and a deformable parts model all conspire to substantially improve spatio-temporal segmentation of RGB-D video.

VI. CONCLUSION

In this work, we have proposed a novel framework for spatio-temporal segmentation from RGBD videos that incorporates a rich set of appearance, motion, object-part and depth cues while maintaining feasible computation on a single core.

The system employs appearance cues based on low-level information such as intensity and color, while also incorporating high-level information from a deformable parts model (DPM). In this way, we are able to compute object-centric spatio-temporal segmentations based on semantic object detection. One interesting area of future work based on the proposed idea is to use this technique to segment and track the object detected by DPM and improve the performance of object detection where DPM fails to detect the object due to different factors in the scene.

A structured placement did not perform as well, indicating that the random structure of the pattern gives a good spatial coverage of the neighborhood. Also incorporating depth and color in spatio-temporal graph makes our method much more efficient compared to ‘Depth two-stage’ method inspired by [16], since we only apply spectral clustering once to obtain the segmentation whereas the other method needs to perform spectral clustering twice. The effect of the Nyström method is demonstrated in Figure 5 and Figure 3. We see that the approximation degrades gracefully with the sparsity, and that qualitatively sensible segmentations are achieved at a sampling rate of 50% or lower. Also the computation time for spectral clustering increases drastically with respect to the number of pixels. However, we can observe that choosing a smaller size window for processing the frames in conjunction with choosing a larger sample size gives better accuracy and less computation time.
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Fig. 8. Segmentation results by the proposed method for a sequence of size 6 shown in the last row. The first row: our temporal RGB-D, the second row: temporal RGB [14].


