Global tractography of multi-shell diffusion-weighted imaging data using a multi-tissue model
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Abstract

Diffusion-weighted imaging and tractography provide a unique, non-invasive technique to study the macroscopic structure and connectivity of brain white matter in vivo. Global tractography methods aim at reconstructing the full-brain fibre configuration that best explains the measured data, based on a generative signal model. In this work, we incorporate a multi-shell multi-tissue model based on spherical convolution, into a global tractography framework, which allows to deal with partial volume effects. The required tissue response functions can be estimated from and hence calibrated to the data. The resulting track reconstruction is quantitatively related to the apparent fibre density in the data. In addition, the fibre orientation distribution for white matter and the volume fractions of grey matter and cerebrospinal fluid are produced as ancillary results. Validation results on simulated data demonstrate that this data-driven approach improves over state-of-the-art streamline and global tracking methods, particularly in the valid connection rate. Results in human brain data correspond to known white matter anatomy and show improved modelling of partial voluming. This work is an important step towards detecting and quantifying white matter changes and connectivity in healthy subjects and patients.
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1. Introduction

Diffusion-weighted imaging (DWI) (Le Bihan et al., 1986) and tractography (Mori and van Zijl, 2002) provide a unique, non-invasive technique to study the macroscopic structure and connectivity of the white matter in the human brain in vivo (the human connectome) (Tournier et al., 2011; Dell’Acqua and Catani, 2012). Not only is mapping the connectome one of the biggest challenges in modern neuroscience, a detailed understanding of its structure and organization may also help the neuroscientific community to gain insight in a number of important disease processes (Sporns et al., 2005; Jbabdi and Johansen-Berg, 2011). Therefore, diffusion-weighted imaging and tractography are key elements in recent, large-scale efforts for mapping the human brain (Van Essen et al., 2013; Asaf et al., 2013). Yet, besides large datasets, improved analysis pipelines are needed before connectomics may reliably answer those questions, first and foremost improved microstructural modelling and tractography (Jbabdi and Johansen-Berg, 2011).

While it has been recognized early on that diffusion is sensitive to the underlying fibre geometry (Beaulieu, 2002), understanding the precise link between both is essential for accurate and robust interpretation of the measured data (Jbabdi and Johansen-Berg, 2011; Mangin et al., 2013). Hence, considerable effort has gone to modelling this so-called local inverse problem, beyond the (Gaussian) diffusion tensor model (Basser et al., 1994). On the one hand, a growing class of methods aims at modelling the biophysical process directly, hence deriving microstructural properties such as axon diameter, neurite density, etc. (Panagiotaki et al., 2012). On the other hand, data-driven approaches have been developed, which aim at deriving the fibre geometry with as little prior assumptions about its physical properties as possible. Arguably the most popular among these are spherical deconvolution (SD) techniques (Tournier et al., 2007; Descoteaux et al., 2009), which reconstruct the fibre orientation distribution function (fODF) based on a fibre response function that may be estimated from the data itself. However, despite the progress in this area, the local inverse problem is inherently incomplete, as the symmetric nature of the diffusion profile cannot discriminate crossing and fanning fibre geometries on a larger scale (Jbabdi and Johansen-Berg, 2011).

Because of the aforementioned limitations of local modelling, Mangin et al. (2013) recently advocated “a shift toward a global inverse problem perspective, namely the global reconstruction of the geometry of the complete white...
matter”. Indeed, accounting for the spatial continuity of neural fibres may help in recovering locally ambiguous configurations, and improve the robustness of the model fitting. Such is the motivation behind a growing class of spatially regularized fODF reconstruction methods (Goh et al., 2009; Reisert and Kiselev, 2011; Zhou et al., 2014). Global tractography (GT) methods (Fouquet et al., 2000; Mangin et al., 2002; Kreher et al., 2008; Fillard et al., 2009; Reisert et al., 2011, 2014) go even further and aim at reconstructing the entire fibre configuration that best explains the measured diffusion data. Moreover, they address the ill-posed nature of diffusion tractography at the same time, i.e., they are more robust to noise and local reconstruction errors than streamline tracking (Mangin et al., 2013).

Yet, current GT methods rely on specific microstructural models with fixed parameters, which may not always be adapted to the type of data available. Kreher et al. (2008) and Fillard et al. (2009) model the fibre response as an axially-symmetric diffusion tensor. Reisert et al. (2011) use the stick model for the intra-axonal compartment (Behrens et al., 2003), which they have recently extended (2011) with a separate extra-axonal compartment, modelled by a volume effects from adjacent tissues into account.

As such, the problem becomes finding the global minimum with a separate extra-axonal compartment, modelled by a generative model defined as part of the global tractography method of Reisert et al. (2011). In addition, we adopt the multi-tissue model of Jeurissen et al. (2014) to differentiate between white matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) compartments. As such, our approach explicitly accounts for partial volume effects, and does not require a white matter mask in the reconstruction.

In this paper, we introduce a multi-shell spherical harmonic response function, measured from the data, into the generative model defined as part of the global tractography method of Reisert et al. (2011). In addition, we adopt the multi-tissue model of Jeurissen et al. (2014) to differentiate between white matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) compartments. As such, our approach explicitly accounts for partial volume effects, and does not require a white matter mask in the reconstruction.

2. Methods

2.1. Global tractography in the spherical harmonics basis

Particle-based global tractography methods typically model the neural fibre trajectories as chains of particles (line segments), each characterised by their position $\vec{x}_i$ and orientation $\vec{n}_i$ (Kreher et al., 2008; Fillard et al., 2009; Reisert et al., 2011). The fibre model $\mathcal{M}$ then consists of the set of all segments $\{X_i = (\vec{x}_i, \vec{n}_i)\}$ and a set of connections between their endpoints. Ultimately, we wish to maximize the posterior probability of $\mathcal{M}$ given the data $D$, which, according to Bayes’ rule and assuming a Gibbs distribution at temperature $T$, can be written as

$$P(\mathcal{M}|D) \propto P(D|\mathcal{M}) P(\mathcal{M})$$

$$= e^{-E_{\text{data}}(\mathcal{M}, D)/T} e^{-E_{\text{con}}(\mathcal{M})/T}. \quad (1)$$

As such, the problem becomes finding the global minimum of $E(\mathcal{M}) = E_{\text{data}}(\mathcal{M}, D) + E_{\text{con}}(\mathcal{M})$. The data energy $E_{\text{data}}$ relates to the data likelihood and is defined as the mean squared error between the measured data $D$ and the predicted data $D'$, simulated from the particle configuration $\mathcal{M}$ using a generative model. The connection energy $E_{\text{con}}$ relates to the model prior and promotes connectivity and smoothness of the reconstructed tracks.

2.1.1. Generative model

The central hypothesis in this work is that, for white matter, each segment has a fixed and equal contribution to the predicted data $D'_{\text{WM}}$, in the form of a fibre response kernel $K_b(\theta)$. $K_b$ is a spherical function depending only on the elevation angle $\theta$ and the $b$-value, that models the expected diffusion signal for a single fibre direction along the $z$-axis. As such, we can simulate the white matter signal for gradient direction $(\vec{g}, \vec{b})$ by orienting the $z$-axis of this kernel along all segments, and integrating over all segments in a voxel $\vec{r}$, i.e.,

$$D'_{\text{WM}}(\vec{r}, \vec{g}, \vec{b}) = \sum_{(\vec{r}_i, \vec{n}_i) \in N(\vec{r})} w(||\vec{r} - \vec{r}_i||) K_b(\text{arccos}(\vec{n}_i, \vec{g})). \quad (3)$$

In this equation, $N(\vec{r})$ denotes the voxel neighbourhood and $w(\cdot)$ is some spatial weighting function. In the most simple case, $w$ is a block function the size of one voxel. Cast into the basis of real, symmetric spherical harmonics (SH) (Descoteaux et al., 2009), the kernel reorientation can be described as a convolution with a SH Dirac delta function $\delta_{\vec{n}_i}$ along the segment direction $\vec{n}_i$. As such, the predicted white matter signal becomes

$$D'_{\text{WM}}(\vec{r}, \vec{g}, \vec{b}) = \sum_{(\vec{r}_i, \vec{n}_i) \in N(\vec{r})} w(||\vec{r} - \vec{r}_i||) (K_b * \delta_{\vec{n}_i})(\vec{g}) \quad (4)$$

$$= K_b * \sum_{(\vec{r}_i, \vec{n}_i) \in N(\vec{r})} w(||\vec{r} - \vec{r}_i||) \delta_{\vec{n}_i}(\vec{g}) \quad (5)$$

$$= K_b * \Psi(\vec{r}, \vec{g}) , \quad (6)$$

where * is the spherical convolution operator and $\Psi(\vec{r}, \vec{u})$ is an SH orientation distribution function (ODF) of the segments in voxel $\vec{r}$. Hence, the white matter signal is simulated by converting the segment configuration to a fibre ODF and calculating the convolution with a kernel $K_b$, as depicted in Fig. 1.

In addition, similar to Jeurissen et al. (2014), we introduce one or more isotropic kernels $c_j(b)$ that account for partial volume contamination of other tissue types. Typically, we will use these to model cerebrospinal fluid (CSF) and grey matter (GM), but it should be noted that these can be used to model any isotropic signal component. Hence our complete model becomes

$$D'_{\text{WM}}(\vec{r}, \vec{g}, \vec{b}) = K_b + \sum_j c_j(b) f_j(\vec{r}) , \quad (7)$$

where $f_j(\vec{r})$ is the fraction of isotropic component $j$ in voxel $\vec{r}$. 

2
2.1.2. Data likelihood and priors

Assuming a Gaussian data likelihood, the data energy is defined as

\[ E_{\text{data}}(M, D) = \kappa \left( \frac{\|D - D'\|^2}{Q K_0^2} + \mu N_p \right), \tag{8} \]

in which \( \kappa \) is a weighting factor. In the first term, \( Q \) is the number of acquired DWI volumes and \( K_0 \) is the amplitude of the \( b = 0 \) WM response function. Hence, this term expresses the mean-squared-error of the data relative to the kernel. Because \( K_0 \) is proportional to the intensity of the DWI data, this scaling assures that the reconstruction can handle different acquisition protocols and gradient schemes without needing to adapt the parameters. The second term imposes a \( L_1 \)-prior on the total number of particles \( N_p \) in the model, each of which has an associated cost \( \mu \) (the particle potential). As such, we aim to reconstruct the data as good as possible, with as little particles as needed.

The connection energy is defined as in Reisert et al. (2011),

\[ E_{\text{con}}(M) = \lambda \left( \sum_{X_i, X_j \in M} U_{\text{bend}}(X_i - X_j) - \nu N_c \right). \tag{9} \]

The first term comprises the total bending energy across all connected segment pairs \( X_i - X_j \), expressed as the distance of the connected endpoints to the midpoint between both segments. The second term introduces a connection potential \( \nu \) for each connection, with \( N_c \) the total number of connections, meant to encourage particles to connect to their neighbouring segments.

The weighting factors \( \kappa \) and \( \lambda \) of the data and connection energy terms determine the balance between both. Generally, a good balance depends on the required number of particles, which is controlled by the segment weight \( w \) as defined in \( (3) \). Additionally, we gradually decrease the weight of the data energy in favour of connection energy throughout the optimization, controlled by the temperature \( T \) (see below). In practice, \( \kappa = \frac{P}{T} \frac{w}{w_0} \) and \( \lambda = 1 \) is a good default setting for different datasets. The remaining two parameters, the particle and connection potentials, can be adapted by the user to give more or less weight to the priors.

2.1.3. Optimization

The optimization of \( (1) \) is achieved with a Reversible jump Markov Chain Monte Carlo (RJMCMC) algorithm (Green, 1995), which allows to obtain random samples from the posterior distribution \( P(M|D) \). As in simulated annealing methods, the temperature \( T \) is gradually cooled down to increase the likelihood of sampling from the maximum of \( P(M|D) \) (or the minimum of \( E(M) \)). At each iteration, the algorithm proposes a new state \( M' \), obtained as a random perturbation of the current state \( M \), and evaluates the Green’s ratio

\[ R = \min \left( 1, \frac{e^{-E(M')/T} p_{\text{prop}}(M|M')}{e^{-E(M)/T} p_{\text{prop}}(M'|M)} \right), \tag{10} \]

where \( p_{\text{prop}}(\text{next}|\text{current}) \) is the transition probability from current state to the next state. The proposed state \( M' \) is then accepted with probability \( R \), or discarded otherwise. Transition proposals include creating or removing a particle, changing its position and orientation by either a random perturbation or optimally w.r.t. its connected neighbours, and (dis)connecting a particle’s endpoint to the endpoint of another particle in its neighbourhood (Kreher et al., 2008; Reisert et al., 2011).

Upon every change to the particles in voxel \( \mathbf{r} \), the isotropic fractions \( f_j(\mathbf{r}) \) are updated by evaluating the difference between the measured data \( D \) and the predicted WM signal \( D_{\text{WM}} \). By definition \( (7) \), this difference equals the other tissue compartments, as well as the residual WM, not yet recovered by the optimization. To account for the latter, we introduce an additional isotropic fraction of residual WM \( f_{\text{resWM}} \) with corresponding kernel \( c_{\text{WM}}(b) \), defined as the isotropic part of the white matter kernel \( K_b(\theta) \). All isotropic fractions, including the residual WM, are then estimated as a non-negativity constrained, linear least-squares fit to

\[ D - D_{\text{WM}} = \sum_j c_j(b) f_j + c_{\text{WM}}(b) f_{\text{resWM}}. \tag{11} \]

Finally, the data energy is updated by evaluating \( (7) \)–\( (8) \).

The presented method was implemented as an add-on to MRtrix (J-D Tournier, Brain Research Institute, Mel-
bourn. Australia, https://github.com/MRtrix3/mrtrix3), which we plan to release to the community.

2.2. Response function estimation

So far, we have made no prior assumptions on the acquisition protocol. The presented method can be applied to data of any $q$-space sampling scheme, as long as $K_b(\theta)$ can be defined. For the remainder of this paper, we choose to estimate the fibre response function from the data, which requires a multi-shell protocol. The main advantage of this approach is that $K_b$ is easily calibrated to the scanner, the acquisition sequence, and the (group of) subject(s). The white matter response function is estimated as the average signal in a mask of single fibre voxels, after reorienting the gradient tables in these voxels such that the principal eigenvectors of the diffusion tensors align (Tournier et al., 2007). CSF and GM kernels are estimated as the mean data release (Van Essen et al., 2013). The diffusion data consists of 3 × 90 gradient directions at $b$-values 1000, 2000, and 3000/s/mm² and 18 non-diffusion weighted images ($b = 0$), at an isotropic voxel size of 1.25 mm, and was corrected for motion, eddy current, and EPI distortions as described in Glasser et al. (2013). In addition, a T1-weighted image of isotropic voxel size 0.7 mm is available in the same reference frame.

3.1.3. In vivo dataset 2

A second, healthy subject was scanned on a Philips Achieva 3.0 T TX system, using a diffusion-weighted imaging sequence comprised of 10 $b = 0$ images, 25 images at $b$-value 700/s/mm², 40 images at $b = 1000/s/mm²$, and 75 images at $b = 2800/s/mm²$. The voxel size equals 2.5 mm (isotropic). Additionally, a single $b = 0$ image was acquired with reverse-phase encoding to correct for EPI distortions, as well as motion and eddy current distortions using FSL TOPUP and EDDY tools (Andersson et al., 2003; Smith et al., 2004). A T1w-scan was acquired with a 3D TFE sequence, at voxel size 1.2 mm × 0.98 mm × 0.98 mm.

3.2. Parameter settings

The maximal SH order $\ell_{\text{max}} = 10$ was used in all experiments. In the phantom dataset, we use a segment length $2\ell = 4$ mm and a particle weight $w = 0.1$, meaning that on average $w^{-1} = 10$ segments per voxel are needed to reconstruct the white matter. For the in vivo datasets, the segment length $2\ell = 2$ mm. The particle weight $w = 0.1$ for dataset 1 and $w = 0.0125$ for dataset 2, to account for the larger voxel size. The connection potential $\nu$ is fixed at 0.5 for all experiments. The particle potential is set to $\mu = 5\% w$.

The optimization starts with a burn-in phase at constant temperature $T_0$ for the first 10% of the iterations, and then proceeds with an exponential cooling schedule towards the final temperature $T_1$. For the phantom dataset, we used $10^6$ iterations from $T_0 = 0.5$ to $T_1 = 0.001$. For the in vivo data, we used $10^6$ iterations, with $T_0 = 0.1$ and $T_1 = 0.001$.

3.3. Validation

We compare the proposed multi-shell multi-tissue global tractography (MSMT-GT) method to two alternative (multi-shell) approaches on the simulated phantom:

1. Multi-shell multi-tissue constrained spherical deconvolution (MSMT-CSD) (Jeurissen et al., 2014), followed by probabilistic streamline tractography using the 2nd order Runge-Kutta method ifODF2 as implemented in MRtrix (Tournier et al., 2010, 2012). All parameters are set to their default values: the step size is 0.5× voxel size, the maximum angle between consecutive steps is 45°, the ODF amplitude cut-off is 0.1, and the minimum track length is 5× voxel size. Seed points are drawn from a uniform distribution in a full brain mask.
2. The global tractography method of Reisert et al. (2011), as implemented in MITK (Neher et al., 2012; Fritzche et al., 2012), which evaluates the ball-and-stick model on the diffusion ODF (Tuch et al., 2002). We employed the multi-shell diffusion ODF reconstruction method of Aganj et al. (2010), and set all common parameters such as segment length and temperature equal to those chosen in our own method. Parameters specific to the ball-and-stick model were tuned by MITK with the built-in methods within a WM mask.

Quantitative comparison in the simulated datasets is based on the tractometer approach (Côté et al., 2013; Houde et al., 2014; Girard et al., 2014). Given regions-of-interest (ROIs) at the ends of all bundles in the phantom, we calculate the percentage of valid connections (VC) and invalid connections (IC) between these end regions, and the percentage of no connections (NC), i.e., tracks that reach none or only one of the target ROIs. Ideally, VC is 100% and IC and NC are 0%. For ease of interpretation, we also report the total connection ratio VC+IC = 1–NC, which should be large for maximal specificity. Finally, we count the number of valid bundles (VB) and invalid bundles (IB), where a bundle is counted as soon as at least one track connects its two end regions. The phantom contains 27 ground truth bundles between 53 end regions, which allows for a maximum of 1351 invalid bundles.

In the in vivo datasets, we provide a visual comparison between these methods in interesting regions and fibre bundles, which allows for a qualitative assessment of the reconstructed tractograms.

4. Results

4.1. Simulated data

We investigate the effect of the particle potential $\mu$ and connection potential $\nu$ on the tractometer analysis. First, fixing $\nu = 0.5$, the effect of varying $\mu$ is shown on the left in Fig. 3. The total connectivity VC+IC is maximum at $\mu = 2\% w$, and the valid connection ratio VC/(VC+IC) reaches a maximum of 69.9% for $\mu = 1\% w$. The number of valid bundles VB is 27 for most of the range but decreases at $\mu = 10\% w$ and beyond. The number of invalid bundles IB shows a clear decreasing trend for increasing particle potential. Secondly, when fixing $\mu = 5\% w$ and varying the connection potential $\nu$, the total connection ratio increases for higher $\nu$, while the valid connection ratio decreases. Simultaneously, both VB and IB increase for increasing $\nu$. As such, decreasing the connection potential improves the precision while sacrificing connectivity. It is clear from these graphs that there is no single parameter setting that performs best by all measures. We therefore selected $\nu = 0.5$ and $\mu = 5\% w$ as a sensible compromise.

Given these parameters, we compare the presented method to the competing techniques described above across different SNR levels. The resulting metrics are plotted in Fig. 4. For SNR 20, we listed the results in Table 1 and depicted the reconstructed tracks in Fig. 5. The presented MSMT-GT method has the best valid connection ratio of the tested techniques, especially for SNR $\geq 10$. Streamline tractography consistently outperforms global tractography in terms of the total connection rate. The multi-shell multi-tissue model proves particularly beneficial in the low-SNR range ($\leq 20$) for both streamline and global tractography, as shown by the higher VC/(VC+IC) and much lower IB. This can also be observed in Fig. 5, which shows that MITK-GT results in many spurious tracks in GM regions that are not explicitly accounted for in its ball-and-stick model. Additionally, MITK was never able to reconstruct
Figure 3: Tractometer analysis of the simulated phantom: effect of the particle and connection potentials at SNR 20. In the left plots, the particle potential $\mu$ (expressed as a percentage of the particle weight $w$) is adapted while the connection potential is kept constant at $\nu = 0.5$. In the plots on the right, $\nu$ is adapted while $\mu$ is fixed at 5% $w$.

Figure 4: Tractometer analysis of the simulated phantom: comparison to streamline tractography and MITK global tractography on for different SNR levels.
Table 1: Tractometer results of the simulated phantom at SNR 20. The number of valid connections (VC), invalid connections (IC), and no connections (NC) are expressed as percentages relative to the total number of tracks (#t). The numbers of valid and invalid bundles (VB and IB) are expressed in absolute terms.

<table>
<thead>
<tr>
<th></th>
<th>#t</th>
<th>VC (%)</th>
<th>IC (%)</th>
<th>NC (%)</th>
<th>VC + IC (%)</th>
<th>VB</th>
<th>IB</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSMT-iFOD2</td>
<td>10000</td>
<td>35.9</td>
<td>22.7</td>
<td>41.4</td>
<td>58.6</td>
<td>61.3</td>
<td>27</td>
</tr>
<tr>
<td>MITK-GT</td>
<td>8511</td>
<td>4.4</td>
<td>3.0</td>
<td>92.6</td>
<td>7.4</td>
<td>59.5</td>
<td>25</td>
</tr>
<tr>
<td>MSMT-GT</td>
<td>5756</td>
<td>15.9</td>
<td>7.0</td>
<td>77.1</td>
<td>22.9</td>
<td>69.4</td>
<td>27</td>
</tr>
</tbody>
</table>

4.2. In vivo data

The total processing time of MSMT-GT for a full brain tractogram with the specified parameter settings was about 4 h for dataset 1 and 3 h for dataset 2 (standard desktop running 4 parallel threads). By comparison, MITK-GT took around 4 h for dataset 1 and 2 h for dataset 2. Streamline tracking (iFOD2) is much faster, but full-brain MSMT-CSD still takes over 4 h in dataset 1 and around 30 min in dataset 2.

The estimated volume fractions of all tissues are shown in Fig. 6 for both datasets. The segment density map (WM fraction), and the CSF and GM fractions, have the contrast expected from these tissues, although the segment density exhibits a slight drop in crossing fibre regions. The residual error map is expressed as the root-mean-squared (RMS) error between measured and simulated data, relative to the WM scaling, i.e., the square root of the first term in (8): $\|D - D'\|/\sqrt{Q} K_0$. This relative error is fairly homogeneous in each tissue and around 2% in WM. Ventricular CSF stands out due to its strong attenuation and high signal at $b = 0$, whereas WM is affected by the particle potential.

In Figs. 7–9, we show close-ups of the tractography results obtained with the proposed MSMT-GT method for the semioval centre, the fornix, and the precentral gyrus, and compare these visually to the results of MITK global tractography and MSMT-CSD. In Fig. 7 for dataset 2, the tracks from the corpus callosum radiate laterally, crossing the corona radiata and the superior longitudinal fasciculus. This can also be observed in the fODFs, displayed at the bottom of that figure, which are produced as an ancillary result of our global tractography approach and closely resemble the fODFs produced by MSMT-CSD. With MITK-GT, we observe spurious fibres at the edge of the ventricles and little tracks radiating laterally. Fig. 8 shows part of the fornix in the mid-sagittal plane, as well as the corpus callosum and the anterior commissure, overlaid on a map of the estimated CSF fraction. The partial volume effect between the ventricles and the surrounding WM structures is explicitly modelled and introduced little to no spurious peaks in the fODFs. Compared to MITK-GT, our approach produces less spurious fibres in PVE regions. Fig. 9 shows the association fibres connecting grey matter areas in the motor cortex (precentral gyrus) and the premotor cortex (middle frontal gyrus). Compared to MSMT-CSD, our approach underestimates the WM fraction at the WM-GM interface due to the imposed particle potential. Without such prior, tracks run deeper into cortical GM, but also falsely connect through the precentral sulcus.

In addition, we segmented white matter bundles based on the protocol outlined in Wassermann et al. (2013), which queries tracks based on their anatomical position w.r.t. a cortical parcellation. We show 5 segmented fibre bundles in Fig. 10 and compare them qualitatively between methods. For the given segmentation, iFOD2 streamline tracking produces dense fibre bundles which successfully delineate...
Figure 6: Axial slices of the estimated tissue fractions in both datasets: (a) a T1 segmentation for reference, (b) the fraction of cerebrospinal fluid (CSF), (c) the fraction of grey matter (GM), (d) the fraction of white matter (WM), proportional to the segment density, and (e) the residual error map, measured as the relative root-mean-squared (RMS) difference.

Figure 7: Centrum semiovale of in vivo dataset 2. Right: the tracks within a coronal slab of 2.5 mm and the associated fODFs, overlaid on the estimated CSF fraction. Top left: corresponding view of the tracks in MITK-GT, overlaid on the $b = 0$ image. Bottom left: fODFs in MSMT-CSD, overlaid on the CSF fraction estimated in MSMT-CSD.
Figure 8: Sagittal view of the fornix of in vivo dataset 1. Right: the tracks within a slab of 2.5 mm and the associated fODFs, overlaid on the estimated CSF fraction. Top left: corresponding view of the tracks in MITK-GT, overlaid on the $b = 0$ image. Bottom left: fODFs in MSMT-CSD, overlaid on the CSF fraction estimated in MSMT-CSD.

Figure 9: Axial view of the inferior part of the precentral gyrus and the middle frontal gyrus of in vivo dataset 1. Right: the tracks within a slab of 2.5 mm and the associated fODFs, overlaid on the estimated GM fraction. Top left: corresponding view of the tracks in MITK-GT, overlaid on the $b = 0$ image. Bottom left: fODFs in MSMT-CSD, overlaid on the GM fraction estimated in MSMT-CSD.
the anatomical structures. Global tractography results are less dense due to many short tracks that do not reach the inclusion ROIs. Nevertheless, a clear improvement of the MSMT model over MITK can be observed, particularly in the corpus callosum and the uncinate fasciculus.

In dataset 1, we found that 62.9% of all white matter voxels contain crossing fibres, and 32.2% contains a 3-way crossing, which is consistent with previous estimates (Jeurissen et al., 2012). The histogram of the track length is shown in Fig. 11 and closely fits an exponential distribution.

5. Discussion

5.1. Multi-shell, multi-tissue global tractography

Mapping the human connectome in vivo by tractography is only meaningful when the track distribution, if not every track, truly represents some property of the neural tissue. At the very least, the density of the reconstructed full-brain tractogram should correspond to the apparent fibre density (AFD) in the measured DWI data (Raffelt et al., 2012; Dell’Acqua et al., 2013). Streamline tractography, due to its dependence on the seeding distribution and hard thresholds on curvature, FA, or fODF amplitude, lacks any quantitative correspondence to the data and is therefore not suited for measuring connectivity (Jones et al., 2013).

Both generative and discriminative methods have been presented which ensure this correspondence. Discriminative methods (Sherbondy et al., 2010; Smith et al., 2013, 2015; Daducci et al., 2014) start from a dense superset of fibre tracks and filter it until it corresponds to the fODF or the data in a convex optimization framework. Their main advantage is that anatomical constraints can easily be incorporated (Smith et al., 2012; Lemkaddem et al., 2014). On the downside, these methods have been shown to depend on the input superset (Daducci et al., 2014), especially regarding false negatives. On the other hand, generative global tractography methods (Kreher et al., 2008; Fillard et al., 2009; Reisert et al., 2011, 2014) directly optimize the tractogram to the data given a generative signal model and priors on the track configuration.

Our approach extends the generative signal model to arbitrary, multi-shell fibre response functions. While this kernel can be modelled in many ways, we propose to estimate it from the dataset at hand, specific to a subject or study. In this way, the presented approach is not restricted to fixed microstructural models, unlike previous work (Fillard et al., 2009; Reisert et al., 2011). Compared to Reisert et al. (2014), which jointly estimates the global track configuration and the local parameters of a biexponential microstructure model, our approach is less computationally demanding.

In line with Jeurissen et al. (2014), we also extended the generative model for multiple tissue classes to explicitly account for partial volume effects (PVE). By including isotropic response functions for non-white matter tissues such as grey matter and CSF, we can obtain a probabilistic segmentation of these tissues in the raw diffusion data, as illustrated in Fig. 6. As such, our GT method only requires a (rough) brain mask, whereas current global tractography methods typically require a white matter mask.

The global tractography method is, at the same time, a spatially-regularized IODF reconstruction method, adapted for multi-shell HARDI data and multiple tissue types. The fODF is produced as an ancillary result, based on the segmentation distribution, in a similar way as the track orientation distribution (TOD) (Dhollander et al., 2014). However, as global tractography matches the track density to the underlying data, the TOD becomes the fODF. The spatial regularization stems from the interaction between neighbouring segments, rather than voxels, which allows to adapt its scale to the structures of interest.

Finally, while the data energy of our global tractography method assumes Gaussian noise, the noise model in real data is Rice or noncentral χ² distributed, depending on the acquisition, and may bias the reconstruction (Gudbjartsson and Patz, 1995; Åja-Fernández et al., 2014). However, by estimating the tissue response functions from the data under the same assumption, the kernels incorporate this noise bias as well, and represent not the actual tissue response, but rather expectations of the actual response under non-Gaussian noise. As such, our data-driven approach counteracts some of the effects of a Rician noise bias under the more general assumption of stationary (spatially dependent) noise. In accelerated imaging techniques, the noise distribution is not stationary, but can be well approximated as Gaussian for sufficiently high SNR (Åja-Fernández et al., 2014). Both datasets used in this work are of sufficient quality to support this approximation: for dataset 1 (HCP), Sotiropoulos et al. (2013) reported SNR values around 10 for shell $b = 3000 \text{s/mm}^2$; for (in-house) dataset 2, Veraart et al. (2015) estimated the median SNR.
Figure 10: Segmented fibre bundles in dataset 1. From top to bottom: the right cingulate tract (Ci), the corpus callosum (CC), the left and right corticospinal tracts (CST), the right superior longitudinal fasciculus (SLF), and the right uncinate fasciculus (UF).
at 8.42 for shell $b = 2800 \text{s/mm}^2$.

5.2. Response function estimation

In this work, we have used a supervised kernel estimation method, based on tissue segmentations obtained from a T1w-image. The advantage of such an approach is that it allows the user to carefully select the desired kernels. The disadvantage is that T1w-data needs to be available and needs to be aligned to the DWI data\(^1\). When this is not the case, tissue classes might be segmented directly on the DWI data (Li et al., 2006; Lu et al., 2008) or a number of representative (low PVE) voxels can be manually delineated. Alternatively, one can resort to an unsupervised method, independent of any prior tissue segmentation. In Appendix A, we describe a method, based on non-negative matrix factorization, in which an arbitrary number of isotropic kernels are automatically estimated from the data. The resulting kernels closely match those of the supervised procedure, as does the global fibre reconstruction.

One limitation of the selected WM/GM/CSF representation, is that spurious segments can occur in non-WM regions that are not explicitly modelled, particularly in the dura mater and the cerebellar tentorium. Trapped water in these membranes yields a low signal attenuation with increasing $b$-value, which is most closely represented by the WM kernel. As shown in Fig. 2, white matter has the lowest attenuation of the modelled tissues, and therefore fits well in highly restrictive compartments. This touches upon a fundamental limitation of the multi-shell multi-tissue model, which we call kernel conditioning. The $b$-value attenuation of all kernels must be sufficiently distinctive to allow robust segmentation of the corresponding tissue types. Nevertheless, the effect of not modelling surrounding tissues such as the dura can be largely mediated with a proper brain mask and with the use of the particle potential.

5.3. Tractometer results

Tractometer analysis of the effect of the particle and connection potential has shown that no single parameter setting performs best by all measures. Instead, they can be tuned by the user depending on the application. For example, for connectome analysis one could maximize $\text{VC}/(\text{VC}+\text{IC})$ by decreasing the connection potential, at the cost of a reduced total connection rate. For bundle segmentation, on the other hand, a higher connection potential could increase VC (to be segmented) at the cost of a higher IC (to be excluded by the segmentation). Similar observations have been made in streamline tractography, where it has been pointed out that no single parameter setting for, e.g., the step size or the maximum curvature, optimizes all tractometer metrics (Côté et al., 2013; Houde et al., 2014).

The comparison to alternative methods shown in Fig. 4 demonstrates that the presented approach yields a high valid connection ratio and low IB. Compared to the ball-and-stick model used in MITK, the multi-shell multi-tissue model strongly improves the reconstruction, especially in the low SNR range. As shown in Fig. 5, explicitly accounting for multiple tissue types in global tractography reduces spurious fibres in GM regions. Additionally, we found that the improvement in VB within MITK and our approach also relates to PVE, particularly in bundles near phantom “CSF” regions. Furthermore, calibrating the white matter model to the data at hand helps to increase VC and reduce NC, which ultimately reflects in an improved $\text{VC}/(\text{VC}+\text{IC})$ ratio.

Compared to probabilistic streamline tractography on fODFs obtained from MSMT-CSD (Jeurissen et al., 2014), our method has a higher valid connection rate but a lower total connectivity rate. This relates to a general issue with global tractography that tracks can start or end in WM due to their segment representation. Moreover, this phantom is inherently difficult for global tractography, as it assumes constant AFD in crossings (without increasing the volume of the crossing bundles), which is in conflict with the superposition of segments in our model. Streamline tracking, which does not ensure corresponding fibre density, is not affected by this assumption of the phantom.

5.4. In vivo results

The resulting full brain reconstructions are consistent with known anatomy, and correctly trace challenging structures, including the anterior commissure and short association fibres. The volume fraction maps shown in Fig. 6 exhibit the contrast expected from these tissues. However, the segment density contains a slight decrease in crossing regions, whereas the grey matter fraction is elevated at the corresponding positions. The WM signal in crossings can be more isotropic and can therefore more closely resemble grey matter, especially in combination with the particle potential. However, the reconstruction of the semioval centre (Fig. 7) shows that this effect is small in practice.

Figs. 7–9 illustrate that the presented method explicitly models partial volume effects between neighbouring tissues, and hence produces fODFs that are qualitatively similar to results obtained from MSMT-CSD (Jeurissen et al., 2014). However, while MSMT-CSD optimizes the data likelihood only, MSMT-GT imposes additional priors on the particles and connections. As such, additional spatial regularization and sparsity is achieved. For example, in Fig. 9, the particle potential has slightly suppressed the track reconstruction at the WM-GM interface, where the data provides less evidence, and hence avoided false connections through thin sulci. Similarly, the connection potential increases support for segments that align well with their neighbouring segments. Ultimately, these priors aim to improve the specificity of the track reconstruction.

For the purpose of bundle segmentation, the results of MSMT-GT are on par with probabilistic streamline tractog-
raphy and show improvement over MITK-GT. Streamline tractography delineates the long-range WM bundles nicely, facilitated by the absence of any requirement to match AFD. MSMT-GT was able to reconstruct similar fibre bundles, except for the inferior part of the CST that is missing from the segmentation. By comparison, MITK-GT produced less organized tracks, particularly in the corpus callosum.

The track length histograms in Fig. 11 show a strongly skewed distribution, with high prevalence of short fibres and much less long-range connections. This result supports existing hypotheses about the efficient organisation of the brain in which proximate regions are more densely connected (Sporns, 2000; Chklovskii et al., 2002; Kaiser and Hilgetag, 2006; Raj and Chen, 2011), and is consistent with recent observations by Smith et al. (2015). Nevertheless, it is yet unclear if this truly represents the distribution of the neuronal fibre length, and to which extent it is affected by the global tractography method.

5.5. Future perspectives

The proposed method is calibrated to the data at hand, via a kernel that represents healthy tissue across the entire brain. A first area of future research lies in evaluating the method on pathological cases, possibly including kernels for tumour and edema tissue. Another extension would be to adapt the fibre response function to the local microstructure by allowing some degrees of freedom, in line with recent work by Reisert et al. (2014).

Secondly, global tractography may benefit from including additional priors on the expected track configuration, e.g., enforcing anatomical constraints (Smith et al., 2012; Lemkaddem et al., 2014) or imposing a prior on the local track orientation (Christiaens et al., 2014). Such priors may improve the quality of the track reconstruction or increase its robustness against low resolution or low SNR data. Furthermore, the ability of our method to simultaneously segment the WM-GM interface without relying on atlases or other imaging modalities opens new possibilities for defining priors on, e.g., track bending or endpoints.

6. Conclusion

The goal of this paper was to introduce a data-driven approach to global tractography, independent of a specific biophysical model. Instead, we rely on multi-shell tissue response functions, estimated from the data itself and adapted to the subject or study, for jointly reconstructing white matter fibres and the IODF, and estimating volume fractions of adjacent tissues. The findings that we have presented suggest that calibrating the fibre response and handling partial voluming in this way improves the quality of tractography. As such, we have integrated local and global reconstruction of white matter, matched to the apparent fibre density in the DWI data, and segmentation of grey matter and CSF into one comprehensive framework. The presented work is an important step towards quantitative tractography, and ultimately assessing white matter structure and connectivity in healthy subjects and patients.

Appendix A. Unsupervised kernel estimation

The estimation of the isotropic kernels for CSF and GM as described in Section 2.2 was based on a tissue segmentation from a T1-weighted image. Here, we propose an alternative, unsupervised kernel estimation method that relies only on the DWI data at hand.

We average the raw diffusion signal on every shell to obtain, in each voxel $\vec{r}$, a vector of the mean isotropic diffusion signal per b-value, $\bar{D}(\vec{r}, b)$. Then, by the isotropic part of (7), $\bar{D} \approx CF$, in which $C$ is a matrix containing the isotropic kernels for all tissues, including WM, in its columns, and $F$ contains the isotropic fractions of those tissues. We then minimize $\|\bar{D} - CF\|^2$, s.t. $C > 0, F > 0, 1^TF = 1$, and impose the additional constraint that all kernels should be a convex combination of the original data points $\bar{D}$. This problem is commonly known as convex non-negative matrix factorization (CNMF) (Ding et al., 2010).

We took a random subsample of 3000 voxels within the brain mask of dataset 1, and solved the CNMF problem using the iterative algorithm outlined in Ding et al. (2010). The kernels were initialized with the centroids of a k-means clustering in the 4-dimensional space of this dataset ($b$-values). When using 4 kernels, we obtained a close correspondence to the original WM, GM and CSF kernels used in this paper, as well as a fourth kernel of low attenuation that corresponds to a highly restrictive compartment (Fig. A.12 left). The right part of Fig. A.12 shows the weights by which each voxel contributes to the kernels of corresponding colour, which converge to a sparse set in CNMF (Ding et al., 2010). The voxels contributing to the CSF and GM kernels are indeed sampled in the respective tissues. The fourth component is sampled in the dura. This illustrates that it is possible to estimate the tissue kernels from the DWI data, even when no T1w-image is available.
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Figure A.12: Unsupervised kernel estimation. Left: Plot of the isotropic kernels estimated as described in Section 2.2 and shown in Fig. 2 (solid lines), and the four kernels estimated by the unsupervised method (dashed lines) on dataset 1. Right: Voxels of which these kernels are a weighted average, depicted in the corresponding colours.
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