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Abstract

The existence of residual stresses in human arteries has long been shown experimentally. Researchers have also demonstrated that residual stresses have a significant effect on the distribution of physiological stresses within arterial tissues, and hence on their development, e.g., stress-modulated remodeling. Through progress in medical imaging, image analysis and finite element (FE) meshing tools it is now possible to construct in vivo patient-specific geometries and thus to study specific, clinically-relevant problems in arterial mechanics via FE simulations. Classical continuum mechanics and FE methods assume that constitutive models and the corresponding simulations start from unloaded, stress-free reference configurations while the boundary-value problem of interest represents a loaded geometry and includes residual stresses. We present a pragmatic methodology to simultaneously account for both (i) the three-dimensional (3-D) residual stress distributions in the arterial tissue layers, and (ii) the equilibrium of the in vivo patient-specific geometry with the known boundary conditions. We base our methodology on analytically-determined residual stress distributions (J. R. Soc. Interface 7:787–799, 2010) and calibrate it using data on residual deformations (Ann. Biomed. Eng. 35:530–545, 2007).

We demonstrate our methodology on three patient-specific FE simulations calibrated using experimental data. All data employed here are generated from human tissues – both the aorta and thrombus, and their respective layers – including the geometries determined from magnetic resonance images, and material properties and 3-D residual stretches determined from mechanical experiments. We study the effect of 3-D residual stresses on the distribution of physiological stresses in the aortic layers (intima, media, adventitia) and the layers of the intraluminal thrombus (luminal, medial, abluminal) by comparing three types of FE simulations: (i) conventional calculations; (ii) calculations accounting only for prestresses; (iii) calculations including both 3-D residual stresses and prestresses. Our results show that including residual stresses in patient-specific simulations of arterial tissues significantly impacts both the global (organ-level) deformations and the stress distributions within the arterial tissue (and its layers). Our method produces circumferential Cauchy stress distributions that are more uniform through the tissue thickness (i.e., smaller stress gradients in the local radial directions) compared to both the con-
ventional and prestressing calculations. Such methods combined with appropriate experimental data, aim at increasing the accuracy of classical FE analyses for patient-specific studies in computational biomechanics and may lead to increased clinical application of simulation tools.

1 Introduction

Fung [1] and Vaishnav and Vossoughi [2] independently confirmed the existence of residual stresses in arteries. These residual stresses tend to homogenize the stress distribution within each arterial layer in the physiological state [3–5]. Numerous studies have shown that the inclusion of residual stresses in analyses of arteries under physiological loading conditions substantially reduces the variation in circumferential and axial stresses within the arterial wall [6–12]. Since residual stresses significantly affect the total stress state in the tissue, they also have significant impact on the in vivo state and development of arterial tissues. Examples include stress-modulated remodeling of arteries in health and disease (e.g., atherosclerosis, hypertension) [13–18].

Through progress in medical imaging, image analysis and finite element (FE) meshing tools it is now possible to extract patient-specific geometries from medical images of aortas and abdominal aortic aneurysms (AAAs), and thus to study specific, clinically-relevant problems in arterial mechanics via FE simulations. Such simulations allow additional insight into both human physiology and pathophysiology. The final aim of such simulations is to provide improved analysis tools and patient-specific information to help clinicians diagnose and treat arterial pathologies. Medical imaging is performed in vivo, and hence the reconstructed model geometry in the problem of interest represents the in vivo state, e.g., the aorta and AAA at physiological blood pressure. However, classical continuum mechanics and FE methods assume that constitutive models and the corresponding simulations start from an unloaded, stress-free reference configuration.

Two problems exist when applying such conventional approaches to patient-specific simulations of arteries: (i) the in vivo determined ‘initial’ geometry is not an unloaded reference configuration; (ii) the unloaded tissue itself is residually stressed. Computational methods of prestressing
the FE model overcome the first problem so that, e.g., the initial (image derived) geometry is in equilibrium with the known physiological loads, cf., Gee et al. [19] and Weisbecker et al. [20]. The second problem, that of \textit{in vivo} residual stresses in patient-specific simulations, has still not been thoroughly addressed in the biomechanics literature, hence the motivation for our current study.

There have been many theoretical studies investigating the causes and effects of residual stresses in arteries, cf., e.g., Bustamante and Holzapfel [21], Holzapfel and Ogden [22], Ren [23], Schröder and Brinkhues [24], Waffenschmidt and Menzel [25], but such works are outside our current focus on patient-specific FE-based simulations. Alastrué et al. [26] introduced a computational method to account for residual stresses in patient-specific simulations of arteries based on a single so-called ‘opening angle’ determined from a classical residual stress experiment (cf., e.g., Fung [1]). They applied a composition of deformation gradients to account for homogeneous deformation of an arterial ring from an opened (assumed as stress free) to a closed (residually stressed but unloaded) configuration that differs (hopefully little!) from the \textit{in vivo} patient-specific geometry due to non-compatibility issues. They exercised their method on a slice of a human coronary artery and a 3-D human iliac artery obtained by segmenting computed tomography images. Computational models, residually stressed by this method, reproduce the opening angle experiment with reasonable accuracy. Furthermore, patient-specific simulations under \textit{in vivo} conditions, i.e., applied internal pressure, demonstrate that the effect of residual stresses is significant, where transmural gradients change signs in the medial layer and stresses become nearly constant in the adventitia. In their analyses the authors did not account for the fact that the \textit{in vivo} determined geometry is in equilibrium with physiological loads.

Later, Alastrué et al. [27] proposed an extended numerical framework for patient-specific modeling of vascular tissue in order to obtain a residually stressed and geometrically consistent model of the patient. They accounted for residual stresses via their previously published approach [26], while incorporating prestresses due to physiological loads by using an iterative approach based on a multiplicative decomposition of the deformation gradient. They demonstrated their framework by reconstructing a human carotid bifurcation from angiographic images, assuming a constant
wall thickness for the artery and using a single set of material parameters experimentally determined from porcine tissue. Results show that incorporating residual stresses into patient-specific simulations dramatically affects the circumferential stresses by homogenizing the distribution and reducing gradients through the tissue thickness. Additionally, the deformed configurations of patient-specific geometries can differ significantly when comparing simulations with and without accounting for residual stresses.

Holzapfel et al. [28] investigated 3-D residual deformations for intact tissue strips of human aortas and for their separated layers in their passive states. From 11 abdominal aortas, the authors harvested 16 pairs of rings and axial strips, and cut the rings open. The intact tissue strips were allowed to relax for 16 hours before capturing images of the relaxed configurations. The strips were separated into their three layers and images were again recorded after another six hours of relaxation. The authors then used image processing and analysis to quantify residual stretches and curvatures. This study shows that residual deformations in arteries are three-dimensional (3-D) and thus cannot be described by a single parameter such as the opening angle. Their quantification and modeling therefore require consideration of stretching and bending, which are both highly layer-specific and axially dependent, and hence the methodology presented by, e.g., Alastrué et al. [26, 27], while a step forward, can not fully characterize the 3-D residual stress state in patient-specific simulations.

The purpose of this work is to present a methodology to simultaneously account for both (i) equilibrium of the \textit{in vivo} patient-specific configuration with the known \textit{in vivo} boundary conditions and (ii) the 3-D residual stress distributions known to exist in the arterial layers, and finally to study the importance of including 3-D residual stresses in patient-specific simulations of arteries. To this end, we propose a pragmatic approach to incorporate experimentally-determined residual stretches (stresses) into FE simulations of arterial tissues built from medical imaging data. We calculate a residual deformation gradient, for each Gauss quadrature point of the elements in each tissue layer, that reflects the kinematic transformation between a (nearly) stress-free, layer-separated reference configuration and the actual (possibly patient-specific) composite configuration.
After validation analyses, we exercise the methodology, accounting for both residual stresses and prestresses, on complete patient-specific FE simulations of human AAA using state-of-the-art anisotropic constitutive models (Gasser et al. [29] for the aortic tissue and Holzapfel et al. [30] for the intraluminal thrombus (ILT)), and corresponding experimentally determined material and structural parameters (Weisbecker et al. [31] and Tong et al. [32], respectively). Specifically, in order to investigate the effects of initial stresses (including both residual stresses and prestresses) on the stress distributions within the AAA wall and ILT, we perform and compare three different simulation methods: (i) conventional forward FE computations neglecting both prestresses and residual stresses; (ii) computations accounting only for prestresses using the Generalized Prestressing Algorithm (GPA) [20]; (iii) computations including both the 3-D residual stresses and the prestresses using our proposed methodology. As representative test cases we demonstrate results at two blood pressures (diastolic blood pressure of 85 mmHg and systolic blood pressure of 135 mmHg) on three patient-specific geometries.

2 Methods and Materials

2.1 Methodology to Determine Residual Stretches

Herein we describe a methodology to determine the 3-D residual stretches (and thus stresses) in general patient-specific models of arteries that include the layered (intima, media, adventitia) structure of arterial walls. While the general methodology applies to any soft biological tissue where the appropriate data are available, we focus here on patient-specific modeling of the aorta based on the work of Holzapfel and Ogden [22] using data published on layer-specific residual deformations of human aortic tissue with non-atherosclerotic intimal thickening documented by Holzapfel et al. [28].

We define the deformation gradients mapping the ‘nearly stress-free’ reference configurations for each separated tissue layer (intima, media, adventitia) to the unloaded, patient-specific geometry $F_{RS}(r^{(i)})$, with $i \in \{I, M, A\}$ for the intima, media and adventitia, respectively, as (summarized...
from \[22\]

\[
F_{RS}^{(l)}(r^{(l)}) = \frac{L^{(l)}}{r^{(l)} k^{(l)} l} [A^{(l)^2} + k^{(l)} \frac{l}{L^{(l)}} (r^{(l)^2} - a^{(l)^2})]^{(1/2)} e_r \otimes E_R + \frac{k^{(l)}}{L^{(l)}} e_\theta \otimes E_\theta + \frac{l}{L^{(l)}} e_z \otimes E_Z, \tag{1}
\]

\[
F_{RS}^{(M)}(r^{(M)}) = \frac{L^{(M)}}{r^{(M)} \beta l^{(M)} k^{(M)} l} [A^{(M)^2} + \frac{\beta l^{(M)} k^{(M)}}{\pi L^{(M)}} (b^{(M)^2} - r^{(M)^2})]^{(1/2)} e_r \otimes E_R + \frac{r^{(M)} \beta}{L^{(M)}} e_\theta \otimes E_Z + \frac{l^{(M)} k^{(M)}}{\pi L^{(M)}} e_z \otimes E_\theta, \tag{2}
\]

\[
F_{RS}^{(A)}(r^{(A)}) = \frac{L^{(A)}}{r^{(A)} l} e_r \otimes E_{X_1} + \frac{\pi r^{(A)}}{L^{(A)} l^2} e_\theta \otimes E_{X_2} + \frac{l}{L^{(A)} l^3} e_z \otimes E_{X_3}, \tag{3}
\]

with \(r^{(i)} \in [a^{(i)}, b^{(i)}]\), where \(a^{(i)}\) and \(b^{(i)}\) are the (deformed) internal and external radii of the layered tubes, respectively. For the human abdominal aorta, we specify values from the reference configuration \((A^{(I)}, B^{(I)}, L^{(1)}, k^{(1)}, A^{(M)}, B^{(M)}, L^{(M)}, k^{(M)}, L_1^{(A)}, L_2^{(A)}, L_3^{(A)})\) and from the deformed configuration \((a^{(i)}, b^{(i)}, l)\), see Table 1 in \[28\]. The remaining parameter \(\beta\) can be derived using traction continuity at the interfaces of the intima and media, as well as the media and adventitia \[22\]. After some manipulations we obtain

\[
\beta = \left[ \frac{\mu^{(M)} (b^{(M)^2} - a^{(M)^2})}{L^{(M)^2}} \right]^{-1/2} \times \left[ \frac{\mu^{(I)} L^{(I)} (b^{(I)^2} - a^{(I)^2}) (A^{(I)^2} L^{(I)} - l a^{(I)^2} k^{(I)})}{L^{(I)^2} a^{(I)^2} b^{(I)^2} k^{(I)^2}} \right]^{1/2} + \frac{L^{(I)}}{2L^{(I)^2}} \left( \log \left[ \frac{b^{(I)} a^{(I)}}{a^{(I)^2}} \right] - k^{(I)^2} \log \left[ 1 + \frac{L^{(I)^2} b^{(I)^2} - a^{(I)^2}}{2L^{(I)^2} a^{(I)^2} b^{(I)^2} k^{(I)^2}} \right] \right) + \frac{L^{(M)}}{2L^{(M)^2}} \left( \log \left[ \frac{b^{(M)} a^{(M)}}{a^{(M)^2}} \right] - B^{(M)^2} - A^{(M)^2} \right) + \frac{L^{(A)}}{2L^{(A)^2}} \left( \log \left[ \frac{b^{(A)} a^{(A)}}{a^{(A)^2}} \right] - B^{(A)^2} - A^{(A)^2} \right) - \frac{\mu^{(I)} (b^{(I)^2} - a^{(I)^2})}{L^{(I)^2} A^{(I)^2}} - \frac{2\mu^{(M)} (b^{(M)^2} - a^{(M)^2})}{B^{(M)^2} - A^{(M)^2}} - \frac{\mu^{(A)} (b^{(A)^2} - a^{(A)^2})}{\pi^2 L_2^{(A)^2} L_3^{(A)^2} - \frac{\pi^2}{L_2^{(A)^2}}}, \tag{4}
\]

where \(\mu^{(I)}, \mu^{(M)}\) and \(\mu^{(A)}\) are stress-like material parameters, corresponding to the shear modulus of the underlying matrix materials (in the intima, media and adventitia respectively) in the
Table 1: Determined geometrical parameters used to calculate the deformation gradients $F_{RS}^{(i)}(r^{(i)})$, with $i \in \{I, M, A\}$, mapping the ‘nearly stress-free’ reference configurations for each separated tissue layer (intima, media, adventitia) to the unloaded, patient-specific geometry; we also obtained $l = 2.48$ mm. The interfaces between the layers ($b^{(I)} = a^{(M)}$, $b^{(M)} = a^{(A)}$) were computed while all other values were determined experimentally (from Holzapfel et al. [28]).

<table>
<thead>
<tr>
<th>Intima</th>
<th>Media</th>
<th>Adventitia</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^{(I)} = 7.50$ mm</td>
<td>$A^{(M)} = 8.41$ mm</td>
<td>$L_1^{(A)} = 0.205$ mm</td>
</tr>
<tr>
<td>$B^{(I)} = 7.76$ mm</td>
<td>$B^{(M)} = 8.99$ mm</td>
<td>$L_2^{(A)} = 18.3$ mm</td>
</tr>
<tr>
<td>$L^{(I)} = 2.58$ mm</td>
<td>$L^{(M)} = 2.52$ mm</td>
<td>$L_3^{(A)} = 2.29$ mm</td>
</tr>
<tr>
<td>$k^{(I)} = 1.19$</td>
<td>$k^{(M)} = 2.79$</td>
<td></td>
</tr>
<tr>
<td>$a^{(I)} = 5.61$ mm</td>
<td>$a^{(M)} = 5.91$ mm</td>
<td>$a^{(A)} = 6.72$ mm</td>
</tr>
<tr>
<td>$b^{(I)} = 5.91$ mm</td>
<td>$b^{(M)} = 6.72$ mm</td>
<td>$b^{(A)} = 7.05$ mm</td>
</tr>
</tbody>
</table>

reference configuration, which depend on experimentally determined material data (specified in Section 2.4.2). Once we have determined $\beta$, the parameter $l^{(M)}$ in (2) follows as

$$
l^{(M)} = \frac{\pi L^{(M)} B^{(M)^2} - A^{(M)^2}}{\beta k^{(M)^2} b^{(M)^2} - a^{(M)^2}}.
$$

(5)

To evaluate the deformation gradients mapping the ‘nearly stress-free’ reference configurations for each separated tissue layer to the unloaded composite tissue, i.e. to determine the 3-D residual stretches, at the Gauss point locations within each tissue layer of a patient-specific FE model we map the analytically estimated residual stretches from (1)-(5) into an element-specific basis. For each Gauss quadrature point $j$ ($j = 1, 2, \ldots, n$; where $n$ is the total number of Gauss points in the FE model) in each element within each tissue layer $i$, we define the local radial direction by a vector $n_j^{(i)}$ as follows. For each element in each tissue layer $i$ we determine the four nodes of the hexahedral element at the inner edge of the tissue layer, e.g., the surface of the media-adventitia interface for the adventitia, and fit a plane $\Gamma_j^{(i)}$ to these four nodal points using orthogonal distance regression. We define the unit normal vector to this inner plane as $n_j^{(i)}$. For
Figure 1: Representative schematic diagram of all the parameters we require to calculate the deformation gradients \( \mathbf{F}_{RS}(r^{(i)}) \), with \( i \in [I, M, A] \), at the Gauss point level: (a) patient-specific finite element mesh of the adventitia with selected elements, (b) perspective view of elements comprising the adventitia.

the same Gauss point \( j \), we repeat this process by determining the four nodes of the hexahedral element at the outer surface of the tissue layer, e.g., the outer surface of the aorta for the adventitia (cf., Fig. 1), and we again fit a plane \( o \Gamma_j^{(i)} \) to these four nodal points. We define the unit normal vector to this outer plane as \( o \mathbf{n}_j^{(i)} \). Finally, we calculate the local radial direction by a vector as

\[
\mathbf{n}_j^{(i)} = \frac{i \mathbf{n}_j^{(i)} + o \mathbf{n}_j^{(i)}}{\|i \mathbf{n}_j^{(i)} + o \mathbf{n}_j^{(i)}\|},
\]

where Einstein summation convention is not employed.

Next, we calculate a vector \( c \mathbf{n}_j^{(i)} \) (where \( c \in \mathbb{R}^+ \) is an arbitrarily large, positive constant) defined to pass through Gauss point \( j \), see Fig. 1 for a schematic representation. We then calculate three related distances (locations) from an arbitrary starting point along \( c \mathbf{n}_j^{(i)} \): \( a_j^{(i)} \) is the distance to the intersection of \( c \mathbf{n}_j^{(i)} \) with the plane \( i \Gamma_j^{(i)} \) specified by unit normal \( i \mathbf{n}_j^{(i)} \); \( q_j^{(i)} \) is the distance to Gauss quadrature point \( j \) along \( c \mathbf{n}_j^{(i)} \) and within tissue layer \( i \); \( b_j^{(i)} \) is distance to the intersection of \( c \mathbf{n}_j^{(i)} \) with the plane \( o \Gamma_j^{(i)} \) specified by unit normal \( o \mathbf{n}_j^{(i)} \). Note that for a specific Gauss point \( j \) within tissue layer \( i \), \( a_j^{(i)} \leq q_j^{(i)} \leq b_j^{(i)} \).
We define a ‘normalized’ distance $f_j^{(i)}$ through the arterial tissue layer $i$ for Gauss point $j$ as

$$f_j^{(i)} = \frac{q_j^{(i)} - a_j^{(i)}}{b_j^{(i)} - a_j^{(i)}},$$  \hspace{1cm} (7)

with $f_j^{(i)} \in [0, 1]$. Finally, the 3-D residual stretches for Gauss point $j$ are determined using (1)-(5) and evaluated with

$$r_j^{(i)} = a^{(i)} + f_j^{(i)}(b^{(i)} - a^{(i)}),$$  \hspace{1cm} (8)

where $a^{(i)}, b^{(i)}$ are from Table 1. We repeat this procedure for all Gauss quadrature points $j$ in all tissue layers $i$ of the FE model.

### 2.2 Computational Algorithm: Sequential Residual Stressing and Prestressing

Two problems exist when applying classical FE-based computational approaches to patient-specific simulations of arteries: (i) the problem of residual stresses (handled theoretically in Section 2.1); (ii) the *in vivo* determined ‘initial’ geometry is not an unloaded reference configuration.

To address both problems, we apply the Generalized Prestressing Algorithm (GPA) [20].

Conventional FE codes generally start from an undeformed and stress-free reference configuration $\Omega_0$ and update the displacement $\mathbf{u}$ for each converged iteration step corresponding to time increment $\Delta t$ with the displacement increment $\Delta \mathbf{u}$, i.e., $\mathbf{u}_{t+1} = \mathbf{u}_t + \Delta \mathbf{u}$. The subscript $t + 1$ (advancing the solution to $t + \Delta t$) denotes values from the current time step, whereas $t$ denotes values with respect to the previous time step. In the GPA the incremental update of the displacement is replaced by the incremental update of the deformation gradient. Specifically, we define the increment of the deformation gradient as [19, 20]

$$\Delta \mathbf{F} = \mathbf{I} + \frac{\partial \Delta \mathbf{u}}{\partial \mathbf{x}_t}.$$  \hspace{1cm} (9)

When storing $\mathbf{F}_t$ as a history variable, we update the deformation gradient [20]

$$\mathbf{F}_{t+1} = \Delta \mathbf{F} \mathbf{F}_t.$$  \hspace{1cm} (10)

Hence, in this approach we calculate an incremental deformation gradient from the incremental displacement that results from each converged iteration step. We then delete the calculated
Figure 2: Methodology to sequentially include both residual stresses $\sigma_{RS}^{(i)} (i \in \{I, M, A\})$ and prestresses (resulting from, e.g., diastolic blood pressure $p = 85$ mmHg) into the in vivo, imaged configuration $\Omega_{IV}$ of the finite element model and continue the simulation under an arbitrary load.

incremental displacement, returning us to the initial geometry, and update the total deformation gradient with the incremental deformation gradient. To do this, we define the total deformation gradient as an additional history variable during computation. Our algorithm thus builds up an effective total deformation gradient field without changing the initial geometry.

For the patient-specific AAA simulation, both residual stresses and prestresses must be incorporated to determine a state of equilibrium (at each Gauss point) in the initial, image-derived configuration. We use a sequential approach to accomplish this goal, first determining the distribution of residual stresses in the imaged, in vivo configuration and second accounting for the prestresses, again in the in vivo configuration. This approach is outlined schematically in Fig. 2.

Following Fig. 2, we start our methodology at the imaged, in vivo geometry $\Omega_{IV}$. Using the GPA, we iteratively apply increments $\Delta F_{RS}^{(i)}$ of the deformation gradients $F_{RS}^{(i)}(r^{(i)})$, from (1)-(5).
which deform $\Omega_t \equiv \Omega_{IV}$ to configuration $\Omega_{RS}^{t+1}$. Once the solution converges, determining $\Omega_{RS}^{t+1}$, we delete the displacement $\Delta u \leftarrow 0$ and update the history term for the deformation gradient $F_t \leftarrow F_{t+1}$. We repeat this iterative process (top, left-hand branch in Fig. 2) until the full layer-specific residual stresses $\sigma_{RS}^{(i)}$ resulting from the layer-specific deformations from the ‘nearly’ stress-free configurations $\Omega_{0}^{(i)}$ to the unloaded composite aorta configuration, are accounted for within the imaged, \textit{in vivo} geometry $\Omega_{IV}$.

Next, we use a similar process to account for the \textit{in vivo} boundary conditions, e.g., the internal diastolic blood pressure $p = 85$ mmHg. Again using the GPA, we iteratively apply increment $\Delta F_{PS}$ of the deformation gradient resulting from the internal pressure increments $\Delta p$, which deform $\Omega_t \equiv \Omega_{IV}$ to configuration $\Omega_{PS}^{t+1}$. Once the solution converges, determining $\Omega_{PS}^{t+1}$, we delete the displacement $\Delta u \leftarrow 0$ and update the history term for the deformation gradient $F_t \leftarrow F_{t+1}$. We repeat this iterative process (bottom, left-hand branch in Fig. 2) until the full \textit{in vivo} boundary conditions are accounted for within the imaged, \textit{in vivo} geometry $\Omega_{IV}$.

Thus, our methodology concludes at the \textit{in vivo} geometry that includes an internal stress distribution, accounting for both residual stresses and prestresses, in equilibrium with the known boundary conditions, e.g., diastolic blood pressure. From this point, we can apply arbitrary loads to study boundary-value problems of interest (right-hand branch in Fig. 2), resulting in the deformation gradient $F_{AL}$ which deforms $\Omega_t(\equiv \Omega_{IV})$ to configuration $\Omega_F$. We accomplish the complete simulation methodology within the FE code FEAP (University of California at Berkeley, CA, United States) \[33\].

### 2.3 Validation Analyses

To validate our methodology for incorporating residual stresses into arterial tissues we start from the ‘nearly’ stress-free configurations given by Holzapfel et al. \[28\] as the layer-separated reference configurations determined experimentally. Therein, the authors investigate 3-D residual deformations for intact tissue strips of human aortas and for their separated layers in their passive states.
We model ‘nearly’ stress-free reference configurations for each layer $\Omega_0^{(i)} (i \in [I, M, A])$ by a segment with two curvatures representing the average stretch and curvature from 11 aortic tissue samples. Applying deformations to the FE models of these three individual layers we reconstruct the final cylindrical configuration from Holzapfel and Ogden [22].

In the final configuration we verify that the 3-D stress distributions predicted by the FE simulation match those predicted analytically, i.e., we reproduce the published analytical results. To reproduce these results we employ the material model and layer-specific parameters consistent with those used to produce the analytical results: the incompressible neo-Hookean model with parameters $\mu^{(I)} = 39.8$ kPa, $\mu^{(M)} = 31.4$ kPa and $\mu^{(A)} = 17.3$ kPa, for the intima, media and adventitia respectively [22,34].

In addition to testing the method, the validation allows us to identify the influence of the approximation made by neglecting the minor curvature measured experimentally in the (nearly) stress-free configuration.

### 2.4 Representative Patient-Specific Analyses

#### 2.4.1 Patient-Specific Geometries and Meshes

If there were no contraindications, we performed Magnetic Resonance Imaging (MRI) studies using a 1.5 T scanner (Aera; Siemens, Erlangen, Germany) and the protocol outlined in Tarjuelo-Gutiérrez et al. [35]. We collected three sets of patient-specific MR Images from patients with an AAA having a diameter of greater then 5 cm. We segment and process the MRI data (axial slices) to generate our patient-specific geometries following the approach of Tarjuelo-Gutiérrez et al. [35]. Thus, we delineate three 3-D binary images: the outer arterial wall contour, the lumen contour and the thrombus contour (where ILT exists). To define the basic geometry we use the lumen contour as the inner wall boundary unless thrombus is present, in which case we take the thrombus contour as the inner wall. The thrombus contour defines the outer boundary of the ILT.

*The clinical trial center of the University Hospitals of Leuven registered the MRI study (study number S52774) and ethical approval was obtained from the ethical committee UZ Leuven.
while the lumen contour defines its inner boundary. The outer arterial wall contour defines the outer boundary such that, in conjunction with the imaging planes at the extremes, the contours define volumes.

We base our FE mesh on direct meshing of the patient-specific geometries using almost exclusively hexahedral elements (we required some collapsed hexahedra \[36\] at the edge of the ILT), again following Tarjuelo-Gutiérrez et al. \[35\]. To begin, for completeness, we subdivide the volume of the AAA with the corresponding ILT into three individual vessels using three planes defined by five manually selected points: (i) Anterior – anterior cranial to the bifurcation on the lumen surface; (ii) Posterior – posterior cranial to the bifurcation on the lumen surface; (iii) Caudal – centered and caudal to the bifurcation on the wall surface; (iv) Dexter – dexter cranial to the bifurcation on the lumen surface; (v) Sinister – sinister cranial to the bifurcation on the lumen surface. The 3-D location of each point affects the shapes of the resulting elements and thus the quality of the meshes. We then carefully divide the three vessels into six sections in order to achieve suitable elements at the transition zones between independent sections. Next we generate three quadrilateral meshes (the nodes of which are subsequently used to construct the FE mesh with conforming hexahedral elements) defined by: (i) the outer contour of the AAA wall; (ii) the contour of the lumen; (iii) the inner contour of the AAA wall. We calculate a center line using the lumen surface and the quadrilateral mesh of the outer contour of the AAA wall as a reference. This mesh then serves as a reference to update the position of nodes defining the remaining quadrilateral meshes in order to generate radially aligned quadrilaterals at the outer and the inner boundaries of the AAA wall. Finally, we join these quadrilateral elements to form well-shaped hexahedral elements. An analogous process is repeated to generate hexahedral elements for a conforming mesh of the ILT. In locations where there is no ILT this method creates hexahedral elements with zero volume which we remove.

Finally, both the aortic wall (cf., \[37\]) and ILT (cf., \[32\]) constitute three layers. To model these features, we use the inner and outer edges of both the aortic wall and the ILT to reconstruct an accurate representation of the true three-layer structures. Starting from the two-layer mesh, i.e., the artery and thrombus, each hexahedra is divided into three hexahedra in the local radial direc-
tion using empirically determined through-the-thickness ratios determined from human tissues: for the aortic wall – intima 0.14, media 0.49, and adventitia 0.37 [38]; and for the thrombus – luminal 0.34, medial 0.38, and abluminal 0.28 [32]. To ensure solution accuracy, we refine the resulting six-layer mesh by further dividing existing hexahedra and testing both convergence of the solution (across mesh densities) and quality of the resulting hexahedral elements.

Among all the metrics available as a measure of initial mesh quality, the scaled Jacobian is most commonly used in FE simulations for solid structures [39]. We use the open source program ParaView [40], a multi-platform data analysis and visualization application including the Verdict library [41], to calculate and visualize the scaled Jacobian distribution of our elements. Therein, we evaluate the Jacobian, the determinant of the discrete Jacobian matrix, at the element center using the principal axes, and at each node of the hexahedral element as the triple scalar product (also called mixed or box product) of the edges connected to that node [35]. The scaled Jacobian, defined as the minimum value determined when normalizing each Jacobian against the length of its corresponding three vectors in the box product, takes the range [-1,1] for hexahedral elements where -1 indicates the worst possible elements and +1 the best. Solid analysis requires, at a minimum, a positive scaled Jacobian [39]. Generally, to ensure solution robustness, the scaled Jacobian should be greater than or equal to 0.5 [41]. We adjust our FE meshes until this quality metric indicates elements of high quality. Note we exclude collapsed hexahedra from this analysis since this quality metric is not applicable to such elements.

### 2.4.2 Constitutive Models

To model the response of the aortic wall and the thrombus determined from experiments, we use nonlinear, finite strain constitutive models based on convex strain-energy functions $\Psi$. We employ a multiplicative split of $\Psi$ into volumetric and isochoric contributions, using the isochoric deformation gradient $\mathbf{F} = \mathbf{J}^{-1/3} \mathbf{F}$, where $\mathbf{J}$ is the determinant of the deformation gradient $\mathbf{F}$, and the corresponding isochoric right Cauchy-Green tensor is $\mathbf{C} = \mathbf{J}^{-2/3} \mathbf{C}$, where $\mathbf{C} = \mathbf{F}^T \mathbf{F}$, see, e.g., [42]. We assume the decoupled form $\Psi = U(J) + \overline{\Psi}$, where the volumetric contribution is particularized as $U(J) = K(J - 1)^2/2$; here $K$ is a stress-like material parameter that, in the
case of isochoric ($J = 1$) deformation, degenerates to a non-physical (positive) penalty parameter used to enforce incompressibility. We choose $\Psi$ as

$$\Psi(I_1, I_4, I_6) = \Psi_m(I_1) + \Psi_{\text{aniso}}^k(I_1, I_4, I_6),$$

(11)

where $I_1 = \text{tr} C$, $I_4 = C \otimes M$, $I_6 = C' \otimes M'$ and $k = (a, t)$ stands for artery and thrombus, respectively. The vectors $M$ and $M'$ denote the principal directions of fiber reinforcement (e.g., the collagen fibers) in the reference configuration, with $|M| = |M'| = 1$.

For both the layers of arterial wall and ILT, we select the neo-Hookean model to represent the isotropic matrix material, and hence specify $\Psi_m$ as $\mu(I_1 - 3)/2$, where $\mu > 0$ is a stress-like material parameter, corresponding to the shear modulus of the underlying matrix material in the reference configuration (specified as $\mu^{(i)}$, with $i \in \{I, M, A\}$, for the intima, media and adventitia of the arteries in Section 2.1).

We capture the anisotropic, nonlinear response of the collagen fiber network in the layers of the aortic wall using [29, 31]

$$\Psi_{\text{aniso}}^a(I_1, I_4, I_6) = \frac{k_1}{2k_2} \sum_{l=4,6} \left\{ \exp\left\{k_2\left[k\tilde{I}_1 + (1 - 3k)\tilde{I}_l - 1\right]^2\right\} - 1 \right\},$$

(12)

where the superscript $a$ stands for artery, $k_1 > 0$ is a stress-like material parameter, $k_2 > 0$ is a dimensionless parameter, while $\kappa \in [0, 1/3]$ is a dimensionless parameter representing dispersion of the collagen fiber orientations about the principal directions $M$ and $M'$. We capture the anisotropic, nonlinear response of the ILT within the thrombus using [30, 32, 43]

$$\Psi_{\text{aniso}}^t(I_1, I_4, I_6) = \frac{k_1}{2k_2} \sum_{l=4,6} \left\{ \exp\left\{k_2\left[(1 - \rho)(\tilde{I}_1 - 3)^2 + \rho(\tilde{I}_l - 1)^2\right]\right\} - 1 \right\},$$

(13)

where the superscript $t$ stands for thrombus and $\rho \in [0, 1]$ is a dimensionless parameter representing dispersion about the principal direction of reinforcement in the ILT. Tension/compression nonlinearity in $\Psi$ stems from conditional statements that both anisotropic terms ($\Psi_{\text{aniso}}^a$ and $\Psi_{\text{aniso}}^t$) only contribute to the stored strain energy when $\tilde{I}_l > 1$, $l = 4, 6$, such that the stress response is only non-zero in tension.
Table 2: Median material and structural parameters for the intima, media and adventitia of human abdominal aorta determined from nine tissue samples (mean age 61.0 ± 11 yr) [31].

<table>
<thead>
<tr>
<th></th>
<th>$\mu$ [kPa]</th>
<th>$k_1$ [kPa]</th>
<th>$k_2$ [–]</th>
<th>$\varphi$ [°]</th>
<th>$\kappa$ [–]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intima</td>
<td>44.0</td>
<td>$10.1 \times 10^3$</td>
<td>0.00</td>
<td>40.5</td>
<td>0.25</td>
</tr>
<tr>
<td>Media</td>
<td>28.0</td>
<td>$0.81 \times 10^3$</td>
<td>12.4</td>
<td>39.1</td>
<td>0.18</td>
</tr>
<tr>
<td>Adventitia</td>
<td>10.0</td>
<td>$0.38 \times 10^3$</td>
<td>3.35</td>
<td>40.6</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 3: Mean material and structural parameters for the luminal, medial and abluminal layers of human intraluminal thrombus determined from 43 thrombi samples (mean age 67.0 ± 6 yr) [32].

<table>
<thead>
<tr>
<th></th>
<th>$\mu$ [kPa]</th>
<th>$k_1$ [kPa]</th>
<th>$k_2$ [–]</th>
<th>$\varphi$ [°]</th>
<th>$\rho$ [–]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminal</td>
<td>19.4</td>
<td>15.9</td>
<td>2.7</td>
<td>84.1</td>
<td>0.33</td>
</tr>
<tr>
<td>Medial</td>
<td>14.2</td>
<td>6.0</td>
<td>0.07</td>
<td>86.7</td>
<td>0.05</td>
</tr>
<tr>
<td>Abluminal</td>
<td>10.2</td>
<td>2.9</td>
<td>0.03</td>
<td>89.1</td>
<td>0.05</td>
</tr>
</tbody>
</table>

In both material models, the vectors $\mathbf{M}$ and $\mathbf{M}'$ denote the directions of principal anisotropy in the reference configuration. We determine these directions, according to experimental data, symmetrically with respect to the local circumferential direction of the artery, and thus both directions are uniquely defined by the structural parameter $\varphi$, the angle between the circumferential direction of the artery and the fiber directions that lay in the plane of the tissue (i.e., a plane normal to the local radial direction). We implement these data element-wise into our finite element models using a custom Matlab (The MathWorks, Inc., Natick, MA) code, cf., Kiousis et al. [44].

Table 2 provides the median constitutive parameters $\mu$, $k_1$, $k_2$, $\varphi$ and $\kappa$ for the intima, media and the adventitia of the human abdominal aorta, as determined from nine tissue samples (mean age 61.0 ± 11 yr) from Weisbecker et al. [31]. Similarly, Table 3 provides the mean constitutive parameters $\mu$, $k_1$, $k_2$, $\varphi$ and $\rho$ for the three individual layers of ILT (luminal, medial and abluminal) determined from 43 samples of thrombi (mean age 67.0 ± 6 yr) from Tong et al. [32].
2.5 Representative Simulations

In order to exercise our methodology and investigate the effect of initial stresses, including both residual stresses and prestresses, on the stress distributions within the AAA wall and the ILT we perform three different types of simulations: (i) conventional forward computations neglecting both residual stresses and prestresses, termed ‘conventional’ calculations; (ii) computations accounting only for prestresses using the GPA [20], termed ‘prestressing’ calculations; (iii) computations including both the 3-D residual stresses, according to (1)-(8), and prestresses according to our proposed algorithm (Section 2.2), termed ‘novel’ calculations. As representative test cases we demonstrate results on three patient-specific geometries. In these simulations we assume that the patients, suffering from AAAs, have a diastolic blood pressure (DBP) of 85 mmHg and a systolic blood pressure (SBP) of 135 mmHg, classified as ‘prehypertension’ according to [45].

The medical images, i.e., MRI, are gated manner at DBP, important to note for pressurization using the GPA [20].

3 Results

3.1 Validation Analyses

We validate the accuracy of our computationally-based methodology by recreating analytically-determined 3-D residual stress distributions according to Holzapfel and Ogden [22] using detailed experimental data published on residual deformations from Holzapfel et al. [28]; Fig. 3 shows the comparison. Figures 3(a),(c),(e) show the normal components of the 3-D stress matrix versus the normalized radius for a three-layer arterial tissue composite in the unloaded, residually-stressed state, and the corresponding 3-D FE representations of the circumferential (b), the axial (d) and the radial (f) stress. Specifically, Fig. 3(c) shows the equilibrium (ensuring that the axial loads on the ends of the artery are zero) stress distribution \( \sigma_{zz} = \tilde{\sigma}_{zz} - \bar{\sigma}_{zz} \), where \( \tilde{\sigma}_{zz} \) are the FE simulated stresses and \( \bar{\sigma}_{zz} \) is the mean axial stress), consistent with the definition from Holzapfel and Ogden [22]. Figure 3(d) shows the corresponding simulated stress \( \tilde{\sigma}_{zz} \) in the
Figure 3: Three-dimensional stress components versus normalized radius for a three-layer arterial tissue sample in the unloaded, residually-stressed state, (a),(c),(e), and corresponding three-dimensional finite element representations, (b),(d),(f): circumferential stress $\sigma_{\theta \theta}$ (a),(b); equilibrium $\sigma_{zz}$ and simulated axial stresses $\tilde{\sigma}_{zz}$ (c),(d); radial stress $\sigma_{rr}$ (e),(f). Following Holzapfel and Ogden [22], the axial stress in (c) is the equilibrium stress distribution $\sigma_{zz} = \tilde{\sigma}_{zz} - \bar{\sigma}_{zz}$, ensuring that the axial loads on the ends of the artery are zero, where $\tilde{\sigma}_{zz}$ are the FE simulated stresses and $\bar{\sigma}_{zz}$ is the mean axial stress.
3-D FE model.

### 3.2 Patient-Specific Analyses

To demonstrate the efficacy of our methodology, we detail results from three representative patient-specific geometries (Patients 1,2,3; P1,P2,P3) for the three different types of simulations: (i) ‘conventional’; (ii) ‘prestressing’; (iii) ‘novel’. To address the quality of the meshes, we detail the scaled Jacobian (which takes the range [-1,1]) results for the mesh of P1. Herein, all elements in the AAA wall have a scaled Jacobian value above 0.2 and 96.9% of the hexahedral elements have a value greater than 0.5. In the ILT, all elements have scaled Jacobian values above 0.2 and 99.2% of the hexahedral elements have a value greater than 0.5.

As a consequence of the types of simulations we obtain different individual displacement fields. The magnitude of the nodal displacement $\|u\|$ provides information for comparison of the three types of simulations. At DBP (85 mmHg), the maximum nodal displacement magnitude obtained using the conventional calculation is significant, while since we program both the prestressing and the novel calculations to maintain the imaged *in vivo* configuration under pressure loading to DBP, we observe no nodal displacements in these two types of simulations (not shown).

Subsequently, we increase the pressure load to SBP (135 mmHg) and calculate substantially different distribution of $\|u\|$ for the three different calculations. Figure 4 compares the distribution of the nodal displacement magnitude $\|u\|$ obtained at SBP for P1 [(a),(b),(c); top row], P2 [(d),(e),(f); middle row] and P3 [(g),(h), (i); bottom row] using the three different types of simulations: conventional (first column), prestressing (middle column), novel (last column), the latter including both residual stresses and prestresses.

As another point for comparison, we focus on P1 and review the maximum nodal displacement magnitudes obtained at DBP and SBP using the three types of simulations. At DBP, $\|u\| = 3.19$ mm in the conventional calculation while, in both the prestressing and novel simulation types, we observe no nodal displacements ($\|u\| = 0$ mm) as expected. At SBP, $\|u\| = 3.53$ mm in the conventional calculation, see Fig.4(a), 1.29 mm in the prestressing calculation, see Fig.4(b),
Figure 4: Representative finite element simulations showing the distribution of the nodal displacement magnitude $\|u\|$ obtained at systolic blood pressure for Patient 1, (a),(b),(c), Patient 2, (d),(e),(f), and Patient 3, (g),(h),(i), using three different types of simulations: conventional, (a),(d),(g), prestressing (b),(e),(h), and novel, (c),(f),(i), the later accounting for both residual stresses and prestresses.
and 3.10 mm in the novel calculation, see Fig. 4(c).

Following the same layout, Fig. 5 compares the distributions of circumferential Cauchy stresses $\sigma_{\theta\theta}$ obtained at DBP for P1 (a),(b),(c), P2 (d),(e),(f) and P3 (g),(h),(i) using the three different types of simulations: conventional, (a),(d),(g); prestressing, (b),(e),(h); novel, (c),(f),(i). Similarly, Fig. 6 compares the distributions of circumferential Cauchy stresses $\sigma_{\theta\theta}$ obtained at SBP.

For closer inspection at SBP, Fig. 7 compares presumably healthy aortic cross-sections arbitrarily cut from the FE models above the thrombi but sufficiently far from the top boundary planes in Fig. 6. Therein, Fig. 7 compares the distribution of the circumferential Cauchy stress $\sigma_{\theta\theta}$ obtained at SBP for P1 (a),(b),(c), P2 (d),(e),(f) and P3 (g),(h),(i) using the three different types of simulations: conventional, (a),(d),(g); prestressing, (b),(e),(h); novel, (c),(f),(i).

4 Discussion

Holzapfel et al. [28] demonstrated that a single parameter such as the opening angle is not sufficient to characterize the complex, multi-layered 3-D residual stress field present in arterial tissues, hence the motivation for our current work. Separating the human intima, media and adventitia experimentally, i.e., a multi-layered stress release, allows the tissue segments to get much closer to true stress-free states where the 3-D residual stretches and curvatures can be measured.

To our knowledge, the methodology presented here is the first to include 3-D residual stress distributions with such fidelity into FE models, where we account for the effects of both residual stretches and residual curvatures determined experimentally using human tissues. We include the arterial wall thickness estimated from medical images in our patient-specific simulations, we model the three layers of the aorta explicitly based on experimentally determined through-the-thickness ratios of intima/media/adventitia, we account for both layer-specific residual stresses and prestresses in the imaged configuration in order to maintain theoretical consistency, and we use both layer-specific material parameters and residual stretches determined experimentally from human tissues.
Figure 5: Representative finite element simulations showing the distribution of the circumferential Cauchy stress $\sigma_{\theta\theta}$ obtained at diastolic blood pressure for Patient 1, (a),(b),(c), Patient 2, (d),(e),(f), and Patient 3, (g),(h),(i), using three different types of simulations: conventional, (a),(d),(g), prestressing (b),(e),(h), and novel, (c),(f),(i), the later accounting for both residual stresses and prestresses.
Figure 6: Representative finite element simulations showing the distribution of the circumferential Cauchy stress $\sigma_{\theta\theta}$ obtained at systolic blood pressure for Patient 1, (a),(b),(c), Patient 2, (d),(e),(f), and Patient 3, (g),(h),(i), using three different types of simulations: conventional, (a),(d),(g), prestressing (b),(e),(h), and novel, (c),(f),(i), the later accounting for both residual stresses and prestresses.
Figure 7: Representative finite element results for presumably healthy aortic rings showing the distribution of the circumferential Cauchy stress $\sigma_{\theta\theta}$ obtained at systolic blood pressure for Patient 1, (a),(b),(c), Patient 2, (d),(e),(f), and Patient 3, (g),(h),(i), using three different types of simulations: conventional, (a),(d),(g), prestressing, (b),(e),(h), and novel, (c),(f),(i), the last accounting for both residual stresses and prestresses.

4.1 Validation Analyses

The validation test case shows an excellent match between the analytical results from Holzapfel and Ogden [22] and our simulation results (cf., Fig. [3]) and demonstrates both the correct implementation of our method, as well as its accuracy. This test case provides an additional check on our modeling assumptions. In our numerical reconstruction of the axial tissue strip we include both the circumferential and axial curvatures measured experimentally. However, Holzapfel and Ogden [22] consider the larger of these two curvatures in order to derive a closed-form, analytical expression for the deformation gradients $F^{(i)}_{RS}$, with $i \in [I, M, A]$. Since our analytical expressions...
\( \mathbf{F}_{RS}(r) \) in (1)-(5) are based on [22], we also consider the largest curvature. The results in Fig. 3 demonstrate that neglecting the bending stresses resulting from the smaller residual curvature does not cause a significant error. Residual stresses generated from the smaller residual curvature likely explain the small differences between the analytical result and our simulation result for the circumferential stress distribution in the media (cf., Fig. 3(a)).

4.2 Patient-Specific Analyses

Discussing details of our patient-specific analyses, we employ an MRI protocol that we have specifically tuned to enhance contrast between the aortic wall and the surrounding tissue. The improved protocol allows us to segment both the aortic lumen and the outer edge of the aorta, and thus locally estimate the true thickness of the aortic wall. The importance of estimating the arterial wall thickness, and hence including non-uniform wall thicknesses to FE models, is discussed in Humphrey and Holzapfel [46]. In general, MRI allows for improved tissue contrast versus computed tomography angiography, which enables assessment of thrombus consistency as well [47].

Our custom meshing algorithm, detailed in Tarjuelo-Gutiérrez et al. [35], allows us to control the number and distribution of hexahedral elements. With this algorithm we have tuned the FE simulations such that we achieve both solution convergence and a suitable distribution of suitable elements based on the scaled Jacobian as a quality measure. Additionally, we calculate relatively smooth stress distributions even when plotting element stresses (not shown). Hence, we believe the meshes are sufficient to accurately resolve the stress distributions we present.

Comparing the three types of solutions across Patients 1, 2 and 3 we notice the influence of residual stretches/stresses in all solutions. The overall deformation field changes significantly for the three different types of simulations, as depicted in Fig. 4. We predict large nodal displacement magnitudes for the conventional calculation at DBP and only a relatively small increase at SBP. This behavior is explained by the exponential stiffening of the collagen fibers in the AAA wall, enabling large displacements only at relatively low loads. For the prestressing and novel calculations at DBP, we observe no displacements, indicating correct implementation of the GPA
(i.e., we maintain the imaged in vivo geometry). However, we obtain a large difference in nodal displacement magnitudes for both algorithms at SBP. Circumferential stresses estimated in the intima at diastole with the prestressing calculation are relatively high, suggesting the presence of pronounced stiffening. Conversely, in the novel calculation these stresses are relatively moderate in the tissue layers. Thus, the additional pressure increase from DBP to SBP has a larger impact on nodal displacement magnitudes in the novel calculation. When comparing nodal displacements across the three simulation types, these are largest in the conventional calculation, consistent with findings in the literature, e.g., [27].

Reviewing the results more closely, there is a clear difference in the stress distributions, especially in the maximum stresses, between the conventional calculations and the calculations including initial stresses (prestresses or residual stresses and prestresses), as shown at 85 mmHg in the Figs. 5(a),(d),(g) versus (b),(e),(h) or (c),(f),(i) and at 135 mmHg in the Figs. 6(a),(d),(g) versus (b),(e),(h) or (c),(f),(i). Our results indicate that accounting for initial stresses within patient-specific simulations increases both the distribution range and maximum of the circumferential Cauchy stresses. We postulate that this effect is due to larger local curvatures (inverse of the local radius) in the imaged geometry versus the deformed geometry of the conventional calculation [20].

Continuing on to the stress results, a quantitative comparison of the circumferential stress distribution \(\sigma_{\theta\theta}\) obtained applying the three types of simulations at DBP, as depicted in Fig. 5, suggests that the predicted mean stress magnitude in the intima using the conventional and prestressing calculations are non-physiological and unrealistically high. This is in contrast to observed mean stresses in the media and adventitia, where stress estimates seem to be very low and essentially non-existent. The novel algorithm, including both residual stresses and prestresses, applied to patient-specific FE simulations of arterial tissue provides reasonable mean stress magnitudes in the circumferential direction for the media and the adventitia, cf., Humphrey and Holzapfel [46]. However, stress estimates in the intima may be too low as we observe compressive mean circumferential stresses.

Upon loading the AAAs to SBP we observe a dramatic increase in the mean circumferential
stress values in the intima when applying both the conventional and prestressing calculations, again due to exponential stiffening of the collagen fibers in the high load regime, as depicted in Fig. 6. However, we observe only minor stress increases in the media and adventitia as a consequence. Here the intima appears to ‘stress-shield’ the media and adventitia, leading to their moderate increases in stresses at SBP. Conversely, the novel calculation predicts more reasonable mean stress values in the media and adventitia. We also observe increased, but still (slightly) negative, circumferential stresses in the intima, see Figs. 6(c),(f),(i). Compressive circumferential stresses (hoop stresses) at the inner boundary of the arterial wall are reported in the literature when prestressing algorithms and residual stresses are combined, e.g., Alastrué et al. [27,48].

For closer inspection at SBP, Fig. 7 compares presumably healthy aortic cross-sections arbitrarily cut from the FE models above the thrombi but sufficiently far from the top boundary planes in Fig. 6. Here the circumferential Cauchy stress distribution $\sigma_{\theta\theta}$ seems to be overall more uniform through the tissue thickness (i.e., smaller stress gradients in the local radial directions) in the novel calculation, Figs. 7(c),(f),(i), compared to both the conventional, Figs. 7(a),(d),(g), and the prestressing calculations, Figs. 7(b),(e),(h). Nonetheless, in all three types of simulations we observe large variations in the circumferential stress values $\sigma_{\theta\theta}$, on the order of 100 kPa, at both pressures (DBP, SBP). Such large variations have also been shown in other studies with patient-specific geometries of arteries, see, e.g., [8,12,26,27,49–52], but such circumferential variations of $\sigma_{\theta\theta}$ in these results is never discussed in detail.

Such results are a consequence of both the patient-specific geometry, where the tissue geometry and thickness is estimated from MRI, and the use of homogeneous material parameters within each tissue layer, however this is not plausible under physiological loads. Experiments report that the stiffness of aortic tissue varies along the circumferential direction [53,54], and suggest that remodeling in healthy arteries aims at maintaining a nearly constant wall stress, e.g., by changing the wall thickness or the composition of constituents [55]. Further experiments confirm that wall stiffness and strength correlate with wall thickness in AAAs [56]. Finally, the high stress variation contradicts growth and remodeling theories that assume deviation from a uniform homeostatic stress is the principal driver of tissue adaptation [17,57].
Remarkable differences in the lumen shape are observed when we compare the conventional calculation to the prestressing and novel calculations (Fig. 7). We obtain relatively smooth curvatures in the conventional calculation, in contrast to the prestressing and novel (geometry preserving approaches) calculations, where large curvature differences are still present and possibly explaining the large stress variations. Experimental investigations aimed at determining local variations in both material parameters [54] and residual stresses [58] would help clarify our results, as these will likely homogenize the overall state of stress.

The novel calculation, in which prestresses and residual stresses are included, leads to physiologically relevant mean stress values for the media and adventitia at DBP and SBP, however, we observe a small compressive stress in the circumferential direction of the intima. The reason for this non-physiological stress estimate might be an over-prediction of residual stretches in the analytical calculation performed prior to FE simulation. To rectify this short-coming, it is possible to adjust the deformation gradient mapping the ‘nearly stress-free’ reference configuration for the separated medial layer to the unloaded, patient-specific geometry \( \mathbf{F}_{\text{RS}}^{(M)}(r) \); (2)) using a constant ‘adjustment’ factor. We explored this possibility with a parameter study aimed to determine the influence of residual stretches on the mean circumferential stress \( \sigma_{\theta\theta} \), and it is possible to achieve the expected positive mean stress values in the intima at DBP. However, traction continuity at the intima-media and the media-adventitia interface may be lost when applying such an adjustment factor. Additionally, this is a purely phenomenological approach, unfounded in experimental results, and thus is here not pursued further.

Results obtained for all types of simulations indicate a state of hydrostatic compression in the ILT. However, the material model and experimentally fitted parameters applied here (cf., [32]) were determined under biaxial extension and the mechanical behavior of the individual ILT layers under compression remains unknown. Thus, the constitutive model used may not be an adequate representation of the tissue composite in compression and stress results should be treated with caution.

Raghavan et al. [12] studied the effect of residual stresses using the opening angle method and FE analysis. Therein, the authors compared the circumferential and radial stress distributions in
patient-specific arterial segments to those estimated on cylindrical approximations of the same arterial segments. They conclude that the residual stress distributions do not vary significantly in these two cases. The results in [12] provide confirmation that mapping the analytically determined residual stretches into patient-specific geometries will still lead to a ‘best estimate’ of the true patient-specific residual stretches.

In general, our novel calculation has the potential to increase the reliability of stress predictions within AAA walls, and the overall mean stresses of the individual arterial layers become substantially more homogeneous, as expected, at higher loads such as SBP. The 3-D residual stresses influence the resulting stress distribution, reducing the stresses in the intima by shifting load to the media and adventitia. The result is a more homogenous stress distribution through the thickness of the aorta. Many researchers have concluded that residual stresses have a significant effect on the in vivo distribution of stresses and should tend to homogenize these distributions, cf., e.g., [4, 21].

Finally, our methodology for mapping the residual deformation gradients $F^{(i)}(r^{(i)})$, with $i \in \{I, M, A\}$, (1)-(5), applies to virtually any FE mesh, and is not restricted to the well-structured meshes used in our analysis.

### 4.3 Limitations

Advanced mechanical modeling of complex 3-D biomechanical structures such as AAAs presents several challenges, and includes several assumptions and limitations influencing the results. In the analysis performed to validate our novel calculation for including residual stresses into patient-specific FE simulations we assume that the reference configurations of the separated layers, which are nearly stress-free, are completely stress-free. It is likely that additional cuts through the arterial tissue may be necessary to obtain zero-stress states [58]. In fact, the arterial wall would theoretically need to be separated into infinitesimally small parts to obtain configurations truly free from residual stresses [59, 60].

Furthermore, the reference ‘stress-free’ geometry is a simplification of the real, experimentally-
determined configurations using samples from 11 patients [28]. Determination of curvatures in the axial and circumferential directions was performed by approximating the actual geometry by circular arcs [28]. Holzapfel et al. [28] approximated complex curvatures in both directions with circular arcs, and assumed stretches to be uniform within each layer. The circularity assumption was investigated in the literature and confirmed to be reasonable [12].

The analytically determined residual stretches calculated in the preprocessing stage of the proposed method (cf., [22]) are also based on modeling the aortic tissue as a neo-Hookean material to make the analysis tractable. Here the residual stretches are likely small and thus the influence of stiffening of collagen fibers is neglected. Thus, the calculated residual deformations in (1)-(5) could be overestimated.

Performing the residual stress experiments includes the excision, i.e. unloading, of the artery from the human cadaver and subsequently cutting of axial and circumferential tissue strips [28]. As a consequence, residual stresses are released, leading to an equilibrium configuration after some time for relaxation. This experiment indicates that residual stretches are measured relative to the unloaded geometry, and thus should be included in the unloaded artery. In our calculation we include residual stresses into the loaded geometry of the artery, that determined from MR Imaging at DBP, prior to application of the pressure loading via the GPA. The impact of this geometry mismatch on the predicted stress states was not quantified.

Our patient-specific FE analyses treat the AAA wall as a healthy abdominal aorta, assuming that the three-layered structure and collagen fiber alignments of the tissue are not compromised. However, diseased AAA walls, particularly those covered by ILTs, are degenerated and fundamentally different to healthy human abdominal aortas in terms of morphology, collagen fiber orientations and material properties [32, 61]. Furthermore, lipid pools and calcifications may be present in AAAs. We do not segment these structural components during image processing and therefore do not consider them in our FE simulations, although these details can be added, cf., [44, 62].

Experimental data on the residual stresses in diseased arterial tissues do not exist, and thus it remains unknown to what extent the formation and presence of ILT changes these residual stresses. Lacking data we assume here that this influence is negligible and we use the available residual
stress data from healthy abdominal aortas. Here, in light of the degenerated AAA tissues, the residual stresses could be overestimated. Experimental data on the residual stresses present in the ILT is also lacking. Based on unpublished observations made at the Institute of Biomechanics, Graz University of Technology, residual stresses in the individual ILT layers are relatively small and are therefore not included in our FE analyses. Here the residual stresses could be underestimated.

4.4 Concluding Remarks

Our proposed methodology simultaneously accounts for experimentally determined residual stresses and \textit{in vivo} loading conditions on patient-specific simulations of aortas. Including residual stresses in patient-specific FE simulations of aortic tissues significantly impacts both the stress distributions within the tissue (and its layers) and the global (organ-level) deformation, and is thus important to consider.

We apply our novel approach for including residual stresses into patient-specific FE models of aortic tissues to examples on AAAs. Our methodology is equally useful for incorporating residual stresses into the ILT although residual stresses within the ILT have not yet been studied experimentally, and hence no data are available for calibration.

Overall our methodology applies to any residually stressed material where experimental data on the residual deformations are available. Such methods, coupled with appropriate experimental data, aim at increasing the accuracy of FE analyses for patient-specific studies in computational biomechanics and may lead to increased clinical application of simulation tools. In the future such simulations of arteries of individual patients may aid clinicians to diagnose and treat arterial pathologies.
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