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Abstract—In this paper, a non-parallel semi-supervised algorithm based on kernel spectral clustering is formulated. The prior knowledge about the labels is incorporated into the kernel spectral clustering formulation via adding regularization terms. In contrast with the existing multi-plane classifiers such as Multisurface Proximal Support Vector Machine (GEPSVM) and Twin Support Vector Machines (TWSVM) and its least squares version (LSTSVM) we will not use a kernel-generated surface. Instead we apply the kernel trick in the dual. Therefore as opposed to conventional non-parallel classifiers one does not need to formulate two different primal problems for the linear and nonlinear case separately. The proposed method will generate two non-parallel hyperplanes which then are used for out-of-sample extension. Experimental results demonstrate the efficiency of the proposed method over existing methods.

I. INTRODUCTION

In the last few years there has been a growing interest in semi-supervised learning in the scientific community. Generally speaking, machine learning can be categorized into two main paradigms, i.e., supervised versus unsupervised learning.

The task in supervised learning is to infer a function from labeled training data. Whereas unsupervised learning refers to the problem where no labeled data are given. In the supervised learning setting the labeling process might be expensive or very difficult. Then the alternative is semi-supervised learning which concerns the problem of learning in the presence of both labeled and unlabeled data [1], [2] and [3]. In most cases one encounters a large amount of unlabeled data while the labeled data are rare.

Most of the developed approaches attempt to improve the performance of the algorithm by incorporating the information from either the unlabeled or labeled part. Among them are graph based methods that assume that neighboring point pairs with a large weight edge are most likely within the same cluster. The Laplacian support vector machine (LapSVM) [4], a state of art method in semi-supervised classification, is one of the graph based methods which provide a natural out-of-sample extension.

Spectral clustering methods, in a completely unsupervised fashion, make use of the eigenspectrum of the Laplacian matrix of the data to divide a dataset into natural groups such that points within the same group are similar and points in different groups are dissimilar to each other. However it has been observed that classical spectral clustering methods suffer from the lack of an underlying model and therefore do not possess an out-of-sample extension naturally.

Kernel spectral clustering (KSC) introduced in [5] aims at overcoming these drawbacks. The primal problem of kernel spectral clustering is formulated as a weighted kernel PCA. Recently the authors in [6] have extended the kernel spectral clustering to semi-supervised learning by incorporating the information of labeled data points in the learning process. Therefore the problem formulation is a combination of unsupervised and binary classification approaches. The concept of having two non-parallel hyperplanes for binary classification was first introduced in [7] where two non-parallel hyperplanes were determined via solving two generalized eigenvalue problem and the method is termed GEPSVM. In this case one obtains two non-parallel hyperplanes where each one is as close as possible to the data points of the one class and as far as possible from the data points of the other class. Some efforts have been made to improve the performance of GEPSVM by providing different formulations such as in [8]. The authors in [8] proposed a non-parallel classifier called TWSVM, that obtains two non-parallel hyperplanes by solving a pair of quadratic programming problems. An improved TWSVM termed as TBSVM is given in [9] where the structural risk is minimized.

Motivated by the ideas given in [10] and [11], recently the least squares twin support vector machines (LSTSVM) is presented in [12] where the primal quadratic problems of TSVM is modified in least square sense and and inequalities are replaced by equalities. In all the above mentioned approaches, for designing a nonlinear classifier, they utilize kernel-generated surfaces. In addition they have to construct different primal problems depending on whether a linear or nonlinear kernel is applied. It is the purpose of this paper to formulate a non-parallel semi-supervised algorithm based on kernel spectral clustering for which we can directly apply the kernel trick and thus its formulation enjoys the primal and dual properties as in a support vector machines classifier [13], [14].

This paper is organized as follows. In Section II, a brief review of binary kernel spectral clustering and its semi-supervised version are given. Section III briefly introduces twin support vector machines. In Section IV a non-parallel semi-supervised classification algorithm based on kernel spectral clustering is formulated. Model selection is explained in Section V. Section VI describes the numerical experiments, discussion, and comparison with other known methods.
II. SEMI-SUPervised KERNEL SPECTRAL CLUSTERING

In this section first binary Kernel spectral clustering is briefly reviewed and then the formulation of semi-supervised KSC given in [6] is summarized.

A. Primal and Dual formulation of binary KSC

The method corresponds to a weighted kernel PCA formulation providing a natural extension to out-of-sample data i.e. the possibility to apply the trained clustering model to out-of-sample points. Given training data \( \mathcal{D} = \{ x_i \}_{i=1}^M \), \( x_i \in \mathbb{R}^d \) and adopting the model of the following form
\[
e = w^T \varphi(x_i) + b, \quad i = 1, \ldots, M,
\]
the binary kernel spectral clustering in the primal is formulated as follows:
\[
\begin{align*}
\min_{w,b,e} & \quad \frac{1}{2}w^T w - \frac{c}{2}e^T V e \\
\text{subject to} & \quad \Phi w + b 1_M = e
\end{align*}
\] (1)

Here \( \Phi = [\varphi(x_1), \ldots, \varphi(x_M)]^T \) and a vector of all ones with size \( M \) is denoted by \( 1_M \). \( \varphi(\cdot) : \mathbb{R}^d \to \mathbb{R}^h \) is the feature map and \( h \) is the dimension of the feature space. \( V = \text{diag}(v_1, \ldots, v_M) \) with \( v_i \in \mathbb{R}^+ \) is a user defined weighting matrix. Applying the Karush-Kuhn-Tucker (KKT) optimality conditions one can show that the solution in the dual can be obtained by solving an eigenvalue problem of the following form:
\[
V M \lambda \Omega = \lambda \Omega
\] (2)

where \( \lambda = 1/\gamma \), \( M_i = I_M - (1/\lambda M) V 1_M 1_M^T V \), \( I_M \) is the \( M \times M \) identity matrix and \( \Omega_{ij} = K(x_i, x_j) \). \( \Phi(x_i)^T \varphi(x_j) \). It is shown that if
\[
V = D^{-1} = \text{diag}(1/d_1, \ldots, 1/d_M),
\]
where \( d_i = \sum_{j=1}^M K(x_i, x_j) \) is the degree of the \( i \)-th data point, the dual problem is related to the random walk algorithm for spectral clustering.

For model selection several criteria have been proposed in literature including a Fisher [15] and Balanced Line Fit (BLF) [5] criterion. These criteria utilize the special structure of the projected out-of-sample points or estimate out-of-sample eigenvectors for selecting the model parameters. When the clusters are well separated the out-of-sample eigenvectors show a localized structure in the eigenspace.

B. Primal and Dual formulation of semi-supervised KSC

KSC is an unsupervised algorithm, by nature, but it has shown its ability to also deal with both labeled and unlabeled data at the same time by incorporating the information of the labeled data into the objective function. Consider training data points \( \{ x_1, \ldots, x_N, x_{N+1}, \ldots, x_M \} \) where \( x_i \in \mathbb{R}^d \). The first \( N \) data points do not have labels whereas the last \( N_L = M - N \) points have been labeled with \( \{ y_{N+1}, \ldots, y_M \} \) in a binary fashion. The information of the labeled samples are incorporated to the binary kernel spectral clustering (1) by means of a regularization term which aims at minimizing the squared distance between the projections of the labeled samples and their corresponding labels [5]
\[
\begin{align*}
\min_{w,b,c} & \quad \frac{1}{2} w^T w - \frac{c}{2} e^T V e + \frac{\rho}{2} \sum_{m=N+1}^M (e_m - y_m)^2 \\
\text{subject to} & \quad \Phi w + b 1_M = e
\end{align*}
\] (3)

where \( V = D^{-1} \) is defined in the previous section. Using the Karush-Kuhn-Tucker (KKT) optimality conditions one can show that the solution in the dual can be obtained by solving the following linear system of equations (see [6])
\[
(I_M - (\gamma D^{-1} - \rho G) M_S \Omega) \alpha = \rho M_S y
\] (4)

where \( M_S = I_M - (1/c) 1_M 1_M^T (\gamma D^{-1} - \rho G) \), \( I_M \) is the \( M \times M \) identity matrix and \( c = 1/\lambda M (\gamma D^{-1} - \rho G) M_S \Omega \) is defined as previously.
\[
G = [\begin{array}{cc}
0_{N \times N} & 0_{N \times N_L} \\
0_{N_L \times N} & I_{N_L}
\end{array}]
\]

and \( y = [0, \ldots, 0, y_{N+1}, \ldots, y_M] \). The model selection is done by using an affine combination (where the weight coefficients are positive) of a Fisher criterion and classification accuracy for labeled data.

III. TWIN SUPPORT VECTOR MACHINE BASED CLASSIFIER

Consider a given training dataset \( \{ x_i, y_i \}_{i=1}^N \) with input data \( x_i \in \mathbb{R}^d \) and output data \( y_i \in \{-1, 1\} \) which consists of two subsets \( X^1 = [x_1^1, \ldots, x_{n_1}^1] \) and \( X^2 = [x_1^2, \ldots, x_{n_2}^2] \) corresponding to points belonging to class 1 and -1 respectively. The linear twin support vector machine (TSVM) [8], seeks two non-parallel hyperplanes
\[
f_1(x) = w_1^T x + b_1 = 0, \quad f_2(x) = w_2^T x + b_2 = 0
\]
such that each hyperplane is closest to the data points of one class and farthest from the data points of the other class. Here \( w_1, w_2 \in \mathbb{R}^d \) and \( b_1, b_2 \in \mathbb{R} \). In linear TSVM one has to solve the following optimization problems [8]:

\[
\text{TWSVM1} \quad \min_{w_1, b_1, \xi} \frac{1}{2} ||X^1 w_1 + b_1 1_{n_1}||^2 + c_1 1_{n_1}^T \xi \\
\text{subject to} \quad -(X^1 w_1 + b_1 1_{n_2}) + \xi \geq 1_{n_2},
\]

\[
\text{TWSVM2} \quad \min_{w_2, b_2, \xi} \frac{1}{2} ||X^2 w_2 + b_2 1_{n_2}||^2 + c_2 1_{n_2}^T \xi \\
\text{subject to} \quad (X^1 w_2 + b_2 1_{n_1}) + \xi \geq 1_{n_1}.
\]

The vector of all ones with size \( j \) is denoted by \( 1_j \). Introducing Lagrange multipliers \( \alpha \) and \( \beta \) will lead to the following dual quadratic programming problems:
\[
\begin{align*}
\min_{\alpha} & \quad 1_{n_1}^T \alpha - \frac{1}{2} \alpha^T G (H^T H)^{-1} G^T \alpha \\
\text{subject to} & \quad 0 \leq \alpha \leq c_1 1_{n_2},
\end{align*}
\]

and
\[
\min_{\beta} \quad 1_{n_1}^T \beta - \frac{1}{2} \beta^T R (Q^T Q)^{-1} R^T \beta
\]
subject to \( 0 \leq \beta \leq c_2 1_{n_1} \),

where \( G = [X^2, 1_{n_2}], H = [X^1, 1_{n_1}], R = [X^1, 1_{n_1}] \) and \( Q = [X^2, 1_{n_2}], \alpha \in \mathbb{R}^{n_2} \) and \( \beta \in \mathbb{R}^{n_1} \) are Lagrange multipliers. A Geometric interpretation of TSVM is given in Fig. 1. The class membership of a new data point is based on its proximity to the obtained two non-parallel hyperplanes. After completing the training stage and obtaining two non-parallel hyperplanes, the label of an unseen test point \( x^* \) is determined depending on the perpendicular distances of the test point from the hyperplanes:

\[
\text{Label}(x^*) = \arg\min_{k=1,2} \{ d_k(x^*) \},
\]

where

\[
d_k(x^*) = \frac{|w_k^T x^* + b_k|}{\|w_k\|}, \quad k = 1, 2.
\]

The least squares version of TSVM is termed as LSTSV M proposed in [12], for the linear kernel, consists of the following optimization problems:

**LSTSM1**
\[
\min_{w_1, b_1, \xi} \quad \frac{1}{2} \| X^1 w_1 + b_1 1_{n_1} \|^2 + c_1 \text{\xi}^T \xi
\]
subject to \( -(X^2 w_1 + b_1 1_{n_2}) + \xi = 1_{n_2} \)

**LSTSM2**
\[
\min_{w_2, b_2, \xi} \quad \frac{1}{2} \| X^2 w_2 + b_2 1_{n_2} \|^2 + c_2 \text{\xi}^T \xi
\]
subject to \( (X^1 w_2 + b_2 1_{n_1}) + \xi = 1_{n_1} \).

Here the inequality constraints are replaced with equality constraints and as a consequence the loss function is also changed to a linear squares loss function. Considering the first optimization problem (LSTSM1), substituting the equality constraint into the objective function and setting the gradient with respect to \( w_1 \) and \( b_1 \) will lead to a system of linear equations to be solved. The same approach can be applied for second optimization problem LSTSM2 for obtaining \( w_2 \) and \( b_2 \). Finally one has to solve the following linear systems:

\[
\begin{bmatrix}
    w_1 \\
    b_1
\end{bmatrix} = - (G^T G + \frac{1}{c_1} H^T H)^{-1} G^T 1_{n_2},
\]

and

\[
\begin{bmatrix}
    w_2 \\
    b_2
\end{bmatrix} = (H^T H + \frac{1}{c_2} G^T G)^{-1} H^T 1_{n_1},
\]

where \( G \) and \( F \) are defined as previously. As it can be seen, in contrast with classical support vector machines introduced in [16] the TWSVM formulation [8] does not take the structural risk minimization into account. Therefore the authors in [9] proposed an improved version of TWSVM, called TBSVM, by adding a regularization term in the objective function aiming at minimizing the structural risk by maximizing the margin. In their regularization term, the bias term is also penalized, but this will not affect the result significantly and will change the optimization problem slightly. From a geometric point of view it is sufficient to penalize the \( w \) vector in order to maximize the margin.

For a nonlinear kernel, TSVM, LSTSM and TBSVM methods utilize the kernel generated surface to construct the optimization problems (see the linked references for more details). As opposed to these approaches, in our formulation for semi-supervised learning the burden of designing another two optimization formulations, when the nonlinear kernel is used, is removed by applying the Mercer’s theorem and kernel trick directly. The optimal representations of the models are also shown in this way.

**IV. NON-PARALLEL SEMI-SUPERVISED KSC**

Suppose the training data set \( \mathcal{X} \) consists of \( M \) data points and is defined as follows:

\[
\mathcal{X} = \{ x_1, \ldots, x_N, x_{N+1}, \ldots, x_{N+n_1}, x_{N+n_1+1}, \ldots, x_{N+n_1+n_2} \}
\]

where \( \{ x_i \}_{i=1}^M \in \mathbb{R}^d \). Let us decompose the training data into unlabelled and labelled parts as \( \mathcal{X} = \mathcal{X}_U \cup \mathcal{X}_{L_1} \cup \mathcal{X}_{L_2} \) where subsets \( \mathcal{X}_U, \mathcal{X}_{L_1}, \mathcal{X}_{L_2} \) consisting of \( N_U \) unlabelled samples, \( N_{L_1} \) samples of class I and \( N_{L_2} \) samples of II respectively. Note that the total number of samples is \( M = N_U + N_{L_1} + N_{L_2} \). The target values are denoted by set \( \mathcal{Y} \) which consists of binary labels:

\[
\mathcal{Y} = \{ +1, \ldots, +1, -1, \ldots, -1 \}.
\]

The same decomposition procedure is applied for the available target values i.e. \( \mathcal{Y} = y^1 \cup y^2 \) where \( y^1 \) and \( y^2 \) consist of labels of the samples from class I and II respectively.

We seek two non-parallel hyperplanes

\[ f_1(x) = w_1^T \varphi(x) + b_1 = 0, \quad f_2(x) = w_2^T \varphi(x) + b_2 = 0 \]
where each one is as close as possible to the points of its own class and as far as possible from the data of the other class.

**Remark 4.1:** In general if one uses a nonlinear feature map $\varphi(\cdot)$, obviously two non-parallel hyper-surfaces will be obtained. But in the rest of this paper, the term “hyperplane” is used.

### A. Primal-Dual Formulation of the Method

We formulate a non-parallel semi-supervised KSC, in the primal, as the following two optimization problems:

$$
\min_{w_1, b_1, e_1, \xi} \frac{1}{2} w_1^T w_1 + \frac{\gamma_1}{2} \eta^T \eta + \frac{\gamma_2}{2} \xi^T \xi - \frac{\gamma_3}{2} e^T D^{-1} e
$$

subject to

$$
y_1^T \left[ w_1^T \varphi(x_i) + b_1 \right] + \xi_i = 1, \forall x_i \in I
$$

$$
w_1^T \varphi(x_i) + b_1 = e_i, \forall x_i \in X
$$

where $\gamma_1, \gamma_2$ and $\gamma_3 \in \mathbb{R}^+, b_1 \in \mathbb{R}, \eta \in \mathbb{R}^{N_{11}}, \xi \in \mathbb{R}^{N_{12}}, e \in \mathbb{R}^M, w_1 \in \mathbb{R}^h, \varphi(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^h$ is the feature map and $h$ is the dimension of the feature space.

(6)

$$
\min_{w_2, b_2, e_2, \rho, \nu, \xi} \frac{1}{2} w_2^T w_2 + \frac{\gamma_4}{2} \rho^T \rho + \frac{\gamma_5}{2} \nu^T \nu - \frac{\gamma_6}{2} e^T D^{-1} e
$$

subject to

$$
y_2^T \left[ w_2^T \varphi(x_i) + b_2 \right] + \nu_i = 1, \forall x_i \in I
$$

$$
w_2^T \varphi(x_i) + b_2 = e_i, \forall x_i \in X
$$

where $\gamma_4, \gamma_5$ and $\gamma_6 \in \mathbb{R}^+, b_2 \in \mathbb{R}, \rho \in \mathbb{R}^{N_{12}}, \nu \in \mathbb{R}^{N_{11}}, e \in \mathbb{R}^M, w_2 \in \mathbb{R}^h, \varphi(\cdot)$ is defined as previously.

The intuition for the above formulation can be expressed as follows. Consider optimization problem (6), the first constraint is the sum of squared distances of the points in class I from the first hyperplane i.e. $f_1(x)$ and minimizing this distance will make $f_1(x)$ to be located close to points of class I. The second constraint will push $f_1(x)$ away from data points of class II (the distance of $f_1(x)$ from the points of class II should be at least 1). The third constraint is part of the core model (KSC). A similar argument can be made for the second optimization problem (7). By solving optimization problems (6) and (7) one can obtain two non-parallel hyperplanes where each one is surrounded by the data points of the corresponding cluster (class). Let us assume that class I and II consist of samples with targets (+1) and (-1) respectively. Then one can manipulate the objective function of the above optimization problems and rewrite them in primal as follows:

$$
\min_{w_1, b_1, e_1} \frac{1}{2} w_1^T w_1 + \frac{\gamma_1}{2} e^T A e + \frac{\gamma_2}{2} (S_1 + B e)^T (S_1 + B e) - \frac{\gamma_3}{2} e^T D^{-1} e
$$

subject to

$$
w_1^T \varphi(x_i) + b_1 = e_i, \forall x_i \in X
$$

(8)

$$
\min_{w_2, b_2, e_2} \frac{1}{2} w_2^T w_2 + \frac{\gamma_4}{2} e^T B e + \frac{\gamma_5}{2} (S_2 - A e)^T (S_2 - A e) - \frac{\gamma_6}{2} e^T D^{-1} e
$$

subject to

$$
w_2^T \varphi(x_i) + b_2 = e_i, \forall x_i \in X
$$

(9)

where

$$
A = \begin{bmatrix}
0_{N_0 \times N_0} & 0_{N_0 \times N_{11}} & 0_{N_0 \times N_{12}} \\
0_{N_{11} \times N_0} & I_{N_{11}} & 0_{N_{11} \times N_{12}} \\
0_{N_{12} \times N_0} & 0_{N_{12} \times N_{11}} & I_{N_{12}}
\end{bmatrix},
$$

(10)

$$
B = \begin{bmatrix}
0_{N_0 \times N_0} & 0_{N_0 \times N_{11}} & 0_{N_0 \times N_{12}} \\
0_{N_{11} \times N_0} & 0_{N_{11} \times N_{11}} & 0_{N_{11} \times N_{12}} \\
0_{N_{12} \times N_0} & 0_{N_{12} \times N_{11}} & I_{N_{12}}
\end{bmatrix},
$$

(11)

\[ S_1 = B^1 M, \; S_2 = A^1 M. \]

(12)

Here $I_M$ is vector of all ones with size $M$. $I_{N_{11}}$ and $I_{N_{12}}$ are identity matrix of size $N_{11} \times N_{11}$ and $N_{12} \times N_{12}$ respectively. One can further simplify the objective of the (8) and (9) and rewrite them as follows:

$$
\min_{w_1, b_1, e_1} \frac{1}{2} w_1^T w_1 - \frac{1}{2} e^T (\gamma_3 D^{-1} - \gamma_1 A - \gamma_2 B) e + \frac{\gamma_2}{2} (S_1^T S_1 + 2 S_1^T e)
$$

subject to

$$
\Phi w_1 + b_1 = e,
$$

(13)

$$
\min_{w_2, b_2, e_2} \frac{1}{2} w_2^T w_2 - \frac{1}{2} e^T (\gamma_6 D^{-1} - \gamma_4 B - \gamma_5 A) e + \frac{\gamma_5}{2} (S_2^T S_2 + 2 S_2^T e)
$$

subject to

$$
\Phi w_2 + b_2 = e,
$$

(14)

Here $\Phi = [\varphi(x_1), \ldots, \varphi(x_M)]^T$.

**Lemma 4.1:** Given a positive definite kernel function $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ with $K(x, z) = \varphi(x)^T \varphi(z)$ and regularization constants $\gamma_1, \gamma_2, \gamma_3 \in \mathbb{R}^+$, the solution to (13) is obtained by solving the following dual problem:

$$
(V_1 C_1 \Omega - I_M) \alpha = \gamma_3 C_1^T S_1
$$

(15)

where $V_1 = \gamma_3 D^{-1} - \gamma_1 A - \gamma_2 B$ and $C_1 = I_M - (1/\lambda_1) V_1 1_M 1_M^T V_1$. $\alpha = [\alpha_1, \ldots, \alpha_M]^T$ and $\Omega = \Phi \Phi^T$ is the kernel matrix.

**Proof:** The Lagrangian of the constrained optimization problem (13) becomes

$$
\mathcal{L}(w_1, b_1, e, \alpha) = \frac{1}{2} w_1^T w_1 - \frac{1}{2} e^T (\gamma_3 D^{-1} - \gamma_1 A - \gamma_2 B) e + \frac{\gamma_2}{2} (S_1^T S_1 + 2 S_1^T e) + \alpha^T \left( e - \Phi w_1 - b_1 \right)
$$

where $\alpha$ is the vector of Lagrange multipliers. Then the Karush-Kuhn-Tucker (KKT) optimality conditions are as
follows,
\[
\begin{align*}
\frac{\partial c}{\partial w_1} &= 0 \rightarrow w_1 = \Phi^T \alpha, \\
\frac{\partial c}{\partial w_b} &= 0 \rightarrow w_b = \Phi^T \beta, \\
\frac{\partial c}{\partial \omega_0} &= 0 \rightarrow 1_M^T \alpha = 0, \\
\frac{\partial c}{\partial \omega} &= 0 \rightarrow \alpha = (\gamma_3D^{-1} - \gamma_4A - \gamma_2B)e - \gamma_2S_1, \\
\frac{\partial c}{\partial e} &= 0 \rightarrow e = \Phi w_1 + b_11_M. \\
\end{align*}
\]
(16)

Elimination of the primal variables \(w_1, e\) and making use of Mercer’s Theorem, will result in the following equation
\[
V_1 \omega - b_1 V_1 1_M = \omega + \gamma_2 S_1
\]
(17)
where \(V_1 = \gamma_3D^{-1} - \gamma_4A - \gamma_2B\). From the second KKT optimality condition and (17), the bias term becomes:
\[
b_1 = (1/1_M^T V_1 1_M)(1_M^T \gamma_2 S_1 - 1_M^T V_1 \omega_0). \quad (18)
\]

Substituting the obtained expression for the bias term \(b_1\) into (17) along with some algebraic manipulation one can obtain the solution in dual as the following linear system:
\[
\gamma_2 \left( I_M - V_2 1_M 1_M^T \right) S_1 = V_1 \left( I_M - \frac{1_M 1_M^T V_1}{1_M^T V_1 1_M} \right) \omega - \alpha.
\]

**Lemma 4.2:** Given a positive definite kernel function \(K: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}\) with \(K(x, z) = \varphi(x)^T \varphi(z)\) and regularization constants \(\gamma_4, \gamma_5, \gamma_6 \in \mathbb{R}^+\), the solution to (14) is obtained by solving the following dual problem:
\[
\min_{w_2, b_2, e} \quad \frac{1}{2} w_2^T w_2 - \frac{\gamma_3}{2} e^T V e + \frac{\gamma_2}{2} \sum_{t \in I} (e_t - y_t)^2 + \frac{\gamma_4}{2} \sum_{t \in II} e_t^2
\]
subject to \(\Phi w_2 + b_2 1_M = e\)
(23)

where \(I\) and \(II\) indicate the two classes. Let us rewrite the primal optimization problems (23) and (24) in matrix form as follows:
\[
\min_{w_1, b_1, e} \quad \frac{1}{2} w_1^T w_1 - \frac{\gamma_3}{2} e^T V e + \frac{\gamma_2}{2} \sum_{t \in I} (e_t - y_t)^2 + \frac{\gamma_4}{2} \sum_{t \in II} e_t^2
\]
subject to \(\Phi w_1 + b_1 1_M = e\)
(25)
\[
\min_{w_2, b_2, e} \quad \frac{1}{2} w_2^T w_2 - \frac{\gamma_6}{2} e^T V e + \frac{\gamma_5}{2} \sum_{t \in I} (e_t - y_t)^2 + \frac{\gamma_4}{2} \sum_{t \in II} e_t^2
\]
subject to \(\Phi w_2 + b_2 1_M = e\)
(26)

where \(V_2 = \gamma_6D^{-1} - \gamma_4B - \gamma_5A\). From (21) and the second KKT optimality condition, the bias term becomes:
\[
b_2 = (1/1_M^T V_2 1_M)(-1_M^T \gamma_2 S_2 - 1_M^T V_2 \omega_0 \beta). \quad (22)
\]

Substituting the obtained expression for the bias term \(b_2\) into (21) along with some algebraic manipulation will result in the following linear system:
\[
\gamma_5 \left( I_M - V_2 1_M 1_M^T \right) V_2 \omega_0 = \beta - V_2 \left( I_M - \frac{1_M 1_M^T V_2}{1_M^T V_2 1_M} \right) \omega. \quad (23)
\]

**B. Different approach to reach the same formulation**

In this section we provide an alternative approach to produce a non-parallel semi-supervised formulation based on KSC. In addition we show that this approach will lead to the same optimization problems (13) and (14) obtained in previous subsection.

Thus in order to produce non-parallel hyperplanes, let us directly start from (3) and formulate the following optimization problems in the primal:

where \(\omega\) and \(\beta\) are Lagrange multipliers. Then the Karush-Kuhn-Tucker (KKT) optimality conditions are as follows,

After elimination of the primal variables \(w_2, e\) and making use of Mercer’s Theorem, one can obtain the following equation
\[
V_2 \omega + b_2 V_2 1_M = \omega - \gamma_5 S_2 
\]
(21)

Therefore optimization problems (25) and (26) are equivalent to (13) and (14) respectively.
V. Model selection

The performance of the non-parallel semi-KSC model depends on the choice of the tuning parameters. In this paper for all real experiments the Gaussian RBF kernel is used. The optimal values of \( \{\gamma_i\}_{i=1}^3 \) and the kernel parameter \( \sigma \) are obtained by evaluating the performance of the model (classification accuracy) on the validation set using a meaningful grid search over the parameters. In our proposed algorithm, we set \( \gamma_1 = \gamma_4 + \gamma_2 = \gamma_5 \) and \( \gamma_3 = \gamma_6 \) to reduce the computational complexity of parameter selection.

Noting that both labeled and unlabeled data points are involved in the learning process, it is natural to have a model selection criterion that makes use of both labeled and unlabeled data points. Therefore one may combine two criterion which one of them is designed for evaluating the performance of the model on the unlabeled data points (evaluation of clustering results) and the other will maximize the classification accuracy.

A common approach for evaluation of clustering results is to use cluster validity indices [17]. Any internal clustering validity approach such as Silhouette index, Fisher index or Davies-Bouldin index (DB) can be utilized. In this paper Fisher criterion [15], [6] is utilized to assess the clustering results. This criterion measures how localized the cluster appear in the out-of-sample solution by minimizing the within-cluster scatter while maximizing between-cluster scatter.

The proposed model selection criterion can be expressed as follows:

\[
\arg\max_{\gamma_1, \gamma_2, \gamma_3, \sigma} \kappa F(\gamma_1, \gamma_2, \gamma_3, \sigma) + (1 - \kappa)\text{Acc}(\gamma_1, \gamma_2, \gamma_3, \sigma)
\]

which is an affine combination of Fisher criterion (F) and classification accuracy (Acc), \( \kappa \in [0,1] \) is a user-defined parameter that controls the trade off between the importance given to unlabeled and labeled samples. In case few labeled samples are available one may give more weight to Fisher criterion and vice versa. After completing the training stage the labels of unseen test points \( \mathbf{x}_{\text{test}} = \{x_{\text{test}}^1, \ldots, x_{\text{test}}^n\} \) are determined by using (5) where

\[
d_k(\mathbf{x}_{\text{test}}) = \frac{\Phi_{\text{test}} w_k + b_k 1_n}{\|w_k\|_2}, \quad k = 1, 2.
\]

(27)

Here \( \Phi_{\text{test}} = [\varphi(x_{\text{test}}^1), \ldots, \varphi(x_{\text{test}}^n)]^T \). The procedure of the proposed non-parallel semi-supervised classification is outlined in Algorithm 1.

VI. Numerical Experiments

In this section some experimental results on synthetic and real datasets are given. The synthetic problem consists of four Gaussians with some overlap. The full dataset includes 200 data points. Each one of the training and validation sets consists of 100 points randomly selected from the entire dataset. Artificially binary labels are introduced for eight points.

The performance of the Semi-KSC [6] and the proposed method in this paper when a linear kernel is used are shown in Fig. 1. Due to the ability of the method to produce two non-parallel hyperplanes the data points are almost correctly classified whereas Semi-KSC is not able to do the task well in this case. This example can motivate the use of non-parallel Semi-KSC over Semi-KSC.

The performance of the method is also tested on some of the benchmark datasets for semi-supervised learning described in [18]. The benchmark consists of four data sets as shown in Table 1. The first two i.e. g241c and g241d, which consist of 1500 data points with dimensionality of 241, were artificially created. The other two datasets BCI and Text were derived from real datasets. All datasets have binary labels. BCI has 400 data points and dimension 117. Text includes 1500 data points with dimensionality 11960.

For each data set, 12 splits into labeled points and remaining unlabeled points is already provided (each split contains at least one point of each class). The tabulated results indicate the variability with respect to these 12 splits. In order to have a fair comparison with the recorded results in [6], for each split a training set of \( N_{tr} = 150 \) unlabeled samples are randomly selected for BCI data set and for all the other data sets \( N_{tr} = 600 \). The same number of unlabeled samples used in training sets are drawn at random to form the unlabeled samples of the validation sets. Among the labeled data points, 70\% is used for training and 30\% for the validation sets.

The result of the proposed method (NP-Semi-KSC) is compared with that of Semi-KSC, Laplacian SVM (LapSVM) [4] and its recent version LapSVMp [19] recorded in [6] over the datasets mentioned. When few labeled data points are available the proposed method shows a comparable result with respect to other methods. But as the number of labeled data points increases NP-Semi-KSC outperforms in most cases the other methods.

In Fig. 2, the comparison between NP-Semi-KSC and Semi-KSC is shown for three real data sets taken from UCI machine learning repository [20]. We performed two cases corresponding to different percentages of the labeled data points used in the learning process. The results shown in Fig. 2, are obtained by averaging over 10 simulation runs for different \( \kappa \) values when RBF kernel is used. In both cases, NP-Semi-KSC obtains the maximum accuracy over the whole range of \( \kappa \) values for these three datasets. The obtained results when linear kernel is used, are depicted in Fig. 4.

**Algorithm 1 Non-parallel semi-supervised KSC**

**Input:** Training data set \( \mathcal{X} \), labels \( \mathcal{Y} \), the tuning parameters \( \{\gamma_i\}_{i=1}^3 \), the kernel bandwidth \( \sigma \) and the test set \( \mathcal{X}_{\text{test}} \).

**Output:** Class membership of test data.

1. Solve the dual linear system (15) to obtain \( \alpha \) and compute the bias term \( b_1 \) by (18). Therefore the first hyperplane (hypersurface) can be constructed.
2. Solve the dual linear system (19) to obtain \( \beta \) and compute the bias term \( b_2 \) by (22). Therefore the second hyperplane (hypersurface) can be constructed.
3. Compute the class membership of test data points using (5) and (27).
OF THE OTHER METHODS AND the calculation of the test error is done by evaluating the methods on the full data sets. Two cases for the labeled data size are considered (i.e. # labeled data points = 10 and 100). In the case of 10 labeled data points, the performance of the proposed method is comparable to that of the other methods. When 100 labeled data points are used, the proposed method shows a better performance compared to LapSVM [4], LapSVMp [19] and Semi-KSC [6].

<table>
<thead>
<tr>
<th># of Labeled data</th>
<th>Method</th>
<th>$q_{241c}$</th>
<th>$q_{241d}$</th>
<th>$KCJ$</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>LapsVM</td>
<td>0.48 ± 0.02</td>
<td>0.42 ± 0.03</td>
<td>0.48 ± 0.03</td>
<td>0.37 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>LapsVMp</td>
<td>0.49 ± 0.01</td>
<td>0.43 ± 0.03</td>
<td>0.48 ± 0.02</td>
<td>0.40 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>Semi-KSC</td>
<td>0.42 ± 0.03</td>
<td>0.41 ± 0.04</td>
<td>0.46 ± 0.03</td>
<td>0.29 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>NP-Semi-KSC</td>
<td>0.44 ± 0.03</td>
<td>0.41 ± 0.02</td>
<td>0.47 ± 0.03</td>
<td>0.40 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>LapsVM</td>
<td>0.40 ± 0.06</td>
<td>0.31 ± 0.04</td>
<td>0.37 ± 0.04</td>
<td>0.27 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>LapsVMp</td>
<td>0.36 ± 0.07</td>
<td>0.31 ± 0.02</td>
<td>0.32 ± 0.02</td>
<td>0.32 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>Semi-KSC</td>
<td>0.29 ± 0.05</td>
<td>0.28 ± 0.05</td>
<td>0.28 ± 0.02</td>
<td>0.22 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>NP-Semi-KSC</td>
<td>0.23 ± 0.01</td>
<td>0.26 ± 0.02</td>
<td>0.26 ± 0.01</td>
<td>0.23 ± 0.02</td>
</tr>
</tbody>
</table>

Fig. 2. Toy Problem—Four Gaussians with some overlap. The training and validation parts consist of $N_{tr} = 100$ and $N_{val} = 100$ unlabeled data points respectively. The labeled data points of two classes are depicted by the blue squares and green circles. (a) Result of kernel spectral clustering (completely unsupervised). (b): Result of semi-supervised kernel spectral clustering when linear kernel is used. The separating hyperplane is shown by blue dashed line. (c): Result of the proposed non-parallel semi-supervised KSC when linear kernel is used. Two non-parallel hyperplanes are depicted by blue and green dashed lines.

Table I

![Fig. 3. Obtained average accuracy over 10 simulation runs, on the unseen test set, using semi-supervised KSC and Non-parallel semi-KSC approaches for three real datasets (Ionosphere, Pima and Breast) taken from UCI benchmark repository when RBF kernel is used. Two scenarios are studied. In the first scenario, the training points consist of 5% labeled data points as well as 10% unlabeled data points of each class. The same percentages are used to construct the validation set. The remainings are used as test points. In the second scenario, the training points consist of 10% labeled data points as well as 10% unlabeled data points of each class. The same percentages are used to construct the validation set. The remainings are used as test points. (a),(b),(c): The obtained results for the first scenario. (d),(e),(f): The obtained results for the second scenario.](image-url)
VII. CONCLUSIONS

In this paper, a non-parallel semi-supervised formulation based on kernel spectral clustering is developed. In theory, Semi-KSC formulation is a special case of the proposed method when parameters of the new model are chosen appropriately. The validity and applicability of the proposed method is shown on synthetic examples as well as on real benchmark datasets. Due to the possibility of using different types of loss functions, alternative non-parallel semi-supervised classifiers can be considered in future work.
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