Time-Optimal Path Following for Robots with Trajectory Jerk Constraints using Sequential Convex Programming
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Abstract—Time-optimal path following considers the problem of moving along a predetermined geometric path in minimum time. In the case of a robotic manipulator a convex reformulation of this optimal control problem has been derived previously [1]. However, the bang-bang nature of the time-optimal trajectories results in near-infinite jerks in joint space and operational (Cartesian) space. For systems with unmodeled flexibilities, this usually results in excitation of the resonant frequencies, hence in unwanted vibrations and acceleration peaks, contributing to a tracking error. These vibrations can be reduced by imposing jerk constraints on the trajectory [2]. However, these jerk constraints destroy the convexity of the time-optimal control problem. The present paper proposes an efficient sequential convex programming (SCP) approach to solve the corresponding non-convex optimal control problem by writing the non-convex jerk constraints as a difference of convex (DC) functions. We illustrate the developed approach by means of experiments with a seven d.o.f. robot. Furthermore, numerical simulations illustrate the fast convergence of the proposed method in only a few SCP iterations, confirming the efficiency and practicality of the proposed framework.

I. INTRODUCTION

Path following deals with the problem of following a geometric path without any preassigned timing information. Many industrial robot tasks, such as welding, gluing, laser cutting and milling can be cast as path following problems. In addition, path following is often considered to be the low level stage in a decoupled motion planning approach [3], [4]. First, a high level planner determines a geometric path ignoring the system dynamics but taking into account geometric path constraints. Second, an optimal trajectory along the geometric path is determined that accounts for the system dynamics and limitations. Since the dynamics along a geometric path can be described by a scalar path coordinate \( s \) and its time derivatives [3], [4], the decoupled approach simplifies the motion planning problem to great extent. Recently it was shown that the path following problem for a robotic manipulator with simplified constraints can be cast as a convex optimization problem [1]. This guarantees the efficient computation of globally optimal solutions.

However, the bang-bang nature of the time-optimal trajectories results in near-infinite jerks in joint space and operational (Cartesian) space. For systems with flexibilities, this usually results in excitation of the resonant frequencies, hence in unwanted vibrations and acceleration peaks. These unwanted vibrations contribute to the tracking error of the control system that executes the time-optimal trajectory. Moreover, in most applications the acceleration peaks and vibrations are unwanted, e.g. when moving non-fixed bodies or when moving fragile objects [5]. These vibrations can either be reduced by including the flexibilities in the system model, which results in a strong non-convex optimization problem. Furthermore, the flexibilities are hard to identify. A more indirect, empirical, approach to reduce the vibrations consists of imposing jerk constraints [2]. These jerk constraints also have a positive effect on the tracking error, since the resulting trajectory will be smoother. However, these jerk constraints introduce a mild non-convexity into the time-optimal control problem. To account for such constraints we propose an extension of the convex framework of [1] using sequential convex programming (SCP), since the jerk constraints can easily be written as a difference of two convex (DC) functions [6], [7]. In SCP the concave parts of the constraints are sequentially linearised while preserving the convex parts [8]–[10]. Fast convergence of this method in only three iterations is observed for the examples discussed in this paper, making it a highly efficient framework.

The paper is organized as follows. Section II reviews the convex reformulation of the time-optimal path following problem of [1] and illustrates the convexity of joint and Cartesian velocity and acceleration constraints. Section III describes the jerk constraints in joint space and operational space and formulates them in the same non-convex form. Section IV describes a DC decomposition of the non-convex constraints and reviews a sequential convex programming approach [8]–[10] to efficiently solve the non-convex optimal path following problem. To illustrate the practical use of the proposed SCP approach, a numerical examples and experiments are given in Section V.

Throughout the paper we will use the following shorthand notations for the derivatives of a function \( f(s(t)) \): \( f = \frac{df}{dt} \), \( f = \frac{df}{dt} \), \( f = \frac{df}{dt} \), \( f = \frac{df}{dt} \), \( f = \frac{df}{dt} \), \( f = \frac{df}{dt} \), \( f = \frac{df}{dt} \) and \( f = \frac{df}{dt} \). Where \( t \) indicates time and \( s \) the path coordinate. Furthermore, we indicate scalars with a lower-case letter, e.g. \( n \), vectors with a bold lower-case letter, e.g. \( q \), and matrices with an upper-case letter, e.g. \( M \). \( q \) denotes the \( i \)-th element of \( q \). To indicate an all-ones vector of size \( n \) we use \( 1_n \in \mathbb{R}^n \). We use the following definition for the velocity twist, capturing the translational and rotational
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velocity of a rigid body:

\[
\dot{v}_w = \left( (\dot{v}_w^o)^T, (\dot{\omega}_w^o)^T \right)^T.
\]

Here \( \dot{v}_w^o \) and \( \dot{\omega}_w^o \) represent the translational and rotational velocity of the body, represented by a frame \( \{o\} \) with respect to the world, represented by a frame \( \{w\} \). Index \( v \) is the reference point on the body used to express the translational velocity, while \( \{f\} \) represents the frame in which the coordinates of the \( v \) and \( \omega \) are expressed. The relation between the velocity twist and the joint velocity \( \dot{q} \) is defined by

\[
\dot{v}_w = \frac{\partial }{\partial \dot{q}} \frac{\partial }{\partial q} J_w^o(q) \dot{q}.
\]

where \( \frac{\partial }{\partial q} J_w^o(q) \) is the geometric robot Jacobian \([11]\).

II. PROBLEM FORMULATION

Consider a robotic manipulator with \( n \) degrees of freedom and joint angles \( q \in \mathbb{R}^n \). The equations of motion are given by

\[
\tau = M(q)\dot{q} + C(q, \dot{q})\dot{q} + g(q),
\]

where \( \tau \in \mathbb{R}^n \) are the joint torques, \( M \in \mathbb{R}^{n \times n} \) is the mass matrix, \( C \in \mathbb{R}^{n \times n} \) is a matrix, linear in \( \dot{q} \) accounting for Coriolis and centrifugal effects and, \( g \) is a vector accounting for gravity and other position dependent torques.

Consider a prescribed geometric path \( q(s) \) as a function of a scalar path coordinate \( s \), given in joint space coordinates. The time dependence of the path is determined through \( s(t) \).

Without loss of generality it is assumed that the trajectory starts at \( t = 0 \), ends at \( t = T \) and, \( 0 = s(0) \leq s(t) \leq s(T) = 1 \). It is furthermore assumed that we always move forward along the path, i.e. \( s(t) \geq 0 \), \( \forall t \in [0, T] \).

Using the chain-rule we rewrite joint velocities and accelerations as

\[
\dot{q}(s) = q'(s)\dot{s} \quad \text{and} \quad \ddot{q}(s) = q''(s)\dot{s}^2 + q'(s)\ddot{s}, \tag{3}
\]

where \( q' = dq(s)/ds \) and \( q'' = d^2q(s)/ds^2 \). Substitution of the above equations in (2) projects the equations of motion onto the path \([1]\):

\[
\tau(s) = m(s)\ddot{s} + c(s)\dot{s}^2 + g(s). \tag{4}
\]

By introducing the variable

\[
b(s) = \dot{s}^2, \tag{5}
\]

it was shown in [1] that the time-optimal path following problem is transformed into a convex optimization problem. Indeed, since \( b(s) \geq 0 \), the total motion time

\[
T = \int_0^T dt = \int_0^1 \frac{1}{s} ds = \int_0^1 \frac{1}{\sqrt{b(s)}} ds,
\]

is a convex function. Furthermore, since \( b'(s) = 2\dot{s} \), the torque constraints are linear in \( b(s) \) and \( b'(s) \).

The time-optimal path following problem is then reformulated as

\[
\text{minimize} \quad \int_0^1 \frac{1}{\sqrt{b(s)}} ds
\]

subject to

\[
b(0) = \dot{s}(0)^2, \quad b(1) = \dot{s}(1)^2
\]

\[
b(s) \geq 0
\]

\[
\tau_- \leq m(s)\frac{b'(s)}{2} + c(s)b(s) + g(s) \leq \tau_+
\]

for \( s \in [0, 1] \). \( \tag{6} \)

In [1], [5] many constraints are described that maintain the convexity of the problem, such as velocity constraints and acceleration constraints.

A. Velocity constraints

Constraints on the joint velocity \( \dot{q} = q'(s)\dot{s} \) and Cartesian velocity \( \dot{v}_w = \frac{\partial }{\partial \dot{q}} \frac{\partial }{\partial q} J_w^o(q)\dot{q} \) can be written as a linear function of the optimization variables \((5)\) by carefully squaring these constraints. Suppose the joint velocity upper bound \( \dot{q}_{+, i}(s) > 0 \) and the joint velocity lower bound \( \dot{q}_{-, i}(s) < 0 \), which is typically the case, we can square \( q'(s)\sqrt{b(s)} \leq \dot{q}_{+, i}(s) \) if \( q'(s) > 0 \), yielding \( \dot{q}_{+, i}(s)^2b(s) \leq \dot{q}_{+, i}(s)^2 \), and square \( -\dot{q}_{-, i}(s) \geq -q'(s)\sqrt{b(s)} \) if \( q'(s) < 0 \), yielding \( (-\dot{q}_{-, i}(s))^2 \geq (-q'(s))^2b(s) \). The same holds for the Cartesian velocity.

B. Acceleration constraints

The joint acceleration can also be written as a linear function of the optimization variables. By substituting \((5)\) and \( 2\dot{s} = b'(s) \) into \((3)\) we get

\[
\ddot{q}(s) = q''(s)\frac{1}{2}b'(s) + q'(s)b'(s).
\]

Furthermore, by applying the chain rule to \((1)\) and \( \dot{J} \):

\[
\dot{v}_w = \dot{J}^a_w(s)\frac{1}{2}b'(s) + \dot{J}^o_w(s)b'(s), \tag{7}
\]

and by using \((3)\), the Cartesian acceleration twist of a body, represented by a frame \( \{o\} \) with respect to the world, represented by a frame \( \{w\} \), can be written as a linear function of the optimization variables \([5]\)

\[
\dot{v}_w = \dot{J}^a_w(s)\frac{1}{2}b'(s) + \dot{J}^o_w(s)b'(s), \tag{8}
\]

with

\[
\dot{J}^a_w(s) = \dot{J}^o_w(q)q', \quad \dot{J}^o_w(s) = \dot{J}^o_w(q)q'' + (\dot{J}^o_w)'(q)q'.
\]

Hence, a constraints on the joint and Cartesian velocity and acceleration can be added to the optimization problem, preserving its convexity. From here on we omit the indices of \( \dot{t} \) and \( J \) for notational simplicity.
III. ADDING JERK CONSTRAINTS

We now introduce the joint and Cartesian jerk constraints into the optimization problem. We show that both constraints can be written in the form

$$\phi(s, b(s)) + \psi(s)b(s)\kappa \leq \rho(s),$$  \hspace{1cm} (9)

where $\phi(s, \cdot)$ is a linear vector functions of the optimization variables, $\psi(s)$ and $\kappa$ are vectors independent of the optimization variables and $b(s)\kappa = (\cdots, b(s)^{\kappa_1}, \cdots)^T$. The convexity of (9) depends on the sign of $\psi_i(s)$ and the value of $\kappa_i$. If non-convex, the constraint can easily be decomposed as a difference of two convex functions (DC constraint). Section IV illustrates this decomposition and reviews a sequential convex programming approach to efficiently solve optimization problem (6)-(9).

Since the resulting time-optimal path following problem has an infinite number of optimization variables and an infinite number of constraints, it is discretized by adopting the direct transcription method from [1].

A. Joint jerk constraints

We can write the joint jerk by applying the chain rule to (3)

$$\ddot{q} = q''s^3 + 3q''s + q''s.$$  \hspace{1cm} (10)

Furthermore, applying the chain rule to (5) results in:

$$\dot{s} = \sqrt{b(s)}, \dot{s} = \frac{1}{2}b'(s), \ddot{s} = \frac{1}{2}b''(s)\sqrt{b(s)}.$$  \hspace{1cm} (11)

By factoring out $\sqrt{b(s)} \geq 0$, we can write the joint jerk constraint $\ddot{q}_- \leq \ddot{q} \leq \ddot{q}_+$ as (9) with $\kappa = \frac{-1}{2} 2n$s, $\rho(s) = 0$ and

$$\phi_q(s, b(s)) = q'''(s)b(s) + \frac{1}{2} q''(s)b'(s) + \frac{3}{2} q'(s)b''(s),$$  \hspace{1cm} (13)

$$\phi(s, b(s)) = \begin{pmatrix} -\phi_q(s, b(s)) \\ \phi_q(s, b(s)) \end{pmatrix}$$

and $\psi(s) = \begin{pmatrix} -\ddot{q}_- \\ -\ddot{q}_+ \end{pmatrix}$. 

B. Cartesian (operational space) jerk constraints

By applying the chain rule to (7) we can write the Cartesian jerk as

$$\ddot{t}(s) = \ddot{J}(s)\dot{q}(s) + 2J'(s)\ddot{q}(s) + J(s)\ddot{q}(s)$$

with $\ddot{J}(s) = J''(s)s^2 + J'(s)s$. By using (3), (10) and (11) and by factoring out $\sqrt{b(s)} \geq 0$ we can write the Cartesian jerk constraint $t_- \leq \ddot{t}(s) \leq t_+$ in the form of (9) with $\kappa = \frac{-1}{2} 12n$, $\rho(s) = 0$ and

$$\phi_q(s, b(s)) = (J''(s)\dot{q}(s) + J'(s)q''(s) + J(s)q'''(s))b(s) + \frac{1}{2}(J'(s)q'(s) + J(s)q''(s))b'(s) + \frac{1}{2}J(s)q'(s)b''(s),$$  \hspace{1cm} (14)

$$\phi(s, b(s)) = \begin{pmatrix} -\phi_q(s, b(s)) \\ \phi_q(s, b(s)) \end{pmatrix}$$

and $\psi(s) = \begin{pmatrix} -\ddot{t}_- \\ -\ddot{t}_+ \end{pmatrix}$. 

IV. SCP ALGORITHM AND DC DECOMPOSITION

A. Sequential convex programming algorithm

Consider the DC optimization problem:

minimize $f(x)$

subject to $u_i(x) - v_i(x) \leq 0$, $i = 1, \ldots, l$ \hspace{1cm} (12)

$x \in \Omega$,

where $f : \mathbb{R}^n \to \mathbb{R}$ is convex, $\Omega \subseteq \mathbb{R}^n$ is a nonempty, closed convex set, and $u_i$ and $v_i$ are convex functions. The feasible set is denoted by $D = \{ x \in \Omega | u_i(x) - v_i(x) \leq 0, i = 1, \ldots, l \}$ and its relative interior by $ri(D) = \{ x \in ri(\Omega) | u_i(x) - v_i(x) < 0, i = 1, \ldots, l \}$.

The main idea of the algorithm is to iteratively linearise the non-convex part of the DC inequality constraint, transforming the problem into a convex optimization problem, which can be solved efficiently.

Suppose that $x^k \in \Omega$ is a given point, then the linearized problem of (12) around $x^k$ is

minimize $\frac{\beta}{2} \| x - x^k \|^2$

subject to $u_i(x) - v_i(x^k) - \nabla_x v_i(x^k)(x - x^k) \leq 0$, $i = 1, \ldots, l$, $x \in \Omega$, \hspace{1cm} (13)

where a regularization term with parameter $\beta$ is added to the objective function. The following algorithm for solving (12) is proposed in [9].

Sequential convex programming algorithm

**Initialization:** Choose a $\beta > 0$ and find an initial point $x^0 \in ri(D)$. Set $k = 0$.

**Iteration k:** For $k = 0, 1, \ldots$ do

1) Solve the convex problem (13) to obtain a solution $x^{k+1}$.

2) If $\| x^{k+1} - x^k \| \leq \varepsilon$ for a given tolerance $\varepsilon > 0$ then terminate. Otherwise, set $k = k + 1$ and go to step 1.

Note that when the initial point $x^0 \in ri(D)$, then the algorithm generates a sequence of points $x^k$ which also belongs to $D$. Geometrically, the algorithm can be seen as an inner approximation method. Under fairly mild assumptions, which in practice come down to the problem being well posed, it can be shown that the SCP algorithm converges to a stationary point of (12) [9].

B. DC decomposition

To apply the algorithm to problem (6)-(9), we need to determine a DC decomposition of (9) by examining its
convexity, which depends on the values of $\psi_i(s)$ and $\kappa_i$. Since $b(s) \geq 0$, (9) is nonconvex whenever

$$\psi_i(s) > 0 \text{ and } 0 < \kappa_i < 1, \text{ or}$$

$$\psi_i(s) < 0 \text{ and } \kappa_i > 1 \cup \kappa_i < 0.$$  

In the case of joint and Cartesian jerk $\kappa_i = -\frac{1}{2}$. Typically $\ddot{q}_+(s) \leq 0$, $\dot{q}_-(s) \leq 0$, $\ddot{q}_+(s) \geq 0$ and $\dot{q}_+(s) \geq 0$, hence $\psi_i(s) \leq 0$ and (9) is non-convex. An obvious DC decomposition as in (12) is

$$u_i(b(s)) = \phi_i(s,b(s)) - \rho_i(s) \text{ and } v_i(b(s)) = -\psi_i(s)b(s)^{\kappa_i}.$$  

V. NUMERICAL EXAMPLES AND EXPERIMENTS

In this section we illustrate the proposed framework with numerical simulations and experiments. For the experiments, an off-line calculated motion profile is applied to the robot. We show how Cartesian jerk constraints result in lower acceleration peaks and less tracking error with only a minimal loss in time-optimality. For the experiments we use a seven degree of freedom KUKA LWR executing a linear trajectory along the x-axis of the base frame. The orientation of the end-effector remains equal to the orientation of the base frame during the whole motion. The robot is controlled using OROCOS [12] and for the measurements of the end effector acceleration we use a HBM B12/500 accelerometer. The SCP algorithm is implemented directly and very easily using the free high-level optimization modeling tool YALMIP [13] on an Intel Core i3 CPU running at a 2.53GHz Windows machine.

We consider transporting a non-fixed rigid body, placed on a plate held by the end effector of the robot. Figure 1 shows a picture of the set-up. To prevent the object from tipping over or sliding away, the Cartesian acceleration has to be constrained. For a rectangular object with width $w$ and height $h$, the object will tip over if $|\dot{L}_z| > \frac{w}{h}g$ and slip if $|\ddot{L}_z| > \mu g$, with $g$ the gravitational acceleration and $\mu$ the static friction coefficient. Here we have ensured the friction to be big enough so that the tipping constraint is dominant. The geometry of the object implies that the Cartesian acceleration has to be constrained to 5 m/s$^2$. We show that in the absence of a jerk constraint, the acceleration peaks due to unmodeled flexibilities result in the object tipping over. Including jerk constraints result in a motion with some loss in time-optimality but with less acceleration peaks, which leads to the object not tipping over.

First, we apply the optimal trajectory with a Cartesian acceleration constraint and without Cartesian jerk constraint. In this case, the robot motion (with $T^* = 1.19s$) results in high acceleration peaks due to unmodeled flexibilities. The desired and measured end effector acceleration along the x-axis are given in Figure 2. Due to the acceleration peaks (up to 9.2 m/s$^2$) the object will tip over.

To reduce the acceleration peaks and vibrations we include a jerk constraint into the optimization problem. The value of this constraint is chosen empirically to reduce the effect of the unmodeled flexibilities on the vibrations and acceleration peaks, such that the object will not tip over. Figure 3 shows the trade-off between time-optimality and acceleration peak.
for seven jerk constraints between $[\infty, 50] \text{ m/s}^3$ for this particular example. The normalized measured acceleration peak (acceleration divided by the value for no jerk constraint or $T_x = \infty$) and normalized jerk constraint (jerk divided by the first considered finite jerk constraint, here 500 m/s$^3$) are given in function of the normalized time (time divided by the value for no jerk constraint). One can see (indicated by the square on Figure 3) that for only a minimal loss in time-optimality (e.g. 1.5%) the acceleration peak is already reduced a lot (e.g. 28%). Furthermore, the acceleration peak only drops under the desired value of 5 m/s$^2$ for a jerk constraint of 50 m/s$^3$.

A solution of the SCP problem, discretized with grid size $K = 100$ of $s$, with Cartesian jerk constraint (50 m/s$^3$) was obtained with sufficient precision ($\varepsilon = 10^{-6}$) in four iterations for which we have an optimal motion time of $T^* = 1.38$s. The inner convex problem is solved in 1.17s, which is similar to the results presented in [1]. The initial point of the SCP algorithm is chosen as a parabola in $b(s)$ [14]. One could also choose to use the result of the optimization problem without jerk constraint as the initial value of the SCP algorithm, however, this does not speed up the convergence and requires an extra solution of a convex problem. Here $\beta = 10^{-6}$ is tuned experimentally and it is observed that it does not influence the convergence much. The desired and measured end effector acceleration along the $x$-axis are given in Figure 4. Figure 5 shows the desired jerk in the $x$-direction in function of time. The unmodeled flexibilities still result in accelerations larger than desired but it can be seen that the measured acceleration lies between $-5 \text{ m/s}^2$ and $5 \text{ m/s}^2$, hence the object will not tip over. Furthermore, there are less vibrations.

Figure 6 shows some frames from of a video of the experiment. In the upper part of the frame the robot executes the time-optimal trajectory without jerk constraint. In the lower part the robot executes the time-optimal trajectory with jerk constraint. It can be seen that both motions are very similar, but slower for the case with jerk constraints, and the object does not fall off when the jerk constraint is included into the optimization.

To confirm that the jerk constraint is essential to prevent the object from tipping over, and hence, the observed result is not only due to the longer motion time, we can make a remark on the difference in motion time between both cases. Suppose we stretch the trajectory for the case with no jerk constraints, such that the motion time is equal to the case with jerk constraints, the acceleration peaks would still be too large (6.7 m/s$^2$) due to infinite jerks, hence the object would still tip over.

We have applied the trajectories as a desired joint position for feedback controllers on the joint position. Due to a limited bandwidth of the feedback controllers there will be a tracking error. An additional benefit of trajectories with jerk constraints is that they give rise to a reduced tracking error. For this experiment we see that the RMS (Root Mean Square) value has dropped from $8.29 \times 10^{-3}$ for the trajectory without jerk constraint to $5.02 \cdot 10^{-3}$ for the trajectory with jerk constraint, which is a decrease of nearly 40%. Hence, including jerk constraints improves the tracking behaviour of the control system.

To illustrate the efficiency of the SCP algorithm the convergence is given in Figure 7 shows the convergence of the SCP algorithm for this particular example. Here the normalised optimal motion time ($\Delta T/T^*$ with $\Delta T = T^k - T^{k-1}$ and $T^*$ the solution of the SCP algorithm) and the normalised residual ($||\Delta b||/||b^*||$ with $\Delta b = b^k - b^{k-1}$) are shown for each iteration $k$.

VI. DISCUSSION

The SCP approach given in section IV is very appealing from a theoretical and practical point of view. Theoretically it ensures that a stationary point of the non-convex optimal path following problem (6)-(9) is attained. Furthermore, the solution is found with high accuracy in only a few iterations, which is important from a practical point of view. The numerical examples given here were performed off-line, but
thanks to its high efficiency, the proposed SCP approach has potential to be used in on-line applications.

To counter the near-infinite acceleration jumps resulting from the convex framework from [1] we have introduced non-convex jerk constraints. For robotic manipulators with unmodeled flexibilities the proposed SCP approach results in the efficient calculation of a solution in only four iterations and an effective reduction of the acceleration peaks (50% for this particular example) and tracking error (40% for this particular example) with only minimal loss in time-optimality (15% for this particular example).

Also, the SCP approach can easily be implemented. The algorithm can be built around the convex optimal path following framework from [1] with minimal extra effort. The DC decomposition of (9) involves only a few lines of code.
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