Analysis of convective heat and mass transfer coefficients for convective drying of a porous flat plate by conjugate modelling
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Abstract
Convective drying of an unsaturated porous flat plate at low Reynolds numbers ($10^3$) is analysed by means of conjugate modelling of heat and mass transport in the air flow and the porous material. Conjugate modelling does not require knowledge of convective transfer coefficients (CTCs) but allows determining the CTCs a-posteriori, hence identifying their spatial and temporal variability, which is the main focus of this study. Comparison is made with porous-material modelling using spatially and/or temporally constant CTCs. Both spatial and temporal variations of the convective boundary conditions are found to have a distinct impact on the drying behaviour: the spatial CTC variation results in two-dimensional drying of the porous material due to leading-edge effects; the temporal CTC variation identifies distinct maxima in the drying rates at the surface right before the surface dries out locally. The CTCs obtained with conjugate modelling remain approximately constant during the constant and decreasing drying rate period (CDRP and DDRP, respectively), but a distinct variation is noticed at the transition of CDRP to DDRP. The heat and mass transfer analogy is found to be valid during the CDRP and to a lesser extent during the DDRP but large discrepancies are found during the transition of CDRP to DDRP. The advantages of conjugate modelling are indicated in this study but the need for detailed modelling of convective boundary conditions is however strongly dependent on the drying behaviour of the porous material and is not always required.

Nomenclature

D_{va} \quad \text{binary diffusion coefficient between dry air and water vapour, } \delta_v \, R_v \, T \, (m^2/s)
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Abbreviations

\( D_{PM} \) thickness of porous material (m)
\( c_p \) specific heat capacity (J/kgK)
\( g \) diffusive or convective mass flux (vector) (kg/m²s)
\( g_{acc} \) gravitational acceleration (vector) (m/s²)
\( g_{svw} \) convective water vapour flux (vector) at the air-porous material interface/wall (kg/m²s)
\( h \) enthalpy (J/kg)
\( H \) channel height (m)
\( K \) liquid permeability (s)
\( L \) characteristic length (m)
\( Le \) Lewis number (-)
\( L_{PM} \) length of porous material (m)
\( L_{v,ref} \) heat of vaporisation at \( T_{ref,0} \) (J/kg)
\( n \) unit vector normal to the interface
\( Nu \) Nusselt number, \( \text{CHTC} \cdot L/\lambda_g (-) \)
\( p \) static pressure (Pa)
\( p_c \) capillary pressure (Pa)
\( p_{v,ref} \) reference vapour pressure (Pa)
\( p_{v,w} \) vapour pressure at the air-porous material interface (Pa)
\( p_{v,w,sat} \) saturation vapour pressure at the air-porous material interface (Pa)
\( Pr \) Prandtl number, \( \mu_g/\rho_g/\lambda_g/(\rho_g c_p,g) \) (-)
\( q_{c,w} \) convective heat flux (vector) at the air-porous material interface (W/m²)
\( q \) conductive heat flux (vector) (W/m²)
\( R_g \) specific gas constant of water vapour (461.524 J/kgK)
\( Sc \) Schmidt number, \( \mu_g/\rho_g/D_{va} \) (-)
\( Sh \) Sherwood number, \( \text{CMTC} \cdot L/\delta_v \) (-)
\( t \) time (s)
\( T \) temperature (K)
\( T_{ref} \) reference temperature (K)
\( T_{ref,0} \) reference temperature (K)
\( T_w \) temperature at the air-porous material interface (K)
\( T_{wb} \) wet bulb temperature (K)
\( U_b \) bulk air speed (m/s)
\( v \) velocity vector (m/s)
\( x \) coordinate (m)
\( x_i \) mass fraction of mixture component (kg/kg)
\( y \) coordinate (m)
\( w_i \) porous material component content (kg/m³_PM)
\( w_{cap} \) capillary moisture content (kg/m³_PM)

Abbreviations

avg    surface-averaged
AF_{cc} analogy factor based on the heat and mass transfer analogy (Chilton-Colburn analogy)
AF_{CDRP} analogy factor based on CDRP drying
CDRP   constant drying rate period
CFD    computational fluid dynamics
CHTC   convective heat transfer coefficient
CMTC   convective mass transfer coefficient
CTC    convective transfer coefficient
CDRP   decreasing drying rate period
HAM    heat-air-moisture
RH     relative humidity

**Greek symbols**

\( \gamma \) normalised derivative of the surface tension to the temperature (-)
\( \delta_v \) water vapour diffusion coefficient (s)
\( \lambda \) thermal conductivity (W/mK)
\( \mu \) dynamic viscosity (kg/ms)
\( \mu_{dry} \) vapour resistance factor of the dry porous material (-)
\( \rho \) density (kg/m³)

**Subscripts**

\( a \) dry air
\( cc \) Chilton Colburn
\( CDRP \) constant drying rate period
\( i \) index indicating a specific mixture/material component
\( g \) moist air (gas)
\( l \) liquid water
\( PM \) porous material
\( ref \) reference condition
\( s \) solid material matrix
\( SC \) scaled
\( v \) water vapour
\( w \) wall/ air-porous material interface

**Superscripts**

\( fl \) fluid
\( pm \) porous material
1. Introduction

Convective drying of porous materials is of interest for many industrial applications [1], such as production of building materials (concrete, brick, gypsum board, …), food processing or wood and paper production. Optimisation of the drying process is required to enhance processing efficiency, in terms of energy usage and production time, without compromising the product quality, for example by excessive shrinkage or warping. Many numerical modelling approaches have been developed to model the coupled heat and moisture transport in porous materials, such as pore network models (e.g. [2-4]) or macroscopic models (e.g. [5,6]). In these models, the convective heat and mass exchange with the external air flow is often modelled by means of convective heat and mass transfer coefficients, i.e. CHTCs and CMTCs, respectively. These convective transfer coefficients (CTCs) relate the convective heat and moisture flux normal to the wall \( q_{c,w} \) and \( g_{c,w} \), i.e. the air-porous material interface, to the difference between the wall temperature \( T_w \) or vapour pressure at the wall \( p_{v,w} \) and a reference temperature \( T_{ref} \) or vapour pressure \( p_{v,ref} \), for example the approach flow conditions:

\[
\text{CHTC} = \frac{q_{c,w}}{T_w - T_{ref}} \tag{1}
\]

\[
\text{CMTC} = \frac{g_{c,w}}{p_{v,w} - p_{v,ref}} \tag{2}
\]

The fluxes are assumed positive away from the porous material. CTCs however account for the convective exchange in a quite simplified way: (1) CTCs are often estimated by means of empirical correlations with the air speed, where these correlations were mostly derived for simplified configurations, such as flat plates; (2) The spatial variation of CTCs along the surface and especially their temporal variation are often not accounted for; (3) CMTCs are often estimated from CHTCs by using the heat and mass transfer analogy, hence assuming its validity throughout the entire drying process; (4) CTCs are strongly dependent on the reference conditions \( T_{ref} \) and \( p_{v,ref} \), but the location where these are evaluated is generally chosen rather arbitrary for complex flow problems.

Due to these simplifications, the use of CTCs can compromise the accuracy of fluid-side convective heat and mass transfer predictions for certain applications (e.g. [7-9]), one of them being convective drying of (un)saturated porous materials. Here, evaporation occurs initially at the air-porous material interface, by which mainly the air flow conditions, and not the porous-material properties, characterise the drying rate [1]. After an initial transition period, the material experiences the constant drying rate period (CDRP), given that the air-porous material interface remains wet. The CDRP is characterised by a relative humidity (RH) of 100% at the surface, a constant drying rate and a constant material temperature, which is equal to the wet bulb temperature \( T_{wb} \) if no radiative heat flows at the surface and (conductive) heat flows from the interior of the porous material are present. In this case, the convective heat supply to the interface is quasi entirely used for the evaporation of water (e.g. [10]):

\[
q_{c,w} \approx -L_v^{ref} g_{v,w} \tag{3}
\]

where \( L_v^{ref} \) is the heat of vaporisation, also called latent heat, which is the energy needed for the phase change from liquid to vapour. Although the air flow (CTCs, \( T_{ref} \) and \( p_{v,ref} \)) characterises the CDRP, the porous-material transport properties however affect the duration of the transition period, i.e. the time to attain a quasi uniform
temperature distribution in the porous material, and also the duration of the CDRP, which is dependent on the liquid transport to the surface. When the material dries out locally at the interface, the decreasing drying rate period (DDRP) sets in, which is characterised by a lower drying rate since the “dry” outer porous-material layer forms an additional resistance to liquid water removal from the inside of the material, where it evaporates, towards the interface, in addition to the boundary-layer resistance. This decrease in drying rate results in a temperature increase since less heat is required for the evaporation of water. During the DDRP, the convective boundary conditions are less critical by which a lower accuracy of the CTCs does not necessarily disturb a reliable simulation [11].

A more detailed evaluation of the convective boundary conditions than by means of simplified CTCs could enhance the numerical predictive accuracy for convective drying processes, especially during the CDRP and the transition to the DDRP. Therefore, several numerical models were developed recently which solve the conjugate problem, i.e. accounting simultaneously for heat and mass transport in both the porous material and the air flow (e.g. [12-16]). Such models avoid using CTCs since the air flow is explicitly solved to some extent. They were used to evaluate and optimise drying processes by analysing the influence of the flow parameters (temperature, relative humidity and velocity), buoyancy, bound water transport, etc. on the drying time and rate, but also the validity of the heat and mass transfer analogy and spatial inhomogeneities in drying fronts were considered.

In this study such a conjugate model is developed and used to simulate and analyse convective drying of an unsaturated porous flat plate at low Reynolds numbers. The focus of this study is specifically on CTCs, where the spatial and also the temporal variation of these CTCs, obtained a-posteriori from the conjugate model results, are evaluated. Comparison is made to porous-material modelling using spatially and/or temporally constant CTCs. Furthermore, the validity of the heat and mass transfer analogy is investigated.

2. Conjugate model

2.1. Air-flow modelling

Air flow is modelled by solving the Navier-Stokes equations, i.e. the conservation equations of mass, momentum and energy. Only a gaseous phase is assumed to exist where moist air (subscript \( \text{v} \)) is considered to be a perfect mixture of two ideal gases, namely dry air (subscript \( \text{d} \)) and water vapour (subscript \( \text{w} \)). Furthermore, it is assumed that: (1) the mixture is dilute, in terms of water vapour; (2) moist air is incompressible; (3) thermal equilibrium between the mixture components exists; (4) no volumetric mass, momentum or heat source terms are present; (5) Soret and Dufour effects can be neglected; (6) viscous heat dissipation can be neglected; (7) pressure variations are sufficiently small to not affect thermodynamic properties; (8) potential and kinetic energy changes are negligible compared to thermal energy changes; (9) pressure work can be neglected. Thereby, following well-known conservation equations can be derived (see [17] for details).

Conservation of mass

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0
\]  

(4)
where \( \rho \) is the density, \( \mathbf{v} \) is the velocity vector (bold characters are used to indicate vector quantities) and \( i \) is an index, indicating a mixture component. The assumption of incompressible flow leads to:

\[
\nabla \cdot \mathbf{v}_g = 0
\]

The moist air density \( (\rho_g) \) and velocity \( (\mathbf{v}_g) \) are defined as:

\[
\rho_g = \rho_s + \rho_v \quad \text{(6)}
\]
\[
\mathbf{v}_g = x_s \mathbf{v}_s + x_v \mathbf{v}_v \quad \text{(7)}
\]

where \( x_i \) is the mass fraction \( (= \rho_i / \rho_g) \). The resulting mass fluxes of the mixture components \( g_i (= \rho_i \mathbf{v}_i) \) are defined as the sum of the convective \( (= \rho_i \mathbf{v}_g) \) and diffusive fluxes:

\[
g_i = \rho_i \mathbf{v}_g + \rho_g D_{va} \nabla \frac{\rho_i}{\rho_g} \quad \text{(8)}
\]

where \( D_{va} \) is the binary diffusion coefficient between dry air and water vapour.

Conservation of momentum

\[
\rho_g \frac{\partial}{\partial t} (\mathbf{v}_g) + \rho_g \mathbf{v}_g \cdot \nabla \mathbf{v}_g = -\nabla p + \mu_g \nabla^2 \mathbf{v}_g + \rho_g \mathbf{g}_{acc} \quad \text{(9)}
\]

where \( \mu_g \) is the dynamic viscosity, \( p \) is the static pressure and \( \mathbf{g}_{acc} \) is the gravitational acceleration.

Conservation of energy

\[
\frac{\partial}{\partial t} (\rho_a h_a + \rho_v h_v) + \nabla \cdot (\rho_a \mathbf{v}_a) + \rho_v h_v = -\nabla \cdot (\mathbf{q}_g) \quad \text{(10)}
\]

where \( \mathbf{q}_g \) is the conductive heat flux, which is defined as:

\[
\mathbf{q}_g = -\lambda_g \nabla T \quad \text{(11)}
\]

where \( \lambda_g \) is the thermal conductivity of moist air. The enthalpies are defined as:

\[
h_a = c_{p,a} (T - T_{ref,0}) \quad \text{(12)}
\]
\[
h_v = c_{p,v} (T - T_{ref,0}) + L_v^{ref} \quad \text{(13)}
\]
\[
h_g = x_a h_a + x_v h_v \quad \text{(14)}
\]

where \( c_p \) is the specific heat capacity and \( T_{ref,0} \) is a reference temperature, taken equal to 273.15K (0°C). The latent heat is defined with respect to \( T_{ref,0} \) and is assumed constant, namely equal to 2.50x10^6 J/kg at 0°C. These conservation equations for air flow are solved numerically with the commercial computational fluid dynamics (CFD) code Fluent 6.3 [18], which uses the control volume method.

2.2. Porous-material modelling

The porous material (subscript \( \text{PM} \)) is modelled on a macroscopic level, i.e. by solving the macroscopic conservation equations, which can be derived by volume-averaging the microscopic conservation equations of each phase [19] or by adopting a phenomenological approach on a macroscopic level [20,21]. The porous materials consists of three different incompressible phases: the solid phase (subscript \( \text{s} \)), namely the solid material matrix, the liquid phase (subscript \( \text{l} \)), namely liquid water, and the gaseous phase (subscript \( \text{g} \)), namely
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moist air, which again consists of dry air and water vapour. Thereby, four material components (subscript \(i\)) are found. Furthermore, it is assumed that: (1) liquid water is free water, so no chemically or physically bound water is taken into account; (2) the solid matrix is rigid, by which shrinking and swelling are not taken into account; (3) no volumetric heat and mass source terms, apart from evaporation or condensation of liquid water, are present; (4) thermal equilibrium between all phases exists; (5) pressure variations are sufficiently small to not affect thermodynamic properties; (6) potential and kinetic energy changes in the gaseous phase are negligible compared to thermal energy changes; (7) pressure work and viscous heat dissipation can be neglected; (8) liquid transport is driven by capillary forces, by which gravitational effects and air-pressure effects are neglected; (9) liquid transfer due to thermal gradients can be neglected; (10) the pressure of the gaseous phase is constant and equal to the atmospheric pressure; (11) temperatures are above 0°C and well below 100°C; (12) the gaseous phase does not contribute to heat or mass storage; (13) moisture storage is independent of temperature; (14) radiative transfer inside the porous material is accounted for in its thermal conductivity. Thereby, following conservation equations can be derived [6,17], by expanding to the temperature (T) and the capillary pressure (p_c), where p_c = p_l - p_g.

### Conservation of mass

\[
\frac{\partial w_i}{\partial t} = 0
\]

(15)

\[
\frac{\partial w_i}{\partial t} = 0 \quad \text{V} \cdot g_s = 0
\]

(16)

\[
\frac{\partial w_{PM}}{\partial t} \frac{\partial p_c}{\partial t} + \text{V} \cdot (g_i + g_s) = 0
\]

where the liquid and water vapour fluxes are:

\[
g_i = -K_w p_c
\]

(18)

\[
g_v = \frac{\delta_v p_v}{\rho_1 R_v T} \text{V} p_c - \frac{\delta_i p_i}{\rho_1 R_i T} \left(p_i T_{\text{ref}}^{\gamma} + p_c \left(\gamma T - 1\right)\right) \text{V} T
\]

(19)

where \(w_s\), \(w_v\) and \(w_{PM}\) are the solid matrix content, dry air content and moisture content of the porous material, respectively. Note that these quantities, defined in kg/m³PM, differ from the densities of the different components (kg/m³). \(K_w\) is the liquid permeability, \(\delta_v\) is the water vapour diffusion coefficient, \(R_v\) is the specific gas constant of water vapour and \(\gamma\) is the normalised derivative of the surface tension to the temperature. These conservation equations imply that only heat and moisture transport are modelled, where dry air transport is not (Eq.(16)). In Eq.(19), the first term on the right hand side represents the vapour transport due to capillary pressure gradients and the second term represents the vapour transport due to thermal gradients, originating from evaporation and surface tension effects.

### Conservation of energy

\[
h_i \frac{\partial w_{PM}}{\partial t} \frac{\partial p_c}{\partial t} + \left(c_{p,s} w_s + c_{p,i} w_{PM}\right) \frac{\partial T}{\partial t} + \text{V} \cdot \left(h_i g_i + h_s g_s\right) = -\text{V} \cdot q_{PM}
\]

(20)

where \(q_{PM}\) is the conductive heat flux, which is defined as:

\[ \dot{q}_{PM} = \dot{\lambda}_{PM} VT \]  

The enthalpy of liquid water is defined as:

\[ h_1 = c_{p,1} (T - T_{ref,0}) \]

The macroscopic approach considers the porous material as a continuum, where effective (macroscopic) transport coefficients (such as liquid permeability, vapour diffusion coefficient, ...) are required in the macroscopic conservation equations to numerically model the transport processes. Apart from the aforementioned modelling assumptions, material characterisation will thereby also determine the accuracy of numerical simulations, where a large sensitivity to these transport coefficients can be found [17]. These transport coefficients are usually determined experimentally, often as a function of the moisture content. A significant spread and thus uncertainty on these coefficients has however been reported when comparing results of different laboratories on multiple material samples [22,23].

The macroscopic conservation equations are solved numerically with a non-commercial finite-element heat-air-moisture (HAM) code HAMFEM [6].

### 2.3. Conjugate modelling

#### 2.3.1. Boundary conditions at the air-porous material interface

The air-porous material interface can be modelled as: (1) a semi-permeable surface, implying that only transport of one gaseous mixture component (i.e. water vapour) from/to the surface is possible, which is the case for a free water surface or a fully-saturated porous material; or (2) a permeable surface, where dry air transport from/into the material can occur in addition to water vapour transport, such as for a quasi dry open-porous material. The choice of interface modelling is thereby related to the air permeability of the material.

A fully-saturated porous material is obviously impermeable for air [24]. Fully-saturated conditions are usually found during the production process of materials (e.g. concrete, brick, plaster). Apart from saturating the material in vacuum, obtaining a fully-saturated material a-posteriori requires submersion of the material for a sufficiently long time so all enclosed air is removed by diffusion through the liquid-filled pores. Thereby, wetted porous materials, such as building facades wetted by wind-driven rain, will often be unsaturated at the start of their drying process. For such unsaturated materials, Descamps [25] found that the critical moisture content for air transport, i.e. above which the air permeability is quasi zero, was slightly higher (roughly 10%) than the capillary moisture content of the material, where the capillary moisture content can be obtained from a free water uptake test (e.g. [22]). For moisture contents below or equal to the capillary moisture content (i.e. capillary saturated), the porous material can be considered quasi permeable for air. Every gas pressure build-up is thus quickly equalised, leading to a constant air pressure in the porous material (e.g. [12]), which was also assumed in the porous-material model (section 2.2). Thereby \( \nu_g = 0 \), resulting only in diffusive dry air and water vapour transport, where a zero net mass flow is found over the interface of a permeable surface, \( (g_d = g_a + g_v = 0) \). The proposed conjugate model was primarily developed for unsaturated porous materials, namely to analyse the
drying of building materials in building envelopes, and therefore a permeable air-porous material interface will be assumed with material moisture contents equal to or below the capillary moisture content.

Conjugate modelling requires continuity of the boundary conditions at the air-porous material interface (fluid-side: superscript \( \text{fl} \), porous-material side: superscript \( \text{pm} \)). This implies continuity of the heat and mass fluxes for a specific boundary interface element as well as continuity of the temperature and mass fraction at the interface:

**Continuity of mass fluxes**

\[
\mathbf{g}_a^\text{pm} \cdot \mathbf{n} = \mathbf{g}_a^\text{fl} \cdot \mathbf{n} \quad (23)
\]

\[
\left( \mathbf{g}_v^\text{pm} + \mathbf{g}_l^\text{pm} \right) \cdot \mathbf{n} = \mathbf{g}_v^\text{fl} \cdot \mathbf{n} \quad (24)
\]

where \( \mathbf{n} \) is the unit vector normal to the interface, \( \mathbf{g}_a^\text{pm} \) and \( \mathbf{g}_a^\text{fl} \) are given by Eqs.(18)-(19), \( \mathbf{g}_v^\text{fl} \) is given by Eq.(8) and \( \mathbf{g}_a^\text{fl} \cdot \mathbf{n} = -\mathbf{g}_v^\text{fl} \cdot \mathbf{n} \) (permeable surface). Note that in the derivation of the porous-material model, dry air transport was neglected (section 2.2, \( \mathbf{g}_a^\text{pm} = 0 \)) by which the continuity of dry air fluxes at the interface is not satisfied. To retain consistency with the porous-material model, this dry air flux into the porous material (\( \mathbf{g}_a^\text{pm} \cdot \mathbf{n} \)) is thereby not accounted for in the conjugate model. The impact on the overall (heat and) moisture transport in the material and thus also on the convective (heat and) moisture exchange with the air flow can be considered very limited which is why it is actually neglected in the porous-material model, also referred to as the HAM model.

**Continuity of heat fluxes**

\[
\left( h_a \mathbf{g}_a^\text{pm} + h_v \mathbf{g}_v^\text{pm} + h_l \mathbf{g}_l^\text{pm} + q_{PM} \right) \cdot \mathbf{n} = \left( h_a \mathbf{g}_a^\text{fl} + h_v \mathbf{g}_v^\text{fl} + q_{fl} \right) \cdot \mathbf{n} \quad (25)
\]

The influence of dry air transport on heat transport is neglected in the derivation of the porous-material model (section 2.2, \( \mathbf{g}_a^\text{pm} = 0 \)) by which the continuity of heat fluxes at the interface is not entirely satisfied. However, the influence of dry air transport on the heat (and mass) transport in the porous material and thus on the convective heat (and moisture) exchange with the air flow is very small. The assumption of a permeable or semi-permeable surface will thus actually have limited impact on the convective heat and moisture exchange at the interface. Note that the interface is thus modelled as a semi-permeable surface in this study to be in agreement with the actual physics of the air transport at the interface for moisture contents equal to or below the capillary moisture content. Nevertheless, semi-permeable conditions could not be entirely satisfied at the interface (i.e. on the porous-material side) since air transport in the porous material was not modelled in the porous-material model.

**Continuity of temperature and mass fraction at the interface**

\[
T_w^\text{pm} = T_w^{\text{fl}} \quad (26)
\]

\[
x_w^\text{pm} = x_w^{\text{fl}} \quad (27)
\]

Note that the continuity of the pressure is not required since air transport in the porous material is not taken into account and only liquid water transport due to capillary forces is considered, neglecting the influence of gravitational and air-pressure effects.
2.3.2. Coupling principle

Since two different programs are used for air-flow and porous-material modelling (Fluent 6.3 and HAMFEM), an external coupling protocol between these programs is required. An explicit coupling procedure, where the exchange of boundary conditions between the two programs is only performed once every time step, is preferred over an implicit coupling procedure, where iterations are performed between the two programs until convergence is obtained within a specific time step, for reasons of numerical implementation. Thereby, the CFD program is executed for one time step, after which boundary condition information (heat and moisture fluxes) is transferred to the HAM program which is subsequently executed for the same time step. At the end of this time step, boundary condition information (temperatures and vapour pressures) is transferred to the CFD program, which is used for the calculation of the next time step. This explicit coupling is justified if sufficiently small time steps are used (e.g. 0.1s) so the actual fluxes do not change significantly over the time step. This explicit coupling procedure is implemented within the HAM code, due to restricted access to the CFD code. The implementation and coupling procedure of the conjugate model are explained more in detail in Defraeye [17].

3. Case study: Porous flat plate in channel flow

3.1 Configuration

The configuration used to evaluate convective drying of an unsaturated porous material is taken from the experimental study of James et al. [26], where hygroscopic buffering of gypsum boards was analysed by means of a small closed-circuit wind-tunnel setup. Here, two-dimensional fully-developed laminar channel flow (channel height $H = 20.5$ mm) was produced over the porous material (length $L_{PM} = 500$ mm and thickness $D_{PM} = 37.5$ mm, i.e. 3 gypsum boards of 12.5 mm), which was mounted flush with one of the channel walls. The porous material was insulated (adiabatic conditions) and made impermeable for moisture on its remaining surfaces. This setup is described in detail by Talukdar et al. [27].

The porous material considered in this study is a mineral plaster, which is a hygroscopic and capillary active material. Note that the same porous-material dimensions as in James et al. [26] are used. This mineral plaster, used in outdoor environments, can absorb liquid water coming from wind-driven rain, i.e. rain which is given a horizontal velocity component by wind (Blocken and Carmeliet [28]). For these conditions, its moisture content will be below or equal to the capillary moisture content (fully-saturated conditions are only obtained during processing of wet plaster). In this study, the mineral plaster is assumed to be initially at capillary moisture content. The relevant material properties, used for numerical modelling, are specified in Table 1. The liquid permeability is given in Figure 1.

3.2 Numerical model

The computational model used for the numerical analysis is presented in Figure 2, together with the imposed boundary conditions. A two-dimensional model can be used since the channel width to height ratio is 14.5 [29]. The length of the upstream and downstream channel sections is taken sufficiently large to avoid an influence of
the imposed boundary conditions at the channel inlet and outlet on the air flow in the vicinity of the porous material. At the channel inlet, a fully-developed laminar inlet profile is imposed with a bulk air speed \( U_b \) of 0.8 m/s, which results in a Reynolds number of about 1100, based on \( U_b \) and \( H \). According to Dean [29], flow in two-dimensional channels remains laminar up to Reynolds numbers of about 1300. The temperature and relative humidity of the approach flow air are 23.8°C and 71.9%, respectively. At the outlet of the computational domain, a zero static pressure is imposed. Both channel walls are modelled as no-slip boundaries with zero roughness. Apart from the interface with the porous material, the channel walls and the remaining porous-material boundaries are taken adiabatic and impermeable for moisture. The porous material is assumed to be initially unsaturated, but at capillary moisture content (126 kg/m³) at a temperature of 20.0°C. This temperature is chosen approximately equal to the wet bulb temperature (≈ 20°C for \( T_{ref} = 23.8°C \) and \( RH_{ref} = 71.9\% \)) in order to minimise the transition period for the material to reach the CDRP equilibrium temperature conditions.

Appropriate grids are built for air-flow and porous-material modelling, based on grid sensitivity analysis. The grids consist of 3.7x10⁴ quadrilateral control volumes for air flow and of 2.5x10⁴ quadrilateral finite elements for the porous material (125 in x-direction, 20 in y-direction), both with a gradual refinement towards the air-porous material interface. At the interface, the control volumes and the finite elements have the same grid size (along x-direction), which was required for modelling purposes.

### 3.3 Numerical simulation

The air-flow simulations are performed assuming laminar flow, due to the low Reynolds numbers. Second-order discretisation schemes are used. The SIMPLE algorithm is used for pressure-velocity coupling. Pressure interpolation is second order. Since the Richardson number is well below one, buoyancy effects are negligible, as also mentioned by Talukdar et al. [30]. Thereby, only forced convection is accounted for in the air-flow simulations, considering heat as a passive scalar, by which the flow field and thus also the CTCs are not strongly dependent on the thermal boundary conditions. Radiation between the channel walls is not considered because the focus is on convective drying and the validity of the heat and mass transfer analogy, where the latter cannot be valid if radiation is taken into account (see section 4.3). Due to the low Reynolds numbers used in this test setup, radiation can however have an influence on the predicted drying rate. Note that, although laminar flow is considered in this study, also turbulent flow can be accounted for with the CFD code. The porous-material simulations are performed with a HAM model, where detailed numerical modelling details can be found in Janssen et al. [6]. The time step size used for the explicit coupling between CFD and HAM is determined by a temporal sensitivity analysis (see Defraeye [17]) and has an order of magnitude of about 10⁻¹ s.

The implementation of the conceptual model, i.e. the proposed conjugate model (section 2), into a computational model, i.e. the coupled CFD-HAM program, has to be verified (e.g. Franke et al. [31]) to make sure that there are no programming errors. Since both codes (CFD and HAM) were already verified separately by their code developers and no additional physical models are included in these separate codes, only the implementation of the coupling protocol between both codes was verified (see Defraeye [17]).

Since the proposed conjugate model does not introduce additional physical models, as it is actually a coupling procedure between two existing computational models, validation of this conjugate model would reduce to a validation of the air-flow and porous-material models separately: discrepancies with experimental results would be attributed to the (in)ability of one of these models (or both) to capture the physics of the problem which it solves for, i.e. heat and moisture transport in the air flow or in the porous material. Validation of these air-flow and porous-material models was already performed in the past (e.g. Janssen et al. [6] for HAM and Defraeye et al. [8] for CFD) and is therefore not repeated here. Furthermore, performing a completely conjugate validation experiment is not straightforward since both heat and mass transport should be quantified simultaneously in the air flow, in the porous material and at the interface. Even with the current experimental techniques, it is still quite challenging to measure these quantities simultaneously in a (quasi) non-destructive, (quasi) non-intrusive way at a spatial resolution which is sufficient for detailed comparison with numerical simulation data. Particularly mass transfer is more difficult to measure accurately at high spatial resolution, compared to heat transfer [5,11]. As a result, detailed conjugate experiments for forced convective drying of (un)saturated porous materials (e.g. [11]) are very scarce, as acknowledged by other researchers [13,32,33]. Such experiments are still an active topic of ongoing research (e.g. [17]). Finally, note that the need for detailed modelling of convective boundary conditions, e.g. by means of conjugate modelling, is strongly dependent on the drying behaviour of the porous material and is especially relevant during the CDRP and the transition to the DDRP, i.e. when the surface is (partially) wet, since then the air flow mainly determines the drying rate.

4. Results and discussion

4.1 Drying process

For the analysis of convective drying of a capillary-saturated porous material (see section 3), three different approaches to model the convective boundary conditions are compared: (1) conjugate modelling of heat and mass transport in the air flow and the porous material, as described in section 2, which will be referred to as the “conjugate approach” and which does not require the use of CTCs; (2) spatially-varying CTCs along the surface, where the CHTC is obtained from a CFD simulation, by only accounting for heat transfer, and where the CMTC is obtained from the CHTC by means of the heat and mass transfer analogy (see section 4.3), which will be referred to as the “CFD-analogy approach”; (3) spatially and temporally constant CTCs, namely the surface-averaged CTC values from the CFD-analogy approach, which will be referred to as the “constant CTCs approach”. The CTCs for these approaches are presented in detail in section 4.2.

The overall dimensionless drying rates \( g_{v,w}/g_{v,w,CDRP} \) of the three approaches are shown as a function of dimensionless time \((t/t_{tot})\) in Figure 3, where the total simulation time \((t_{tot})\) is 15 days. As a reference drying rate, the drying rate during the CDRP \( g_{v,w,CDRP} \), as obtained from the constant CTCs approach, is chosen. For the conjugate and CFD-analogy approaches, also the drying rates at specific locations on the porous-material surface are shown, namely at \( x = 0, 0.25 \) and 0.5 m. The surface temperatures \( T_w \) in °C are shown in Figure 4, together with the relative humidity at the surface \( (RH_w) \). For the conjugate and CFD-analogy approaches, again the values at \( x = 0, 0.25 \) and 0.5 m are reported. Contour plots of these dimensionless drying rates and the relative humidity at the surface as a function of dimensionless time and location on the surface are shown in Figure 5 for the conjugate approach.
First the overall drying behaviour is discussed. A CDRP can clearly be distinguished for the constant CTCs approach, where the surface temperature approximately equals the wet bulb temperature. For the two other approaches, the surface-averaged drying rates show a much shorter CDRP, which is found to be related to the two-dimensional drying effect: the surface near the leading edge dries out first and quickly, while the remaining part of the surface dries out later. As a result, both CDRP and DDRP are found simultaneously at the surface, depending on the location on the surface, leading to a lower surface-averaged drying rate. A CDRP can also be distinguished at specific locations on the surface (Figure 3 and Figure 5), as discussed in detail below, where its duration increases with the distance from the leading edge. As the surface-averaged CTCs from the CFD-analogy approach equal those of the constant CTCs approach, the significant difference in drying behaviour between both indicates that accounting for spatially-varying convective boundary conditions is relevant here. Furthermore, when comparing the results of the CFD-analogy approach and the conjugate approach, the temporal variation of these convective boundary conditions also seems to affect the drying behaviour, indicating that the CTCs are also temporally-varying (see section 4.2).

The influence of spatial and temporal variation of the convective boundary conditions on the drying behaviour can be analysed more in detail when comparing the results of the conjugate and CFD-analogy approaches at different locations on the surface. The leading-edge effect can clearly be distinguished in Figures 3-5 and also in Figure 6, where the drying fronts (RH ≈ 100%) inside the porous material are shown as a function of time for both approaches. Such leading-edge effects were previously reported by Masmoudi and Prat [12], Oliveira and Haghighi [32], Suresh et al. [33] and Murugesan et al. [13]. The higher drying rates close to the leading edge result from the small thermal and moisture boundary-layer thicknesses here. Furthermore, the drying rate at each location shows a distinct peak at a specific time. These peaks approximately correspond with the moment where the surface dries out locally (RH < 100%, see Figure 4-5) and can be explained as follows. As the material surface dries out progressively from the leading edge on, the amount of moisture transferred from the porous material into the moisture boundary layer above the “dry” surface part of the porous material is very limited as it is in the DDRP. Thereby, relatively dry air approaches the drying front at the surface, i.e. the separation between the dried-out and still wet part of the surface, by which the drying front acts as if it is the apparent start of a leading edge of a wet surface, resulting in locally high drying rates here. As the drying front at the surface progresses downstream with time, this apparent leading edge also progresses downstream, creating peaks in the drying rate at each location at a certain time. These drying rate peaks are much less pronounced for the CFD-analogy approach, which indicates that these peaks are accompanied by a (temporal) change in CTCs, as will be shown in section 4.2. Nevertheless, the drying fronts inside the porous material of the conjugate and CFD-analogy approaches show a similar behaviour (Figure 6).

Comparing the drying process at different locations, as in Figure 3, can be difficult if the drying rates differ significantly in magnitude, where the drying process reflects on the duration of the CDRP and DDRP and the transition between both. A better comparison can be made by using a scaled drying rate ($g_{v,w,SC}$) and drying time ($t_{SC}$), which are scaled with the CDRP drying rate at a specific location ($g_{v,w,CDRP}$):
By applying this spatially-dependent scaling, $g_{v,w,SC}$ is equal to one during the CDRP for all locations on the surface and the surface area below the drying rate curve remains to represent the amount of water which evaporated from the porous material at a specific location. These scaled curves are presented in Figure 7 for the conjugate and CFD-approach as a function of time at different locations, where also the average scaled drying rate of the porous material is shown. Further away from the leading edge, the peaks at the transition between CDRP and DDRP clearly become more pronounced for the conjugate approach, where for the CFD-analogy approach, the peaks show a maximum at $x \approx 0.1$ m.

Note that, due to the two-dimensional drying behaviour, the expression CDRP not strictly implies anymore that the entire material temperature is equal to the wet bulb temperature, but only that the RH at a specific location of interest is 100% and that the drying rate here is quasi constant. Since the surface temperatures during this CDRP are however approximately equal to the wet bulb temperature for the conjugate and CFD-analogy approaches at all locations (Figure 4), the influence of thermal inhomogeneities, as some parts of the surface dry out faster than others, on the predicted surface temperature is rather limited. Furthermore, the overall CDRP drying rates are approximately equal for all three approaches (Figure 3). Since the CDRP drying rate only depends on the convective boundary conditions (approach flow conditions and CTCs), the CTCs during the CDRP should therefore also be approximately the same for all three approaches, as will be shown in the next section.

4.2 CTCs

The conjugate approach does not require CTCs to represent the convective boundary conditions but it allows calculating the CTCs a-posteriori, by which their temporal and spatial variability can be identified. In Figure 8, the CTCs at different locations on the surface ($x = 0, 0.25$ and $0.5$ m) are presented as a function of dimensionless time for all three approaches, where the CTCs of the constant CTCs approach (i.e. the surface-averaged values from CFD, combined with the analogy) are: $CHTC = 5.34$ W/m²K, $CMTC = 3.77 \times 10^{-8}$ s/m. In Figure 9, the CTC distributions over the surface are shown for all three approaches, where for the conjugate approach the CTCs at different times are given.

A distinct spatial CTCs variation can be noticed in these figures for the conjugate and CFD-analogy approaches, attaining higher values closer to the leading edge. From the conjugate approach results, a distinct temporal variability of the CTCs can also be noticed, especially when going from CDRP to DDRP so when the surface locally dries out, as indicated by the peaks in the CTCs in Figure 8. During the CDRP and the DDRP, the CTCs at a certain location remain approximately constant, but the magnitude of the CTCs increases from CDRP to DDRP (Figure 8). The CTCs of the conjugate approach agree well with the CTCs from the CFD-analogy approach during the CDRP, which indicates that the heat and mass transfer analogy appears to be valid during the CDRP but only to a lesser extent during the DDRP. The mismatch in the shape of the peaks of CHTCs and CMTCs (Figure 8) indicates that the heat and mass transfer analogy is also not valid during the transition from...
CDRP to DDRP. The validity of the analogy is discussed in detail in section 4.3. In Figure 9, the mismatch of CHTCs and CMTCs during this transition can also be noticed since the CMTCs show a distinct peak at a certain location on the surface, for a specific moment in time, whereas the CHTCs show a rather smooth decay at these locations. Figure 9 also indicates a strong temporal variability within the spatial CTCs variation over the surface. The temporal CTC variation indicates that CTCs are not only intrinsically related to the specific flow field, which is responsible for the spatial CTC variation, but that they are also dependent on the temperature and moisture distribution in the flow field (boundary layer) and at the air-porous material interface. Note however that their impact on the drying rate is much less important during the DDRP, as the internal vapour resistance of the porous material determines the liquid water removal rate from the material.

4.3 Heat and mass transfer analogy

The heat and mass transfer analogy allows estimating the CMTC directly out of the CHTC or vice versa, by relying on the similarity between the thermal and concentration boundary layers. An exact similarity however only applies under certain criteria, namely:

1. Heat and mass are both considered to be passive scalars, hence not influencing the flow field significantly, which is only valid for forced convective flows and for low mass transfer rates.
2. Heat and mass transfer are considered to be uncoupled, indicating that heat transfer does not influence mass transfer and vice versa. All fluid properties are however to some extent temperature- and (moisture) concentration-dependent and the influence of mass diffusion is accounted for in the heat conservation equation (see Eq.(8) and Eq.(10)).
3. Only convective heat and mass exchange with the environment occurs and no other heat or mass source terms are found at the surface, e.g. radiative absorption or droplet/water-film formation.
4. The temperature and concentration boundary conditions have to be analogous, e.g. constant flux conditions, in order to have a similar boundary-layer development.
5. The Lewis number (Le = Sc/Pr) has to be unity. For air, the Prandtl (Pr) and Schmidt number (Sc) are however not equal (Pr ≈ 0.74 and Sc ≈ 0.6, resulting in Le ≈ 0.81).

To account for differences in Pr and Sc numbers, a modified version of the heat and mass transfer analogy, called the Chilton-Colburn analogy [34], was proposed:

\[
\frac{Nu}{Sh} = \left( \frac{Pr}{Sc} \right)^{1/3}
\]  

(30)

where Nu is the Nusselt number and Sh is the Sherwood number. This analogy can also be rewritten as the ratio of the CTCs, referred to as the analogy factor (AFcc):

\[
AF_{cc} = \frac{\text{CMTC}}{\text{CHTC}} = \left( \frac{\delta_{g}}{\delta_{s}} \right)^{2/3} \frac{1}{(R_{v} T_{p} e_{p,g})^{1/3}}
\]  

(31)

This analogy factor is only a function of the properties of air, which are to some extent dependent on the temperature and concentration at the surface. For moist air, this factor is about 7.0x10^{-9} at ambient conditions and can be assumed quasi constant (variations of a few percent with temperature and relative humidity) at temperatures well below 100°C. The heat and mass transfer analogy is often not observed experimentally (e.g. [35]), since one or more similarity criteria are usually not satisfied, which is however not always acknowledged.
In this study, the most relevant similarity criteria to be considered, which could clearly disprove the validity of the analogy here, are criterion 2 and 4.

For drying, another CTC ratio can be determined during the CDRP (AF_{CDRP}) from Eq. (3) [10], where the vapour pressure at the surface equals the saturation vapour pressure (p_{v,w,sat} function of T_w) since RH = 100%:

$$AF_{CDRP} = \frac{CMTC}{CHTC} = \frac{(T_w - T_{ref})}{-L_{v}^{ref}(p_{v,w,sat}(T_w) - p_{v,ref})}$$

(32)

If this CTC ratio (AF_{CDRP}) is constant over the surface, the surface temperature during the CDRP becomes equal to the wet bulb temperature, if no radiative heat flows at the surface and (conductive) heat flows from the interior of the porous material are present. In contrast to AF_{cc}, AF_{CDRP} is dependent on both the approach flow conditions (T_{ref} and p_{v,ref}) and the temperature at the surface (T_w), by which it can only be determined by numerical simulation (e.g. with a conjugate model) or by experiments. Usually, a CTC ratio is however imposed in HAM simulations (e.g. in constant CTCs or CFD-analogy approaches) by which the surface temperature can be determined from Eq.(32), based on the approach flow conditions.

The CMTCs at x = 0.25 m are presented in Figure 10 as a function of time, calculated according to three different methods: (1) from the conjugate approach; (2) out of the CHTC of the conjugate approach, using the heat and mass transfer analogy (Eq.(31)), assuming constant air properties which results in a constant analogy factor; (3) out of the CHTC of the conjugate approach, using the analogy for drying during the CDRP (Eq.(32)). These CMTCs, calculated according to these three different methods, are shown in Figure 11 as a function of dimensionless time and location on the interface by means of a contour plot. With these CMTCs (and the CHTC of the conjugate approach), the corresponding analogy factors (CMTC/CHTC) are determined. Contour plots of these analogy factors as a function of time and location on the interface are shown in Figure 12. No contour plot of the heat and mass transfer analogy factor is shown since it is quasi constant, where only a very small variability is found due to the temperature and mass fraction dependency of the air properties (Eq.(31)). All three analogy factors at x = 0.25 m are shown in Figure 12c.

All three methods give similar results for the CMTC and the analogy factors during the CDRP (Figure 10 and Figure 12c), which indicates that the heat and mass transfer analogy seems to be valid during the CDRP, as also found by Murugesan et al. [13] and Boukadida and Ben Nasrallah [35], and that the analogy for drying during the CDRP (Eq.(32)) also holds, which is however obvious. The good agreement for the heat and mass transfer analogy is related to the fact that the heat and mass transfer similarity criteria are approximately satisfied, except criterion 2, since heat and mass transfer are inherently coupled during the CDRP (Eq.(3)). Although the analogy is thereby principally not valid, the good agreement with the conjugate approach results however indicates that the influence of this criterion is small for the case considered. As a result of the good agreement for the CMTCs, the aforementioned analogy factors also agree well during the CDRP (Figure 12c). During the DDRP, all methods also agree quite well (both for CMTCs and analogy factors), although the heat and mass transfer analogy shows more discrepancies with the other methods. During the transition from CDRP to DDRP, significant discrepancies with the conjugate approach results can be found for both types of analogy. The
5. Conclusions

In this study, convective drying of an unsaturated porous flat plate at low Reynolds numbers was analysed, where the focus was on the modelling of the convective boundary conditions. A conjugate model was developed, which accounts simultaneously for heat and mass transport in both the air flow and the porous material, by which it does not require knowledge of convective transfer coefficients (CTCs). Instead, the CTCs were determined a-posteriori, hence identifying their spatial and temporal variability. The drying behaviour predicted by the conjugate model was compared with porous-material modelling using spatially and/or temporally constant CTCs. Also the validity of the heat and mass transfer analogy was analysed. Following conclusions were drawn:

1. Since CTCs varied spatially over the surface, the overall constant drying rate period (CDRP) was shorter, compared to the results when using constant CTCs, due to the quick onset of the decreasing drying rate period (DDRP) at the leading edge of the plate, resulting in lower overall drying rates. This leading-edge effect makes the drying behaviour in the porous material to be essentially two-dimensional.

2. By means of the conjugate model, a clear temporal CTC variation could be identified, where distinct peaks (maxima) in the drying rate appeared at the surface right before the surface dried out locally. This temporal CTC variation indicates that CTCs are not only intrinsically related to the specific flow field, but that they are also strongly dependent on the (varying) temperature and moisture distribution in the boundary layer and at the air-porous material interface.

3. A spatially-dependent scaling of the drying rate and drying time with the CDRP drying rate at each location was proposed, which allowed a better comparison of drying processes at different locations, which have drying rates that vary strongly in magnitude.

4. During the CDRP and the DDRP, the CTCs remained approximately constant but a distinct variation was noticed during the transition of CDRP to DDRP.

5. The heat and mass transfer analogy was found to be valid during the CDRP and only to a lesser extent during the DDRP, mainly because the similarity of thermal and concentration boundary conditions was not satisfied. Large discrepancies with the conjugate model results were however found during the transition of CDRP to DDRP. Note that in this study, most similarity criteria, required for the analogy to be valid, were satisfied (a.o. no radiation and no buoyancy), where in many drying processes they are not.

Conjugate modelling allows accounting for spatial and temporal variations in convective boundary conditions and thereby it circumvents the use of CTCs, which actually quantify the fluid-side heat and mass transfer in a rather simplified way. Conjugate modelling can thus be a valuable tool for the analysis of drying processes, leading to a more accurate identification of heterogeneous heat and moisture gradients inside the porous material. If conjugate modelling is not applied, it is strongly suggested to account for the spatial variation of the
CTCs when performing porous-material modelling, for example by determining the CHTC by means of a CFD study and the corresponding CMTC with the analogy. The need for detailed modelling of convective boundary conditions is however strongly dependent on the moisture transport characteristics of the porous material: if the entire material quickly enters the DDRP, the internal porous-material vapour resistance determines the moisture removal rate from the material. Instead of accurate modelling of the convective boundary conditions, material characterisation related to liquid and vapour transport is critical here. In this case, a clear two-dimensional drying behaviour is not necessarily noticed and the need for conjugate modelling is alleviated. Moreover, simplifications which can be made to quantify the convective transfer rates, such as the use of the heat and mass transfer analogy, can be justified here since their impact on the obtained accuracy will be limited. The material type thus strongly determines the need for detailed CTC modelling.
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Figure captions

Figure 1. Logarithm of liquid permeability of mineral plaster as a function the logarithm of the capillary pressure.

Figure 2. Computational model for numerical analysis with boundary conditions (not to scale).

Figure 3. Drying rate (scaled with $g_{v,w,CDRP}$) as a function of time (scaled with $t_{tot}$), for three convective boundary-modelling approaches: (a) the surface-averaged values of the three approaches (avg: surface-averaged); (b) the conjugate approach, including drying rates at specific locations; (c) the CFD-analogy approach, including drying rates at specific locations.

Figure 4. Relative humidity (b-d) and temperature (a-c) at the surface, as a function of time (scaled with $t_{tot}$), for three convective boundary-modelling approaches including results at specific locations for: (a-b) the conjugate approach (conj); (c-d) the CFD-analogy approach (CFD-an). The wet bulb temperature is indicated by WB temp.

Figure 5. Drying rate ($g_{v,w}/g_{v,w,CDRP}$) (a) and relative humidity (%) at the surface (b) as a function of time (scaled with $t_{tot}$) and location on the surface (scaled with $L_{PM}$) for the conjugate approach. The CDRP and DDRP are indicated.

Figure 6. Drying fronts (RH ≈ 100%) inside the porous material as a function of time (lines represent intervals of 5h) for: (a) the conjugate approach; (b) the CFD-analogy approach.

Figure 7. Scaled drying rate as a function of scaled time (both scaled with $g_{v,w,CDRP}$ at that specific location, Eqs.(28)-(29)) for the conjugate (a) and CFD-analogy approaches (b) at specific locations on the surface as well as the average drying rate.

Figure 8. CTCs ((a) CHTC, (b) CMTC) as a function of time (scaled with $t_{tot}$) for three convective boundary modelling approaches including the CTCs at specific locations for the conjugate and CFD-analogy approaches.

Figure 9. CTCs ((a) CHTC), (b) CMTC) as a function of location on the surface (scaled with $L_{PM}$), for three convective boundary modelling approaches including the CTCs at specific times for the conjugate approach.

Figure 10. CMTC, as a function of time (scaled with $t_{tot}$) at $x = 0.25$ m, calculated according to three methods, namely by means of the conjugate approach, the heat and mass transfer analogy (Eq.(31)) and the CDRP analogy (Eq.(32)).
Figure 11. CMTC, as a function of time (scaled with $t_{\text{tot}}$) and location on the surface (scaled with $L_{\text{PM}}$), calculated according to three methods, namely by means of: (a) the conjugate approach; (b) the heat and mass transfer analogy (Eq.(31)); (c) the CDRP analogy (Eq.(32)). The CDRP and DDRP are indicated.

Figure 12. (a-b) Analogy factors (CMTC/CHTC ratio), as a function of time (scaled with $t_{\text{tot}}$) and location on the surface (scaled with $L_{\text{PM}}$), obtained from the CTCs calculated by: (a) the conjugate approach (Eq.(31)); (b) the CDRP analogy (Eq.(32)). The CDRP and DDRP are indicated. (c) Analogy factors as a function of time (scaled with $t_{\text{tot}}$) at $x = 0.25$ m, calculated according to three methods, namely by means of the conjugate approach, the heat and mass transfer analogy (Eq.(31)) and the CDRP analogy (Eq.(32)).
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Figure 4. Relative humidity (b-d) and temperature (a-c) at the surface, as a function of time (scaled with $t_{tot}$), for three convective boundary-modelling approaches including results at specific locations for: (a-b) the conjugate approach (conj); (c-d) the CFD-analogy approach (CFD-an). The wet bulb temperature is indicated by WB temp.
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Figure 12. (a-b) Analogy factors (CMTC/CHTC ratio), as a function of time (scaled with $t_{\text{tot}}$) and location on the surface (scaled with $L_{PM}$), obtained from the CTCs calculated by: (a) the conjugate approach (Eq.(31)); (b) the CDRP analogy (Eq.(32)). The CDRP and DDRP are indicated. (c) Analogy factors as a function of time (scaled with $t_{\text{tot}}$) at $x = 0.25$ m, calculated according to three methods, namely by means of the conjugate approach, the heat and mass transfer analogy (Eq.(31)) and the CDRP analogy (Eq.(32)).

Tables

**Table 1. Material properties of mineral plaster, used for numerical modelling.**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_s (\text{kg/m}^3_{\text{PM}}) )</td>
<td>1615</td>
</tr>
<tr>
<td>( c_{P,s} (\text{J/kgK}) )</td>
<td>1050</td>
</tr>
<tr>
<td>( \lambda_{\text{PM}} (\text{W/mK}) )</td>
<td>1.2</td>
</tr>
<tr>
<td>( \mu_{\text{dry}} (-) )</td>
<td>20</td>
</tr>
<tr>
<td>( w_{\text{cap}} (\text{kg/m}^3_{\text{PM}}) )</td>
<td>126</td>
</tr>
<tr>
<td>( \delta_v (s) )</td>
<td>( \frac{2.61 \times 10^{-5}}{\mu_{\text{dry}} R T} \cdot \frac{1 - \left( \frac{w_{\text{PM}}}{w_{\text{cap}}} \right)}{0.503 \left(1 - \left( \frac{w_{\text{PM}}}{w_{\text{cap}}} \right) \right)^2} + 0.497 )</td>
</tr>
<tr>
<td>( w_{\text{PM}} (\text{kg/m}^3_{\text{PM}}) )</td>
<td>( w_{\text{cap}} \left[ 0.599 \left( 1 + \left( 4.08 \times 10^{-4} p_v \right) \right)^{-0.6667} + 0.355 \left( 1 + \left( 9.58 \times 10^{-7} p_v \right) \right)^{0.4936} + 0.046 \left( 1 + \left( 2.04 \times 10^{-3} p_v \right) \right)^{2.44} \right]^{-0.9107} )</td>
</tr>
</tbody>
</table>