Abstract. We develop two Bramble–Pasciak–Xu-type preconditioners for second resp. fourth order elliptic problems on the surface of the two-sphere. To discretize the second order problem we construct $C^0$ linear elements on the sphere, and for the fourth order problem we construct $C^1$ finite elements of Powell–Sabin type on the sphere. The main idea why these BPX preconditioners work depends on this particular choice of basis. We prove optimality and provide numerical examples. Furthermore we numerically compare the BPX preconditioners with the suboptimal hierarchical basis preconditioners.
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1. Introduction. The aim of the present paper is the development of two Bramble–Pasciak–Xu (BPX) [7] preconditioners for second resp. fourth order elliptic problems on the two-dimensional sphere. Such problems arise from several applications in physical geodesy, oceanography and meteorology, [8], and they are even of interest for the graphics community, since surface meshes are often parameterized by using so-called harmonic weights, which correspond to a finite element discretization of the Laplace–Beltrami operator, see, e.g., [1] and references therein.

The geometry of the sphere is a major obstacle in constructing suitable approximation spaces for solving partial differential equations. Often a transformation into spherical coordinates is used which gives rise to singularities at the “poles” of the sphere. This complication is induced by the spherical coordinate system itself. Therefore, an important point in our method is the use of homogeneous polynomials in $\mathbb{R}^3$ which allows us to stick with Cartesian coordinates, hence the “pole problem” is avoided. In order to develop the theory we shall restrict ourselves to the following two simple equations

\[-\Delta_S u = f \quad \text{on} \quad S, \tag{1.1}\]

and

\[\Delta^2_S u = f \quad \text{on} \quad S, \tag{1.2}\]

where $\Delta_S$ is the Laplace–Beltrami operator on the two-sphere $S$. In order to work with Cartesian coordinates we write down the Laplace–Beltrami operator in terms of the tangential gradient

\[\nabla_S := \nabla - (n \cdot \nabla) n,\]
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with \( n \) the outward normal to \( S \). The Laplace–Beltrami operator on \( S \) can now be defined as

\[
\Delta_S := \nabla_S \cdot \nabla_S.
\]

We use \( C^0 \) continuous piecewise linear spherical polynomials to discretize the variational problem

\[
\int_S \nabla_S u \nabla_S v \, d\omega = \int_S f v \, d\omega \quad \text{for all } v \in H^1(S) \tag{1.3}
\]

corresponding to (1.1), and \( C^1 \) continuous piecewise quadratic spherical polynomials to discretize the variational problem

\[
\int_S \Delta_S u \Delta_S v \, d\omega = \int_S f v \, d\omega \quad \text{for all } v \in H^2(S) \tag{1.4}
\]

corresponding to (1.2). For every \( f \in L^2(S) \) with \( \int_S f \, d\omega = 0 \) there exists a weak solution \( u \in H^1(S) \) of (1.3) and a weak solution \( u \in H^2(S) \) of (1.4). In both cases \( u \) is unique up to a constant, see, e.g., [5, 16].

So let \( m \in \{1, 2\} \), and suppose \( V \subset H^m(S) \) is a space of conforming \( C^{m-1} \) finite elements defined on a spherical triangulation of \( S \) with mesh size \( h \). Define \( a(u,v) \) as the bilinear form induced by (1.3) resp. (1.4) given \( m = 1 \) resp. \( m = 2 \), and let \( A \) denote the positive definite selfadjoint operator on \( V \) defined by

\[
a(u,v) = (Au,v), \quad v \in V, \tag{1.5}
\]

where \((\cdot,\cdot)\) denotes the inner product of \( L^2(S) \). Then we have to solve the linear operator equation

\[
Au = b \tag{1.6}
\]

for some \( u \in V \), where \( b \in V \) is defined by \((b,v) = (f,v), \ v \in V \). The conjugate gradient method is a very efficient solver for large linear systems arising from problems such as (1.6). However, because of stability reasons, it is necessary that these systems have been suitably preconditioned. It is a known fact (see, e.g., [12]) that if for some constants \( 0 < \gamma, \Gamma < \infty \) and some invertible operator \( C \)

\[
\gamma(C^{-1}u,u) \leq a(u,u) \leq \Gamma(C^{-1}u,u), \quad u \in V, \tag{1.7}
\]

then the spectral condition number \( \kappa(C^{1/2}AC^{1/2}) \) is bounded by \( \Gamma/\gamma \).

Let us represent the operator \( A \) by the stiffness matrix \( A_{\Phi} := (a(\phi_i,\phi_j))_{i,j \in I} \) with respect to some typical nodal basis \( \Phi := \{\phi_i : i \in I\} \) of \( V \). Then it is known that \( \kappa(A_{\Phi}) = \mathcal{O}(h^{-2}) \) for the problem (1.3) and \( \kappa(A_{\Phi}) = \mathcal{O}(h^{-4}) \) for the problem (1.4). In order to precondition the system

\[
A_{\Phi} y = b_{\Phi}, \quad (b_{\Phi})_i := (f,\phi_i), \ i \in I, \tag{1.8}
\]

one can perform a change of basis. So let \( \Psi = \{\psi_i : i \in I\} \) be another basis of \( V \), and \( L \) be the transfer matrix between the two bases. Then

\[
A_{\Psi} = L^T A_{\Phi} L,
\]

which suggests the use of \( C = LL^T \) as preconditioner for the nodal basis discretization.
Several approaches exist to construct a suitable preconditioner, such as the hierarchical basis preconditioner [31] and the closely related BPX preconditioner [7]. The growth rate of the condition numbers was shown to be logarithmic in the size of the problem for the hierarchical basis preconditioner ([31]) and uniformly bounded for the BPX preconditioner in [12, 27]. Originally, these results were formulated for second order problems on two-dimensional planar domains, but they could also be established for fourth order problems on the plane, [14, 20, 26]. Recently, we constructed a hierarchical basis preconditioner for fourth order elliptic problems on the surface of the sphere in [23]. The growth rate of the condition number was shown to be logarithmic which is, as expected, similar to the planar case. It is the aim of the present paper to prove optimality of a BPX preconditioner for the problems (1.3) and (1.4), independent of the discretization, and to give numerical evidence of this optimality. We emphasize that the crucial steps in the optimality proof depend on the particular choice of basis, and, thus, are not valid for arbitrary C⁰ or C¹ finite element constructions on the sphere. For both problems we explicitly construct a suitable basis that is easy to implement.

The outline of the remaining sections is as follows. In Section 2, we introduce the C⁰ continuous piecewise linear and C¹ continuous piecewise quadratic spherical polynomials that will be used to discretize the problem (1.3) resp. (1.4). The corresponding BPX preconditioners are constructed in Section 3 and we prove their optimality. Finally, in Section 4 we conclude with some numerical experiments that confirm the theory with small absolute condition and iteration numbers.

We finish this introduction with a note about notation. We always mean by \( a \sim b \) that \( a \leq b \) and \( a \geq b \) hold, where \( a \leq b \) means that \( a \) can be bounded by a constant multiple of \( b \) uniformly in any parameters on which \( a,b \) may depend, and \( a \geq b \) means \( b \leq a \).

2. Suitable elements on the sphere. In a series of papers [2, 3, 4], Alfeld et al. develop spline spaces on triangulations on the sphere analogous to the classical spline spaces on planar triangulations. The idea is to work with homogeneous Bernstein–Bézier polynomials in \( \mathbb{R}^3 \) which are then restricted to the sphere. A function \( f \) defined on \( \mathbb{R}^3 \) is homogeneous of degree \( d \) provided that \( f(\alpha v) = \alpha^d f(v) \) for all real \( \alpha \) and all \( v \in \mathbb{R}^3 \). The space \( \mathbb{H}_d \) of trivariate polynomials of degree \( d \) that are homogeneous of degree \( d \) is a \( \binom{d+2}{2} \) dimensional subspace of the space of trivariate polynomials of degree \( d \). Let \( \{v_1, v_2, v_3\} \) be a set of linearly independent unit vectors in \( \mathbb{R}^3 \). We call

\[ T := \{v \in \mathbb{R}^3 \mid v = b_1(v)v_1 + b_2(v)v_2 + b_3(v)v_3 \quad \text{with} \quad b_i(v) \geq 0\} \]

the trihedron generated by \( \{v_1, v_2, v_3\} \). Each \( v \in \mathbb{R}^3 \) can be written in the form

\[ v = b_1(v)v_1 + b_2(v)v_2 + b_3(v)v_3, \quad (2.1) \]

and we call \( b_1(v), b_2(v), b_3(v) \) the trihedral coordinates of \( v \) with respect to \( T \). Given an integer \( d \geq 0 \), the homogeneous Bernstein basis polynomials of degree \( d \) on \( T \) are the polynomials

\[ B^d_{ijk}(v) := \frac{d!}{i!j!k!} b_1(v)^i b_2(v)^k b_3(v)^k, \quad i + j + k = d, \]

and they form a basis for \( \mathbb{H}_d \). We define a spherical triangle as the restriction of a trihedron \( T \) to the unit sphere \( S \). The restrictions of the trihedral coordinates (2.1) to a spherical triangle with vertices \( v_1, v_2 \) and \( v_3 \) are called spherical barycentric
coordinates. Any homogeneous polynomial \( p \) of degree \( d \) and its restriction to a spherical triangle \( \tau \) has a \textit{Bernstein–Bézier representation} with respect to \( \tau \)

\[
p(v) := \sum_{i+j+k=d} c_{ijk} B^d_{ijk}(v),
\]

and the coefficients \( c_{ijk} \) are the \textit{Bézier ordinates}.

Homogeneous polynomials in their Bernstein–Bézier representation can be evaluated efficiently using the classical de Casteljau algorithm:

\[
p(v) = c^d_{000}(v)
\]

where for \( 1 \leq l \leq d \)

\[
c^0_{ijk}(v) := c_{ijk},
\]

\[
c^l_{ijk}(v) := b_1(v)c^{l-1}_{i+1,j,k} + b_2(v)c^{l-1}_{i,j+1,k} + b_3(v)c^{l-1}_{i,j,k+1}, \quad i + j + k = d - l.
\]

Also continuity conditions can be expressed analogous to the classical bivariate case. Let \( T \) and \( T' \) be trihedra with vertices \( \{v_1, v_2, v_3\} \) and \( \{v_4, v_2, v_3\} \). A necessary and sufficient condition for \( p \) and \( p' \) to be \( C^r \) continuous across the common boundary is

\[
c_{ijk} = c^0_{ijk}(v_4), \quad i = 0, 1, \ldots, r, \quad i + j + k = d.
\]

We write \( \mathbb{H}_d(\Omega) \) for the restriction of \( \mathbb{H}_d \) to any subset \( \Omega \) of the unit sphere \( S \), and refer to \( \mathbb{H}_d(\Omega) \) as the \textit{space of spherical polynomials of degree} \( d \). Similarly, we write \( \mathbb{H}_d(H) \) for the restriction of \( \mathbb{H}_d \) to any hyperplane \( H \in \mathbb{R}^3 \setminus \{0\} \). This is just the well-known space of bivariate polynomials. All these spaces have the same dimension \( \binom{d+2}{2} \). Let \( \Delta \) be a conforming spherical triangulation of \( \Omega \subset S \). Then we define the \textit{space of spherical splines of degree} \( d \) \textit{and smoothness} \( r \) \textit{associated with} \( \Delta \) to be

\[
S^r_d(\Delta) := \{ s \in C^r(S) : s|_{\tau} \in \mathbb{H}_d(\tau), \ \tau \in \Delta \},
\]

where \( s|_{\tau} \) denotes the restriction of \( s \) to the spherical triangle \( \tau \).

\[2.1. \textbf{C}^0 \text{ linear elements on the sphere.} \] The \( C^0 \) continuous piecewise linear spherical polynomials that we describe here are a natural extension of the well-known linear elements introduced by Courant [10]. However, our approach differs significantly from previous constructions (e.g., [6, 16]), see Remark 2.4. Suppose that we are given an initial triangulation \( \Delta_0 \) of \( S \) and that

\[
\Delta_0 \subset \Delta_1 \subset \cdots \subset \Delta_j \subset \cdots, \quad j = 0, 1, \ldots,
\]

is a sequence of dyadically refined triangulations obtained by subdividing the triangles at level \( j \) (i.e. the triangles of \( \Delta_j \)) into 4 congruent subtriangles of level \( j + 1 \). This refinement is regular, i.e. the minimum angle condition is satisfied and

\[
diam \tau \sim 2^{-j}, \quad \tau \in \Delta_j, \quad j = 0, 1, \ldots.
\]

For each \( j = 0, 1, \ldots \) we define \( v_{i,j}, \ i = 1, \ldots, N_j \), as the vertices of the triangulation \( \Delta_j \). We create suitable basis functions for the nested spherical spline spaces

\[
S^0_j(\Delta_0) \subset S^0_j(\Delta_1) \subset \cdots \subset S^0_j(\Delta_j) \subset \cdots, \quad j = 0, 1, \ldots,
\]
and this approach allows us to point out a strong connection with the classical Courant elements on the plane.

So let us define a nodal basis for $S^0_1(\Delta_j)$ by solving the following interpolation problem: find functions $\phi_{i,j} \in S^0_1(\Delta_j)$, $i = 1, \ldots, N_j$, such that $\phi_{i,j}(v_{k,j}) = \delta_{i,k}$. Obviously this interpolation problem has a unique solution. If we restrict the spline $\phi_{i,j}$ to any spherical triangle $\tau$ in $\Delta_j$ we get a spherical Bernstein–Bézier polynomial (2.2) of degree $d = 1$. The interpolation problem determines the three Bézier ordinates $c_{ijk}$ in (2.2) (with $d = 1$) in a unique way. If the spherical triangle $\tau$ does not contain vertex $v_{i,j}$ then the three Bézier ordinates equal zero, hence $\phi_{i,j}$ has local support. If $\tau$ contains vertex $v_{i,j}$ then the Bézier ordinate that is associated with this vertex takes the value 1, the other two Bézier ordinates take the value 0. It is easily checked that the continuity conditions (2.3) for $r = 0$ are satisfied. Fig. 2.1 shows the spherical Courant element.

We can look at each spherical basis functions $\phi_{i,j}$ as the restriction of a trivariate homogeneous function on the sphere $S$. In particular, let $f$ be any spherical function and $d \in \mathbb{N}$, then we define $(f)_d$ as its homogeneous extension of degree $d$, i.e.

$$(f)_d(v) := |v|^d f\left(\frac{v}{|v|}\right), \quad v \in \mathbb{R}^3 \setminus \{0\}. \quad (2.4)$$

If we restrict the homogeneous extension of degree 1 of $\phi_{i,j}$ to the sphere $S$ we recover $\phi_{i,j}$, i.e $\phi_{i,j} = (\phi_{i,j})_1|_S$. Moreover, we even have the following theorem.

**Theorem 2.1.** The restriction of $(\phi_{i,j})_1$ to the tangent plane touching $S$ at $v_{i,j}$ is a classical bivariate Courant element defined on this tangent plane centered around the vertex $v_{i,j}$.

**Proof.** First we define the radial projection $R_T$ from any plane $T$, that is tangent to $S$, onto $S$ by

$$R_T \overline{v} := v := \frac{\overline{v}}{|v|} \in S, \quad \overline{v} \in T, \quad (2.5)$$

where $|v|$ denotes the Euclidean norm of $v$. Let $T_{v_{i,j}}$ be the tangent plane touching $S$ at vertex $v_{i,j} \in \Delta_j$. Because the mapping $R_{T_{v_{i,j}}}$ is one-to-one, the inverse $R_{T_{v_{i,j}}}^{-1}$ is well defined. Define $\Delta_{v_{i,j}}$ as the 1-ring of vertex $v_{i,j}$ in $\Delta_j$. Let $\overline{\Delta}_{v_{i,j}}$ be the image of $\Delta_{v_{i,j}}$ under $R_{T_{v_{i,j}}}^{-1}$. Since great circles are mapped onto straight lines under $R_{T_{v_{i,j}}}^{-1}$, $\overline{\Delta}_{v_{i,j}}$ consists of planar neighbouring triangles with one common vertex $v_{i,j}$. The spline...
space $S^0(\Delta_{i,j})$ is just the well-known bivariate linear spline space on the triangulation $\Delta_{i,j}$. Let $\tau$ be a spherical triangle in $\Delta_{i,j}$ and denote its vertices by $v_1, v_2, v_3$. Let $T$ be the trihedron generated by $\{v_1, v_2, v_3\}$. Then for some $a \in \{1, 2, 3\}$ we have $v_a = v_{i,j}$ (since $\tau \in \Delta_{i,j}$) and

$$(\phi_{i,j})_1(w) = b_a(w), \quad w \in T,$$

with $(b_1, b_2, b_3)$ the trihedral coordinates of $w$ with respect to $T$. Consequently $(\phi_{i,j})_1$ equals zero at the vertices of $\Delta_{i,j}$, except for vertex $v_{i,j}$ we get $(\phi_{i,j})_1(v_{i,j}) = 1$. Since $\phi_{i,j} = (\phi_{i,j})_1|_S$ we have $\phi_{i,j}|_{\tau} \in H^1(S)$. Let $\tau$ be the image of $\tau$ under $R_{T_{i,j}}^{-1}$. We find that $(\phi_{i,j})_1|_{\tau} \in H^1(\tau)$ and thus $(\phi_{i,j})_1|_{T_{i,j}} \in S^0(\Delta_{i,j})$. This proves that $(\phi_{i,j})_1|_{T_{i,j}}$ is just the well-known classical bivariate Courant element.

This idea can be exploited to extend several properties of the classical Courant elements to the spherical elements $\phi_{i,j}$, such as

$$0 \leq \phi_{i,j}(v) \leq 1, \quad v \in S.$$  

The following lemma is obvious.

**Lemma 2.2 (Riesz $L_\infty$-stability).** The nodal basis functions $\{\phi_{i,j} | i = 1, \ldots, N_j\}$ satisfy

$$\| \sum_{i=1}^{N_j} c_{i,j} \phi_{i,j} \|_{L_\infty} \sim \max_i |c_{i,j}|.$$  

**Proof.** There exists a triangle $\tau \in \Delta_j$ and a point $v \in \tau$ such that

$$\| \sum_{i=1}^{N_j} c_{i,j} \phi_{i,j}(v) \|_{L_\infty} = \max_{i=1}^{N_j} |c_{i,j}| \sum_{i|v_{i,j} \in \tau} \| \phi_{i,j} \|_{L_\infty} \leq \max_i |c_{i,j}|.$$  

The other inequality follows from $|c_{k,j}| = \left| \sum_{i=1}^{N_j} c_{i,j} \phi_{i,j}(v_{k,j}) \right| \leq \| \sum_{i=1}^{N_j} c_{i,j} \phi_{i,j} \|_{L_\infty}$. 

To derive the optimality of the BPX preconditioner we will need the following theorem.

**Theorem 2.3 (Riesz $L_p$-stability).** For any $1 < p < \infty$ we have

$$\| \sum_{i=1}^{N_j} c_{i,j} \phi_{i,j} \|_{L_p} \sim 2^{-2j} \sum_{i=1}^{N_j} |c_{i,j}|^p.$$  

**Proof.** Since we have already established Riesz $L_\infty$-stability of the basis (Lemma 2.2), the proof is identical to the corresponding proof for the classical Courant elements on the plane from [10].

**Remark 2.4.** There exist other constructions of $C^0$ spherical finite elements in the literature. In [16] problem (1.1) is discretized by approximating the sphere $S$ by a polyhedron $S_h$. Then linear elements on the surface $S_h$ are used. In [6] spherical linear elements are created, but another definition for spherical barycentric coordinates is used. In [6] the spherical barycentric coordinates are required to form a partition of unity, and therefore they inevitably fail to have many of the important properties that the spherical barycentric coordinates of [2] have. The optimality proof of the BPX-preconditioner that we give in Section 3 only works for our construction.
2.2. $C^1$ Powell–Sabin elements on the sphere. In general, maintaining $C^1$ continuity conditions (2.3) between neighbouring triangles results in non-trivial relations and is not always possible for arbitrary given triangulations, see, e.g., [17]. Therefore, to overcome this problem, we will focus on the Powell–Sabin 6-split of a triangulation. Starting from an arbitrary spherical triangulation $\Delta$, we introduce further substructures by subdividing each triangle of $\Delta$ into 6 subtriangles in a prescribed way. Because of the special structure of this refined triangulation one introduces sufficient degrees of freedom to maintain overall $C^1$ continuity. The Powell–Sabin 6-split is obtained as follows:

1. Define for each triangle $\tau_k$ in $\Delta$ an interior point $z_k$ such that, if two triangles $\tau_k$ and $\tau_l$ have a common edge (circle segment), then the arc that joins $z_k$ and $z_l$ intersects this common edge (circle segment) at a point $r_{kl}$ between its vertices. The arc between two points on $S$ is defined as the circle segment connecting these two points obtained as the intersection of $S$ with a plane passing through the two points and the origin.
2. Join the points $z_k$ to the vertices of $\tau_k$.
3. For each edge (circle segment) of $\tau_k$
   - that belongs to the boundary $\partial \Omega$, join $z_k$ to some point of the edge.
   - that is common to a triangle $\tau_l$, join $z_k$ to $r_{kl}$.

Fig. 2.2 shows the split of one triangle. We will refer to this new triangulation as $\Delta^{PS}$. The spline space $S_2^1(\Delta^{PS})$ of piecewise quadratic $C^1$ spherical polynomials over $\Delta^{PS}$ will be called the space of spherical Powell–Sabin (PS) splines. Let $g_i$ and $h_i$ be independent unit vectors lying in the tangent plane of $S$ at the vertices $v_i$, $i = 1, \ldots, N$ of the triangulation $\Delta$. The following interpolation problem can be considered for spherical PS splines. Given any set of values $(\alpha_i, \beta_i, \gamma_i)$, $i = 1, \ldots, N$, find $s(v) \in S_2^1(\Delta^{PS})$ such that

$$s(v_i) = \alpha_i, \quad \frac{\partial s(v_i)}{\partial g_i} = \beta_i, \quad \frac{\partial s(v_i)}{\partial h_i} = \gamma_i,$$

for all $i = 1, \ldots, N$. Maes and Bultheel [23] have shown that this interpolation problem has a unique solution, hence the classical result of [28] can be extended to spherical domains, i.e. the dimension of the spherical spline space $S_2^1(\Delta^{PS})$ equals $3N$. 

![Fig. 2.2. The spherical Powell–Sabin macro-element.](image)
In order to create nested spherical PS spline spaces
\[ S^1_2(\Delta^0) \subset S^1_2(\Delta^1) \subset S^1_2(\Delta^2) \subset \cdots \]
it is sufficient that we find a refinement procedure that yields nested sequences
\[ \Delta^0 \subset \Delta^1 \subset \Delta^2 \subset \cdots \]
\[ \{v_i \in \Delta_0\} \subset \{v_i \in \Delta_1\} \subset \{v_i \in \Delta_2\} \subset \cdots \]

It was pointed out by Vanraes et al. [30] that applying a \( p^3 \) refinement scheme yields nested PS spline spaces. Applying the \( p^3 \) scheme twice yields a triadic scheme. The \( p^3 \) scheme was first introduced by Kobbelt [19] and Labsik and Greiner [21]. Instead of splitting each edge in \( \Delta_0 \) and performing a 1-to-4 split for each triangle (dyadic refinement), we compute a new vertex for each triangle and retriangulate the old and new vertices. Fig. 2.3 shows the principle. Remark that the new edges in \( \Delta_1 \) coincide with the lines of the PS 6-split \( \Delta^0_{12} \). In the new triangles new interior points must be chosen on the one line of the new PS 6-split \( \Delta^1_{12} \) that is already fixed, that is, the original edge that crosses the triangle.

Remark 2.5. Although the \( p^3 \) refinement is applicable to arbitrary (spherical) triangulations, it is not rigorously proven whether the corresponding sequence (2.7) satisfies the minimum angle condition and whether
\[ \text{diam } \tau \sim \sqrt{3}^{-j}, \quad \tau \in \Delta^0_{12}, \quad j = 0, 1, \ldots \]

In our mathematical analysis we will always assume that we are given a nested sequence (2.7) that is regular. By using a PS 12-split as in [26] instead of the PS 6-split one can obtain a provably regularly refined sequence of PS spline spaces by applying dyadic refinement. However we opt for the PS 6-split because the construction of the corresponding basis functions is less complicated, certainly on the sphere, and because the \( \sqrt{3} \) refinement is a topologically slower refinement than the dyadic refinement, thus we have more levels of resolution if a prescribed target complexity of the PS spline space must not be exceeded.

With each vertex \( v_{i,j} \in \Delta_j \) we associate two directions \( g_{i,j} \) and \( h_{i,j} \) such that the set \( \{v_{i,j}, g_{i,j}, h_{i,j}\} \) forms an orthonormal basis for \( \mathbb{R}^3 \). For instance, suppose that \( v_{i,j} \) has spherical coordinates \((\cos \theta \sin \phi, \sin \theta \sin \phi, \cos \phi)\), \( \theta \in [0, 2\pi], \phi \in [0, \pi] \), then take \( g_{i,j} = (\cos \theta \cos \phi, \sin \theta \cos \phi, -\sin \phi) \) and \( h_{i,j} = (-\sin \theta, \cos \theta, 0) \). Let us introduce the functionals
\[ \lambda^1_{i,j}(f) := f(v_{i,j}), \quad \lambda^2_{i,j}(f) := \frac{\partial f(v_{i,j})}{\partial g_{i,j}}, \quad \lambda^3_{i,j}(f) := \frac{\partial f(v_{i,j})}{\partial h_{i,j}}, \quad f \in C^3(S). \]

Then we construct a nodal basis for \( S^1_2(\Delta^0_{12}) \) by solving the following interpolation problems of the form (2.6): find functions \( B_{i,j}^k \in S^1_2(\Delta^0_{12}) \), \( k = 1, 2, 3, i = 1, \ldots, N_j \), such that
\[ \lambda^m_{i,j}(B_{i,j}^k) = \sqrt{3}^{-j} \delta_{k,m}, \quad m = 1, 2, 3 \]
\[ \delta_{k,1} \delta_{i,m}, \delta_{k,2} \delta_{i,m}, \delta_{k,3} \delta_{i,m}, \]
for all \( m = 1, \ldots, N_j \). Note that these basis functions satisfy \( B_{i,j}^k \equiv (B_{i,j}^k)_2[S] \), i.e. the spherical basis function \( B_{i,j}^k \) is equal to the restriction of its homogeneous extension
Fig. 2.3. Principle of \( \sqrt{3} \) subdivision. Applying the \( \sqrt{3} \) subdivision twice results in triadic subdivision.

Fig. 2.4. Graphs of \((B^k_{i,j}(v) + 1)v\) with \(v \in S\) for \(k = 1, 2, 3\) with \(B^k_{i,j}\) the spherical Hermite PS basis function.

We now show some stability properties of the nodal basis (2.8) that will be useful in the optimality proof of the BPX preconditioner.

**Lemma 2.6 (Riesz \( L_\infty \)-stability).** The nodal basis defined by (2.8) satisfies

\[
\| \sum_{i=1}^{N_j} \sum_{k=1}^3 c^k_{i,j} B^k_{i,j} \|_{L_\infty} \sim \sqrt{3} \max_{i,k} |c^k_{i,j}|.
\]

**Proof.** First we note that this result is well-known for the classical bivariate Hermite basis of Powell–Sabin type on planar triangulations. Indeed, the inequality
can be shown using the Markov inequality for polynomials ([9]), and the inequality $\Theta$ can be deduced, for instance, from the work in [29, Section 6.2]. This result for the bivariate planar setting can be extended easily to the spherical setting by exploiting the fact that the restriction of $(B_{1,j})_2$ to the tangent plane touching $S$ at $v_{i,j}$ is a classical bivariate Hermite basis function. For a detailed proof, see [23, Corollary 4.2].

**Theorem 2.7 (Riesz $L_p$-stability).** If $s$ is in $S_4^1(\Delta^{PS})$, then for any $1 < p < \infty$ we have

$$
\|s\|_{L_p}^p \sim \sqrt{3}^{-2j} \left( \sum_{i=1}^{N_j} |\lambda^1_{i,j}(s)|^p + \sqrt{3}^{-j} \sum_{i=1}^{3} \sum_{k=2}^{N_j} |\lambda^k_{i,j}(s)|^p \right).
$$

**Proof.** Using the Markov inequality for spherical polynomials ([25, Prop. 4.3]), we infer that $|\lambda^k_{i,j}(s)| \lesssim \sqrt{3} \|s\|_{L_\infty(\tau_i)}$ for $k = 2, 3$ with $\tau_i \in \Delta^{PS}$ such that $v_{i,j} \in \tau_i$. By mapping $\tau_i$ to a standard reference triangle and using the fact that all norms on the finite-dimensional space of polynomials are equivalent, we find that $\|s\|_{L_\infty(\tau_i)} \lesssim \sqrt{3}^{j/p} \|s\|_{L_p(\tau_i)}$, which implies

$$
\sqrt{3}^{-2j} \left( \sum_{i=1}^{N_j} |\lambda^1_{i,j}(s)|^p + \sqrt{3}^{-j} \sum_{i=1}^{3} \sum_{k=2}^{N_j} |\lambda^k_{i,j}(s)|^p \right) \lesssim \sum_{i=1}^{N_j} \sum_{k=1}^{3} \|s\|_{L_p(\tau_i)}^p \lesssim \|s\|_{L_p}^p.
$$

The other inequality follows from the observation that

$$
|s(v)|^p = \sum_{i=1}^{N_j} \left( \sqrt{3}^j |\lambda^1_{i,j}(s)| B^1_{i,j}(v) + \sum_{k=2}^{3} |\lambda^k_{i,j}(s)| B^k_{i,j}(v) \right)^p
$$

$$
\lesssim \sum_{i=1}^{N_j} \left( \sqrt{3}^j |\lambda^1_{i,j}(s)|^p |B^1_{i,j}(v)|^p + \sum_{k=2}^{3} |\lambda^k_{i,j}(s)|^p |B^k_{i,j}(v)|^p \right),
$$

which holds because at any $v \in S$ there are at most nine nonzero basis functions. We find that

$$
\|s\|_{L_p}^p \lesssim \sum_{i=1}^{N_j} \left( \sqrt{3}^j |\lambda^1_{i,j}(s)|^p \int_S |B^1_{i,j}(v)|^p dv + \sum_{k=2}^{3} |\lambda^k_{i,j}(s)|^p \int_S |B^k_{i,j}(v)|^p dv \right)
$$

$$
\lesssim \sqrt{3}^{-2j} \left( \sum_{i=1}^{N_j} |\lambda^1_{i,j}(s)|^p + \sqrt{3}^{-j} \sum_{i=1}^{3} \sum_{k=2}^{N_j} |\lambda^k_{i,j}(s)|^p \right),
$$

where we have used that $\|B^k_{i,j}\|_{L_\infty} \lesssim \sqrt{3}^{-j}$ which follows from the Riesz $L_\infty$-stability of the basis (Lemma 2.6).

**3. Construction of the BPX preconditioners.** In this section we construct BPX preconditioners for the problems (1.3) and (1.4), and we prove that these preconditioners are optimal. Let $m \in \{1, 2\}$ and let $\rho \in \mathbb{R}$ be a scaling factor. If $m$ equals 1 we define $S_j$ as the spline space $S_j^m(\Delta_j)$, we set the scaling factor $\rho$ equal to 2 and
we solve problem (1.3). If $m$ equals 2 we define $S_j$ as the spline space $S^1_2 (\Delta^P \mathbb{S})$ and we set the scaling factor $\rho$ equal to $\sqrt{3}$, leading to problem (1.4).

Let $Q_j$, $j = 0, 1, \ldots$, be a sequence of projectors on $S_j$ which are orthogonal with respect to the inner product $\langle \cdot, \cdot \rangle$ and let $Q_{-1} \equiv 0$. Let $\Omega$ be a subset of the sphere $S$ and let $H^m(\Omega)$, $H^m(S)$ be the spherical Sobolev spaces as defined in [22, 25]. We prove the following theorem.

**Theorem 3.1.** Suppose $s \in S_j$. Then

$$
\| s \|_{H^m(S)}^2 \sim \sum_{j=0}^{J} \rho^{2m_j} \| (Q_j - Q_{j-1}) s \|_{L^2(S)}^2.
$$

**Proof.** Let $\Omega$ be a subset of $S$ such that $\text{diam}(\Omega) \leq 1$. Let $T_{\Omega}$ be the tangent plane touching $S$ at $r_{\Omega}$, with $r_{\Omega}$ the center of a spherical cap of smallest possible radius containing $\Omega$. Here a spherical cap is defined as the region of a sphere which lies on one side of a given plane that intersects with the sphere. Recall the definition of the radial projection $R_{T_{\Omega}}$ from (2.5). Let $\mathbb{T}$ be the image of $\Omega$ under $R_{T_{\Omega}}^{-1}$ and define $H^m(\mathbb{T})$ as the usual Sobolev space on domains in $\mathbb{R}^2$. Let $(s)_m$ be the homogeneous extension (2.4) of degree $m$ of $s$, and define $\mathfrak{s}$ as the restriction of $(s)_m$ to $\mathbb{T}$. The norm equivalence $\| s \|_{H^m(\Omega)} \sim \| \mathfrak{s} \|_{H^m(\mathbb{T})}$ holds, see Lemma 3.2 in [25]. Furthermore, we also have $\| s \|_{L^2(\Omega)} \sim \| \mathfrak{s} \|_{L^2(\mathbb{T})}$, see Lemma 3.1 in [25]. Now let $s = \sum_{j=0}^{J} s_j$ with each $s_j \in S_j$. Then it follows from the theory of homogeneous polynomials ([2, 3]) that $(s)_m = \sum_{j=0}^{J} (s)_j$ in $S_j$, hence $\mathfrak{s} = \sum_{j=0}^{J} \mathfrak{s}_j$, with $\mathfrak{s}_j$ the restriction of $(s)_j$ to $\mathbb{T}$. Furthermore, each $\mathfrak{s}_j$ is a member of the planar spline space $\mathfrak{s}_j$ which is defined as $S^1_2 (R_{T_{\Omega}}^{-1}(\Delta_j \mathbb{S}))$ for $m = 1$ and as $S^2_2 (R_{T_{\Omega}}^{-1}(\Delta^P \mathbb{S}))$ for $m = 2$. Proposition 2 in [26] claims that

$$
\| \mathfrak{s} \|_{H^m(\mathbb{T})} \sim \inf \sum_{j=0}^{J} \rho^{2m_j} \| \mathfrak{s}_j \|_{L^2(\mathbb{T})}^2,
$$

where the infimum must be taken with respect to all admissible representations $\sum_{j=0}^{J} \mathfrak{s}_j$ of $\mathfrak{s}$. From the norm equivalences above, we get

$$
\| s \|_{H^m(\Omega)} \sim \inf \sum_{j=0}^{J} \rho^{2m_j} \| s_j \|_{L^2(\Omega)}^2.
$$

(3.2)

Now consider a finite collection of domains $\Omega_k$ with $\text{diam}(\Omega_k) \leq 1$, covering $S$. Equation (3.2) is valid for each sub-domain $\Omega_k$. Furthermore, we have the equivalences $\| s_j \|_{L^2(S)} \sim \sum_k \| s_j \|_{L^2(\Omega_k)}$ and $\| s \|_{H^m(S)}^2 \sim \sum_k \| s \|_{H^m(\Omega_k)}^2$. Hence,

$$
\| s \|_{H^m(S)}^2 \sim \inf \sum_{j=0}^{J} \rho^{2m_j} \| s_j \|_{L^2(S)}^2,
$$

which immediately implies (3.1), see [15, 26].

Remark 3.2. Proposition 2 in [26] is formulated in terms of $C^1$ finite elements but it is clear that a similar result holds for $C^0$ finite elements (with obvious modifications).
In view of (1.7) let us define the selfadjoint positive definite operator $C_J^{-1}$ on $S_J$ by
\[(C_J^{-1}u, v) = \sum_{j=0}^{J} \rho^{2mj}((Q_j - Q_{j-1})u, (Q_j - Q_{j-1})v), \] (3.3)
and let $A_J$ be the operator defined by (1.5) for $V = S_J$. By Poincaré’s inequality on $S$, we have
\[a(u, u) \sim \|u\|_{H^m(S)}^2 \] (3.4)
under the constraint $\int_S u \, d\omega = 0$. Then Theorem 3.1 and (1.7) imply that
\[\kappa(C_J^{1/2}A_JC_J^{1/2}) = O(1) \] (3.5)
under the constraint that we fix the solution $u$ of (1.3), (1.4) such that $\int_S u \, d\omega = 0$.

We now replace $C_J$ by a spectrally equivalent and computationally simpler preconditioner $\hat{C}_J$ given by
\[\hat{C}_J := \sum_{j=0}^{J} N_j \sum_{i=1}^{N_i} (\cdot, \phi_{i,j})\phi_{i,j} \] (3.6)
for the problem (1.3) and by
\[\hat{C}_J := \sum_{j=0}^{J} N_j \sum_{i=1}^{N_i} \sum_{k=1}^{3} (\cdot, B^k_{i,j})B^k_{i,j} \] (3.7)
for the problem (1.4). We say that two operators $A$ and $B$ are spectrally equivalent if\[
\frac{(Av, v)}{(v, v)} \sim \frac{(Bv, v)}{(v, v)}.
\]
Note that, by (3.3), we have
\[C_J^{-1} := \sum_{j=0}^{J} \rho^{2mj}(Q_j - Q_{j-1}). \] (3.8)
Indeed, by the $L_2$-orthogonality of the operators $Q_j$ we find
\[(C_J^{-1}u, v) = \left(\sum_{j=0}^{J} \rho^{2mj}(Q_j - Q_{j-1})u, v\right) = \left(\sum_{j=0}^{J} \rho^{2mj}(Q_j - Q_{j-1})u, \sum_{j=0}^{J}(Q_j - Q_{j-1})v\right) = \sum_{j=0}^{J} \rho^{2mj}((Q_j - Q_{j-1})u, (Q_j - Q_{j-1})v).\]
Let us focus on the biharmonic problem (1.4), i.e. take \( m = 2 \). By the orthogonality of the projectors \( Q_j \) one finds from (3.8) that
\[
C_J = \sum_{j=0}^{J} \sqrt{3}^{-4j} (Q_j - Q_{j-1}).
\]

Because of the decaying scaling factors we are allowed to replace \( C_J \) by the spectrally equivalent operator
\[
\tilde{C}_J := \sum_{j=0}^{J} \sqrt{3}^{-4j} Q_j.
\]

From Theorem 2.7, we have the Riesz \( L_2 \)-stability
\[
\left\| \sum_{i=1}^{N_t} \sum_{k=1}^{3} c_{i,j}^k B_{i,j}^k \right\|_{L_2}^2 \sim \sqrt{3}^{-4j} \sum_{i=1}^{N_t} \sum_{k=1}^{3} |c_{i,j}^k|^2,
\]
and by the Riesz representation theorem this implies the existence of a dual or biorthogonal basis \( \{ B_{i,j}^k \} \) such that
\[
\left\| \sum_{i=1}^{N_t} \sum_{k=1}^{3} c_{i,j}^k \tilde{B}_{i,j}^k \right\|_{L_2}^2 \sim \sqrt{3}^{-4j} \sum_{i=1}^{N_t} \sum_{k=1}^{3} |c_{i,j}^k|^2.
\]

The orthogonal projector \( Q_j \) has the representation
\[
Q_j f = \sum_{i=1}^{N_t} \sum_{k=1}^{3} (f, B_{i,j}^k) \tilde{B}_{i,j}^k.
\]

Hence,
\[
(Q_j f, f) = (Q_j f, Q_j f) = \| Q_j f \|_{L_2}^2 \sim \sqrt{3}^{-4j} \sum_{i=1}^{N_t} \sum_{k=1}^{3} |(f, B_{i,j}^k)|^2 = (\tilde{Q}_j f, f),
\]
with
\[
\tilde{Q}_j := \sqrt{3}^{-4j} \sum_{i=1}^{N_t} \sum_{k=1}^{3} (\cdot, B_{i,j}^k) B_{i,j}^k,
\]
which shows that \( \tilde{C}_J \) defined in (3.7) is spectrally equivalent to \( C_J \) such that, by (3.5),
\[
\kappa(\tilde{C}_J^{1/2} A_J \tilde{C}_J^{1/2}) = \mathcal{O}(1).
\]

The optimality of the preconditioner defined in (3.6) for problem (1.3) can be derived analogously using Theorem 2.3. We have, thus, proved the main result of this paper.

**Theorem 3.3.** The BPX preconditioners given by
\[
\sum_{j=0}^{J} \sum_{i=1}^{N_t} (\cdot, \phi_{i,j}) \phi_{i,j} \quad \text{and} \quad \sum_{j=0}^{J} \sum_{i=1}^{N_t} \sum_{k=1}^{3} (\cdot, B_{i,j}^k) B_{i,j}^k
\]
yield uniformly bounded condition numbers for the problems (1.3), resp. (1.4).

Corollary 3.4. Any basis of the general form in [23] which is stable in the sense of Theorem 2.7 gives rise to an optimal BPX preconditioner for (1.4).

Remark 3.5. In the paper [18] Griebel shows that the conjugate gradient method for the semidefinite system that arises from the Galerkin scheme using the nodal basis functions of the finest level and of all coarser levels of discretization, is equivalent to the BPX-preconditioned conjugate gradient method for the linear system that arises from the Galerkin scheme using only the nodal basis functions of the finest level. In our numerical experiments we take the approach of the semidefinite system using the nodal basis functions at all resolution levels. For details on efficient implementation we refer to [18].

Remark 3.6. The above derivation depends heavily on the use of a biorthogonal basis. Its existence is guaranteed by the Riesz representation theorem. Note the weight change from $\sqrt{3}^{-4j}$ in (3.9) for the finite element basis to $\sqrt{3}^{3j}$ in (3.10) for the biorthogonal basis. For properties of Riesz bases in connection with biorthogonality and multiresolution we refer to [11].

4. Numerical results. In this section we provide the results of numerical experiments illustrating the optimality of the BPX preconditioners developed in the earlier sections. We also compare the results of the BPX preconditioners with those obtained using the corresponding hierarchical preconditioners which are suboptimal.

The first problem that we solve is given by

$$-\Delta_S u = 2x \quad \text{on} \quad S, \quad (4.1)$$

and the exact solution $u$ equals $x$, which can easily be checked since spherical harmonics are eigenfunctions of the Laplace–Beltrami operator on $S$ ([24]). To discretize the problem (4.1) we use the basis functions $\phi_{i,j}$. We start from an almost uniform triangulation $\Delta_0$ by projecting the twelve vertices of the regular icosahedron onto the sphere. These twelve points define a mesh consisting of twenty equal spherical triangles, cfr. [6]. The finer triangulations $\Delta_j$ are constructed by subdividing the triangles of the previous coarser triangulation into four equal subtriangles. Hence the dimension of the spline space increases like $2 + 10 \cdot 4^j$ with the refinement level $j$. Inner products of the form $(\nabla_S \phi_{i,j}, \nabla_S \phi_{i,j})$ will have to be computed. Hereto, we use a 3rd order Gaussian quadrature formula on a triangle, see also [4, Prop. 4.1].

The second problem that we solve is given by

$$\Delta_S^2 u = 36xy \quad \text{on} \quad S, \quad (4.2)$$

and the exact solution $u$ equals $xy$. In order to discretize (4.2) we have to compute inner products of the form $(\Delta_S B_{i,j}^k, \Delta_S B_{i,j}^l)$. Since the basis functions $B_{i,j}^k$ are piecewise quadratic polynomials, we can use the formula

$$\Delta_S B_{i,j}^k(v) = \Delta B_{i,j}^k(v) - 6B_{i,j}^k(v), \quad v \in S,$$

with $\Delta$ the usual Laplace operator on $\mathbb{R}^3$, see [24]. Then, to evaluate the inner products, we use again a 3rd order Gaussian quadrature formula on a triangle. We show results for the $\sqrt{3}$ refinement procedure where we start from the same quasiuniform triangulation $\Delta_0$ as in the first problem (4.1). The dimension of the spline space increases like $6 + 30 \cdot 3^j$ with the refinement level $j$.

Note that the solution $u$ in (4.1) and (4.2) is only unique up to a constant. From [2, Prop. 7.2] we find that constant functions on the sphere are contained in the
spherical Powell–Sabin spline space $S^2_1(\Delta_{j})$ but not in the spherical piecewise linear spline space $S^1_1(\Delta_{j})$. Hence, the stiffness matrix corresponding to the nodal basis $\{B_i^{j}\}$ will have one zero eigenvalue with an eigenvector corresponding to the constant function. The stiffness matrix corresponding to the nodal basis $\{\phi_i^{j}\}$ will have an eigenvalue of $O(h^2)$ with an eigenvector that approximates the constant function up to discretization error $O(h^2)$ w.r.t the $L_2$ norm. Note that the condition numbers that we compute are given by $\frac{\kappa(C^{1/2}AC^{1/2})}{\lambda_{\text{max}}/\lambda_{\text{min}}}$ where $\lambda_{\text{max}}$ denotes the largest eigenvalue of $C^{1/2}AC^{1/2}$ and $\lambda_{\text{min}}$ its smallest nonzero eigenvalue. For obvious reasons we also omit the smallest eigenvalue of $O(h^2)$ for the Poisson equation. Note that, from Theorem 3.3 and Remark 3.5, the BPX preconditioner uses all nodal basis functions on all levels. For each redundant basis function we will get a zero eigenvalue.

Tables 4.1 and 4.2 show the results. We have used a nested iteration conjugate gradient method to solve the problem, i.e. by means of an outer iteration loop going from a coarse resolution level to the finest resolution level we compute the solution to (4.1) or (4.2) at each level with the BPX-preconditioned conjugate gradient method and we use the solution obtained at the previous coarser level as an initial guess. At each level we stop the conjugate gradient iteration if the $H^m$-norm of the residual is proportional to the discretization error which is of $O(h)$. In [13] arguments are given for the fact that nested iteration is an asymptotically optimal method in the sense that it provides the solution $u$ at the finest resolution level $J$ up to discretization error in an overall amount of $O(N_J)$ operations, provided that an optimal preconditioner is used.

Each table has the same setup. The first column shows the dimension of the spline space and the second column contains the resolution level $J$. Then we distinguish between the results for the BPX preconditioner and the results for the hierarchical basis.
(HB) preconditioner. For each preconditioner we display the spectral condition number \( \kappa \) of the system matrix for the linear system of equations that is solved. Moreover we show the \( H^m \)-norm of the residuals corresponding to the approximate solution, and the number of iterations that are needed on this level to reach discretization error accuracy.

**Remark 4.1.** Computing the \( H^m \)-norm of the residual is easy. Let us concentrate on problem (1.2). We have that

\[
\|u_J - u\|_{H^2}^2 \sim \|Au_j - f\|_{(H^2)^'}^2 = \left\| \sum_{j=0}^{J} \sum_{i=1}^{N_j} \sum_{k=1}^{3} \langle B_{i,j}^k, A(u_j - u) \rangle \hat{B}_{i,j}^k \right\|_{(H^2)^'}^2 \\
\sim \sum_{j=0}^{J} \sum_{i=1}^{N_j} \sum_{k=1}^{3} |\langle B_{i,j}^k, A(u_j - u) \rangle|^2 \\
= \sum_{j=0}^{J} \sum_{i=1}^{N_j} \sum_{k=1}^{3} |\langle B_{i,j}^k, Au_j \rangle - \langle B_{i,j}^k, f \rangle|^2.
\]

Here \( \{ \hat{B}_{i,j}^k \} \) is the dual frame to \( \{ B_{i,j}^k \} \). The first equivalence is due to the ellipticity of the operator \( A \). The second equivalence is because the dual frame is a Riesz frame for the dual function space \( (H^2)^' \). The last expression is just the \( l_2 \) norm of the residual of the system (1.8) with respect to the frame \( \{ B_{i,j}^k \} \) (see also Remark 3.5). This trick only works for elliptic PDEs, because the first equivalence above makes use of the ellipticity condition (3.4).
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