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’It is well-known that solidification front of a supercooled liquid is unstable; consequently, this instability
leads to the appearance of an array of dendrites of sub-micron diameter. The shape and the velocity of the
dendrite propagation are determined by the thermodynamic properties of the liquid and solid phases,
including interfacial energy as well as the initial temperatures of both. Accordingly, the numerical sim-
ulation of solidification process is a rather challenging problem which requires an accurate prediction of
high temperature gradients near the moving solidification front. In this study a relevant level set formu-
lation has been developed enabling correct determination of the position and the curvature of the liquid/
solid interface. At this interface a Dirichlet boundary condition for the temperature field is imposed by
applying a ghost-face method. For the purpose of updating the level set function and optimizing comput-
ing time a narrow-band around the interface is introduced. Within this band, whose width is temporally
adjusted to the maximum curvature of the interface, the normal-to-interface velocity is appropriately
expanded. The computational model is firstly validated along with the analytical solution of stable freez-
ing. The tip velocity of dendritic patterns (pertinent to unstable freezing) is investigated by performing
two-dimensional simulations. The computational results exhibit excellent qualitative and quantitative
agreement with the marginal stability theory as well as with the available experiments in the heat-dif-
fusion-dominated region.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Several influencing factors are involved simultaneously in the
process of a phase change of pure water: heat transfer, absorption
(if a melting process would take place) or release (pertinent to freez-
ing) of latent heat (with possible solute rejection in case of binary
substances), surface effects, changes in thermophysical properties
with the temperature, etc.

The pure water is supercooled if its temperature becomes lower
than the melting point, corresponding to Tm = 273.15 K under atmo-
spheric pressure. This occurs when the energy barrier above which
the atoms start to move into the solid lattice structure, required
for the formation of a crystal, is not entirely exceeded. Such a state
of supercooling is thermodynamically unstable. Correspondingly
the liquid is in a metastable state, implying a weak disturbance
can initiate a rapid and unstable process of the so-called dendritic
solidification. Small perturbations in the initial state can produce
significant changes in relation to the time-dependent solid/liquid
interface. Behavior of such supercooled water drops is rather impor-
tant for cloud microphysics and understanding of aircraft icing [1,2].

The phenomenon of dendritic crystal growth attracted consider-
able attention over the last few years. In nature many cases of spon-
taneous dendritic pattern formation can be found, e.g., in
solidification of metals and crystallization of supercooled solutions.
The most evident case of dendritic pattern formation are snowflakes
which have various types of complex and fascinating shapes. The
underlying physics of crystals has been firstly elaborated by Kepler
in 1611, [3]. This famous essay about the form of snowflakes repre-
sents the first scientific reference to snow crystals. Over three hun-
dred years later, Nakaya [4] has performed a first systematic study
about the snow crystals. In this work the crystal morphology cre-
ated under different environmental conditions has been described.
Over the last decades, a number of theoretical and experimental
works [5–10], has been published dealing with the detailed macro-
scopic dynamics of crystal growth (pertaining to non-equilibrium
patterns). The common approach to crystallization problems de-
pends on the grade of the supercooling, DT (liquid temperature
reduction below its freezing point without solidification), in the
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liquid. At low supercooling (0.06 6DT 6 10 K), the freezing process
can be considered as a Stefan problem (corresponding to a diffusion-
driven growth) [11]. In the case of very low supercooling
(DT < 0.06 K), a deviation from the theory can be observed in the
experiments. This deviation is assumed to be caused by the effect
of natural convection around the crystal promoting its increase in
this supercooling range [12]. On the contrary, in the case of increas-
ing supercooling (DT > 10 K), there is a transition from the diffu-
sional to the kinetics-limited growth. Correspondingly, the rate of
solidification depends on how fast the liquid molecules can be
brought in the proper position, orientation and conformation perti-
nent to the solid phase.

Recently, Shibkov et al. [13–15] have investigated the free
growth of an ice crystal in a supercooled pure water film in a wide
initial supercooling range corresponding to 0.1 < DT0 < 30 K. In [14]
various shapes of ice crystal patterns in the range between low
(DT0 = 0.1 K) and high (DT0 = 14.5 K) supercooling have been ob-
served. Evidently, the shape and the velocity of the solidification
front depends strongly on the initial supercooling in the pure water
film. The shape of dendritic front is determined by the balance be-
tween surface energy criterion and the efficiency of the interface
(region of negligible thickness where solid and liquid phases coex-
ist) in removing heat. Thus, when pure water freezes in the diffu-
sive regime, different morphologies can appear depending on
supercooling and crystalline anisotropy. At higher supercooling,
e.g., at DT0 = 10 K, transition from diffusional growth to kinetics-
limited growth is observed. These experimental results have been
compared with the theory of dendritic growth of Oldfield and Lan-
ger and Müller-Krumbhaar [16–20] exhibiting an excellent agree-
ment within the diffusion-driven growth region. As expected, in
the kinetics-limited growth region a certain deviation from the
theory is observed.

Mathematically, the phenomenon of solidification can be mod-
eled by utilizing a moving boundary [11]. The heat equation is
solved in each phase separately. The temperature fields are cou-
pled through two boundary conditions at the unknown moving
boundary between the solid and the liquid phase. The first bound-
ary condition is the velocity of the interface. It depends on how fast
the latent heat of solidification is removed from the interface,
hence, the velocity can be derived from a heat balance at the inter-
face. The second boundary condition assumes a constant tempera-
ture at the interface corresponding to the melting temperature.
Locally, the melting temperature at the interface will be altered
by an amount depending on the surface tension between the solid
and liquid phases and the local curvature, in line with the Gibbs–
Thomson effect. Another effect to be taken into consideration are
the density changes due to temperature variation. These changes
induce flow resembling the natural convection in the presence of
gravity which affects the heat transfer in the liquid.

The direct solution of the time-dependent Stefan problem repre-
sents a great challenge. An appropriate front tracking method
accounting for the moving solid–liquid interface is required. Over
the last decades, the phase-field models have been successfully ap-
plied for the simulation of dendritic growth. The basic idea behind
phase-field methods is to artificially thicken the interface to an ex-
tent which can be resolved by the numerical mesh. This thickening
procedure is accomplished by introducing the so-called ‘‘order
parameter’’ for each cell, ranging between zero and unity. If the or-
der parameter takes the value of unity the corresponding grid cell
is filled entirely with the liquid phase. In contrast, the zero value
of the order parameter indicates the grid cell comprising completely
the solid phase. The position of the interface coincides with the sur-
face whose order parameter takes the value 0.5. The width of the
artificially thickened interface corresponds to the area within which
the order parameter varies smoothly from zero to unity. The out-
come is a smeared interface over which all governing equations
can be solved taking into account appropriately averaged (i.e.
weighted) material properties. This allows application of the physi-
cal models within such a diffuse interface. By doing so, the compu-
tational difficulties pertinent to the tracking of a sharp interface
are avoided to a great extent. This contributes to the high popularity
of the phase-field methods for simulating dendritic solidification
[21–25]. Although the phase-field modelling approach has been
shown to be very useful in investigating solidification patterns, there
were still some important drawbacks which should be addressed.
The principal drawback is the non-physical representation of the dif-
fuse interface. The width of the interface represents an adjustable
parameter, which may also lead to unphysical interactions. Unless
a field equation solver is developed to enforce the conservation of
energy for a control volume positioned strictly at the interface, the
interfacial velocity will be inaccurately obtained.

The presently adopted level set method is a computational ap-
proach aiming at overcoming the limitations of phase-field models
with respect to the interface surface tracking; here the boundary
movement is tracked implicitly. This method, firstly introduced
by Osher and Sethian [26], describes the spatial distribution of a le-
vel set function, U, within the entire solution domain. The solid–li-
quid interface is represented by the zero-value contour of the level
set function, which is governed by its own advection-type equation
of motion. These equations providing a sharp interface are solved
directly and can be handled in a straightforward manner. Although
the level set methods still did not reach the popularity the phase-
field methods have for studying crystal growth phenomena, they
have been increasingly applied to several problems involving mov-
ing boundaries [27–29] and crystallization [23,30,31] exhibiting
good predictive performance in returning qualitative features of
the dendrites.

In this work, an extended level set method using a ghost-face
algorithm for solving the temperature field is presented. Unlike
the conventional level set method, this extended version converges
to exact solution of the Stefan problem for planar solidification.
Concerning the tip velocity of dendritic growth within the diffu-
sion-driven growth region the results of two-dimensional simula-
tions show excellent qualitative and quantitative agreement with
the experiments of Shibkov [13–15] and the theory of Oldfield
[16] and Langer and Müller-Krumbhaar[17–20]. Hence, the com-
putational model is capable of capturing both stages of crystalliza-
tion: the first rapid, dendritic-like growth (corresponding to the
phenomenon of unstable freezing) and the second planar-shaped
growth stage (associated with the stable freezing process).
2. Theoretical background

The common approach to a freezing problem consists in its con-
sideration as a two-phase Stefan problem. The term ‘‘two-phase’’
refers here to the phases taking an ‘‘active’’ part in the process.
Accordingly, both the liquid and the solid phases are active, i.e.
the heat conservation is solved in both sub-domains. Let us con-
sider a square domain, D, of pure water where at every time step
and at every numerical node the water is either in the liquid
(supercooled) state or in the solid state. Let T(x,t) represents the
temperature of the water. The region where the water appears as
solid is denoted by Xs and the region where the water is a liquid
by Xl. The interface between the solid phase and the liquid phase
is of infinitesimal thickness and is denoted by N.

2.1. Governing equations

As the flow in liquid region is not considered presently, the en-
ergy equation describing time dependent heat conduction in both
regions reduces to:
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qscv;s
@T
@t
¼ r � ðksrTÞ; x 2 Xs; ð1Þ

qlcv;l
@T
@t
¼ r � ðklrTÞ; x 2 Xl; ð2Þ

with the indices s,l denoting the solid and the liquid phase, respec-
tively. At the interface N between the liquid and the solid phase the
energy balance leads to the Stefan condition

qLvn ¼ ðklrTl � ksrTsÞ � n; x 2 N; ð3Þ

where L is the latent heat released by the phase change, n is the unit
normal vector directed towards the liquid region and vn denotes the
solidification speed. Eq. (3) expresses dependency of the local nor-
mal velocity of the interface on the heat flux discontinuity at the
interface. In the case of a curved interface, the temperature at the
interface, Tf, needs to be described by utilizing the Gibbs–Thomson
relation, which in the case of cs = cl can be written in the form

Tf ¼ Tm � Cj; C ¼ rTm

qL
; x 2 N ð4Þ

with r representing the interfacial energy, j the curvature of the
interface and C denoting the capillary constant. The densities of
the liquid and the solid phases in our case are assumed equal,
q :¼ ql = qs. The kinetic effects in Eq. (4) are neglected in the present
study. It should be recalled, that for the solid interface curvatures
whose radii are larger than several micrometers, the Gibbs–Thom-
son effect becomes also negligibly small and the interface tempera-
ture approaches the melting temperature, T(x, t) � Tm.

For materials with different heat capacities and densities the
interface temperature in Eq. (4) can be rewritten as follows [32]

Tf ¼ Tm½1� Cð1þ Tmðcs � clÞCÞ�; ð5Þ

with

C ¼ rj
qsL
� 1

ql
� 1

qs

� �
pl � p0

L
; ð6Þ

where pl represents the pressure in the liquid phase, whereas p0 de-
notes the ambient pressure.
2.2. Stable freezing: propagation of a flat interface

For the purpose of derivation of the analytic solution of the
present problem we first consider the one-dimensional case of sta-
ble freezing [11]: a semi-infinite slab occupied by the supercooled
liquid at T0

l < Tm, with T0
l representing the initial temperature of

the liquid. At initial time, t = 0, the condition T0
s < Tm is imposed

on the slab at x = 0. Assuming constant densities, qs = ql:¼q and
freezing at the equilibrium melting temperature, Tm, the solution
for the time-dependent thickness of the solid front X(t) reads

XðtÞ ¼ 2k
ffiffiffiffiffiffiffi
ast
p

; ð7Þ

where k is dependent on the Stefan number and as is the thermal
diffusivity in the solid phase. The solution for the temperature in
the solid and liquid phase, respectively, is defined as follows

Tðx; tÞ ¼ T0
s þ Tm � T0

s

� � erfc x
2
ffiffiffiffiffi
ast
p

� �
erfðmkÞ ; x 2 Xs; ð8Þ

Tðx; tÞ ¼ T0
l þ Tm � T0

l

� � erf x
2
ffiffiffiffiffi
al t
p

� �
erfðkÞ ; x 2 Xl; ð9Þ

where m ¼
ffiffiffiffiffiffiffiffiffiffiffi
as=al

p
.

2.3. Mullins–Sekerka morphological stability analysis

During the solidification process of the supercooled liquid the
interface between the solid and the liquid phase becomes unstable
due to the inherent destabilizing effect of supercooling. On the
other hand, the forces associated with the surface tension at the
ice interface act towards the interface stabilization. The balance
between these two effects can be analyzed by the classical ap-
proach to morphological stability introduced by Mullins and Seker-
ka in the context of directional solidification [8,9]. By utilizing this
approach one can study the stability of a flat-interface solution un-
der small perturbations. The derivative of the amplitude of the
sinusoidal perturbation with respect to time reads

d0ðtÞ ¼ �KðxÞdðtÞ; ð10Þ

with

KðxÞ ¼ x½Cx2ðkl þ ks þ v0qDcÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Gibbs-Thomson

þ klðrTÞl þ ksðrTÞs�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Supercooling

=qL: ð11Þ

Here v0 is the magnitude of the constant interface velocity of the
unperturbed flat interface. For a positive K, the perturbations will
decay exponentially, whereas for a negative value of K the pertuba-
tions will grow exponentially. The perturbations will remain theret-
ically at their initial value if K = 0.

The first term on the right-hand side of Eq. (11), Cx2(kl + ks +
v0qDc), describes the stabilizing influence of the interfacial energy.
It is unconditionally positive and grows quadratically with the fre-
quency of the perturbations. The sum of the two heat fluxes, kl(-
rT)l + ks(rT)s, can become negative, if the liquid is supercooled.
Thus, it has a destabilizing influence on the solidification front. If
the surface tension takes the value zero, the interface is uncondi-
tionally unstable for supercooled solidification. Eq. (11) represents
the basis for the computation of the cutoff wavelength kC, which is
the largest possible wavelength for a stable interface. It is derived
by setting ks = kl = k, cs = cl = c, qs = ql = q and equating the whole
expression with zero, since K = 0 matches the stability limit. This
finally yields the cutoff wavelength

kC ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2a
vn
� Tmrcv

L2
v

s
¼ 2p

ffiffiffiffiffiffiffiffiffiffi
dDdC

p
: ð12Þ

Here, dD = 2a/vn represents the diffusion length and dC ¼ Tmrcv=L2
v

the capillary length, with index v referring to the volume of the
material.

2.4. Unstable freezing: dendritic growth

If the crystallization front becomes morphologically unstable -
it means that the destabilizing effect in Eq. (11) starts to dominate
the system, the small perturbations at the interface will evolve into
the formation of various polycrystal structures, in particular, den-
dritic ones (depending on the supercooling range). Analytical treat-
ments approached the problem of dendritic growth by assuming a
mathematically definable shape such as a parabola of revolution or
an ellipsoid, resulting in a solution of the diffusion problem sub-
jected to the complicated boundary conditions at the crystal inter-
face. Ivantsov [5] derived an analytical solution for the steady state
tip velocity and tip radius of paraboloidal-type crystals under the
assumption that, firstly, the kinetics is instantaneous, and sec-
ondly, the interfacial energy takes a zero (r = 0) value. Accordingly,
this theory considers a single needle with a parabolic tip shape
growing into an infinite half-space of a supercooled liquid. Indeed,
Ivantsov adopted a mathematically definable shape of the growing
crystal tip which is demonstrated to be close to a realistic constel-
lation [13–15]. The Péclet number, Pe, derived from the Ivantsov’s
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theory is used to establish a correlation between the tip velocity, vt,
and the tip radius, rt:

Pe ¼ rtv t

2a
: ð13Þ

There is a unique Péclet number for every dimensionless supercool-
ing, St�1 = clDT0/L, with DT0 representing the initial supercooling.
This Péclet number is obtained by setting the Ivantsov function to
St�1

IðPeÞ ¼ Pe � ePeE1ðPeÞ ¼ St�1; ð14Þ

where E1 is the exponential integral,

E1ðnÞ ¼
Z 1

n
z�1e�zdz: ð15Þ

Eq. (14) correlates the Péclet number, Pe, with the dimensionless
supercooling, St�1. The solution of the Ivantsov function describes
a family of parabolas/paraboloids for a given DT. In Fig. 1(a) the
Ivantsov solution for a supercooling of DT = 10 K is displayed as
example. The Ivantsov prediction for rtvt is well verified experimen-
tally; Huang and Glicksman [33,34] have shown that for a given DT,
all observed needles lie on the Ivantsov curve. Oldfield [16] and Lan-
ger and Müller-Krumbhaar [17] suggested that for a given steady
needle with appropriate surface energy, a condition of stability
should be invoked. If accounting only for the surface energy, r, by
neglecting the undercooling, a new dimensionless parameter

� ¼ dCdD

r2
t
¼ kC

2prt

� �2

ð16Þ

is defined, representing the so-called controlling parameter for the
’’operating point’’ of the needle. Assuming that the emerging needle
tip radius, rt, corresponds exactly to the cutoff wavelength, kC, cop-
ing with stability of a planar interface via the Mullins-Sekerka crite-
rion Eqs. (12) and (16) can be evaluated as

�� ¼ 1
4p2 � 0:025: ð17Þ
(a)

(b)

Fig. 1. (a) Ivantsov solution and curve for the marginal stability hypothesis (MSH)
and (b) temperature distribution of an isolated crystal growing into supercooled
water.
The computations reported by Langer and Müller-Krumbhaar [19]
show that

�� ¼ 0:020� 0:007; ðfor 2DÞ; ð18Þ
�� ¼ 0:025� 0:007; ðfor 3DÞ: ð19Þ

If the controlling parameter, �, deviates from the operating point, �⁄,
either the side-branching instability or the tip instability drives �
towards �⁄. Thus, the operating point is at �⁄ or close to �⁄, yields fi-
nally, together with Eq. (16), a correlation between tip velocity, vt,
and its radius, rt.

In the case of solidifying water with an initial supercooling of
DT = 10 K (Fig. 1(a)), the emerging crystal is determined by the
intersection point of the Ivantsov curve and the marginal stability
curve. In this case the dendrite grows at a velocity of 5.61 cm/s to a
tip radius of rt = 2.42 � 10�7 m. The shape of the needle is not parab-
oloidal anymore if surface energy is accounted for, but the devia-
tion from such a shape is assumed to be small [19,20].

3. Computational algorithm

The computational algorithm has been developed which allows
to solve numerically the energy Eqs. (1) and (2), which satisfy the
matching conditions at the moving interface, determined by Eqs.
(3) and (4). The position of the liquid/solid interface is accurately
determined using the level-set approach. This ensures the high
possible precision in the estimation of the temperature gradients
near the interface and the interface curvature, required for the cal-
culation of the velocity propagation of the solidification front in
Eqs. (3) and (4).

3.1. Level set approach

The basic idea behind the level set method is to use an iso-con-
tour of a particular function defining the surface; accordingly, the
interface is located where this function amounts a certain value
[26]. The level set equation

@U
@t
þW � rU ¼ 0; ð20Þ

is used to track the interface location constituting the set of points
identified by U = 0. The liquid and solid phases are denoted by the
points fulfilling the criteria U > 0 and U < 0, respectively. It is con-
venient to define the level set function as a signed distance function.
The so-called zero level set function describes the interface,
whereas the value of the outer level set field represents the distance
to the interface. The sign of the latter indicates the side of the inter-
face one looks at. This simplifies the expressions for the normal-to-
the-interface gradients as well as the surface curvature.

3.2. Finite volume discretization of the thermal energy equation

The heat transfer equation in the solid phase, Eq. (1), is solved in
the sub-domain indicated by U < 0 independently of the solution
procedure for the liquid phase. Subsequently, Eq. (2) is solved in
the sub-domain identified by U > 0. The same is valid in opposite
direction. Hence, two different temperature fields are calculated
for both the liquid phase and the solid phase. Ghost-faces are intro-
duced which separate the cells in the liquid sub-domain from the
cells in solid phase, Fig. 2(left). Accordingly, to each individual
ghost-face in the domain a corresponding ghost-point is to be as-
signed, Fig. 2(right), whose position vector is defined by the inter-
section of the zero level set function and the connection vector of
the cell-centers, Pi,j and Pi+1,j. The temperature at the interface sur-
face, Tf, is imposed as a Dirichlet boundary condition for both tem-
perature fields, i.e. at both sides of interfaces, in the liquid and in



Fig. 2. Finite volume discretization in a two-dimensional domain.

(a)

(b)

Fig. 3. Schematic illustrating the computation (a) of the curvature and (b) of the
temperature normal derivative at the interface.
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the solid phase. Thus, the temperature at the ghost-points is set as
Tgp = Tf. The temporal and spatial discretization of the energy equa-
tion in the liquid phase, using Euler and the central differencing
scheme, leads to

qlcm;l
Ti;j � T0

i;j

Dt
Vi;j ¼ kl

Tgp � Ti;j

d0
Siþ1;j

i;j þ kl
Ti�1;j � Ti;j

di�1;j
i;j

Si�1;j
i;j

þ kl
Ti;jþ1 � Ti;j

di;jþ1
i;j

Si;jþ1
i;j þ kl

Ti;j�1 � Ti;j

di;j�1
i;j

Si;j�1
i;j ; ð21Þ

where T0
i;j is the value stored at the grid node Pi,j at the previous time

step and V represents the cell volume, S is the face area. The index
gp denotes the ghost-points.

To achieve the required format of the equation system

½A� T ¼ C; ð22Þ

the diffusive ghost-face term in Eq. (21) is decomposed as follows

qlcv;lV i;j

Dt
þ

klS
iþ1;j
i;j

d0
þ

klS
i�1;j
i;j

di�1;j
i;j

þ
klS

i;jþ1
i;j

di;jþ1
i;j

þ
klS

i;j�1
i;j

di;j�1
i;j

 !
Ti;j

þ
klS

i�1;j
i;j

di�1;j
i;j

Ti�1;jþ
klS

i;j�1
i;j

di;j�1
i;j

Ti;j�1þ
klS

i;jþ1
i;j

di;jþ1
i;j

Ti;jþ1 ¼qlcm;l
T0

i;j

Dt
Vi;jþ

klTgp

d0
Siþ1;j

i;j : ð23Þ

The assumption Tf = Tm is valid only for planar and infinitely slow
interfaces. In order to account for the curvature dependency on
the interface temperature, Eq. (4), it is necessary to calculate the
curvature itself. Under the assumption that the curvature repre-
sents a constant within the computational cell with the center node
Pi,j, the curvature radius of the zero level set contour (interface) at
the cell-center point is computed as ri,j = 1/ji,j, where the curvature
j is computed as follows

j ¼ r � rU
jrUj : ð24Þ

Subtracting the normal distance between the cell center and the
interface, Ui,j, from the curvature radius, ri,j, one obtains:

rf ¼ ri;j �Ui;j; ð25Þ

as shown in Fig. 3(a). The interface curvature radius, rf, is used to
compute the curvature at the interface, jf = 1/rf. The interface tem-
perature, Tf, is calculated according to the Gibbs–Thomson relation,
Eq. (5).

Accurate values of the normal derivative, rT � n, are necessary
at grid nodes close to the interface. For this reason ghost-faces
and corresponding ghost-points are used. Appointing the value of
the temperature at all ghost-points one may perform, for the sce-
nario depicted in Fig. 2 (right), a linear extrapolation (if considered
from the liquid phase) or interpolation (if observed from the solid
phase) for calculating the temperature at the ghost-face. From the
solid sub-domain, the temperature at the ghost-face, Ts
gf , is deter-

mined by linear interpolation between the temperature value
stored at Pi+1,j and the ghost-point. Whereas Tl

gf is calculated by lin-
ear extrapolation from Pi,j and the corresponding ghost-point.
Afterwards one may calculate the normal derivative of the temper-
ature close to the interface from both the liquid side and the solid
side using the temperature stored at the cell-centers and the calcu-
lated values stored temporarily at the ghost-faces. The tempera-
ture T0 is calculated in a virtual point within the current cell
(Fig. 3(b)), which is distant half cell length, Dx/2, normal to the
interface
T 0 ¼ Ti;j þ d0 � ðrTÞi;j: ð26Þ
Here, (rT)i,j represents the temperature gradient at the cell-center
node Pi,j. (rT)i,j needs the values stored at the ghost-faces to be
computed. The vector d0 is defined as
d0 ¼ n
Dx
2
�Ui;j

� 	
; ð27Þ
which ensures, that the distance from the interface to the point
where T = T0 corresponds exactly to Dx/2. Therefore, the interface-
normal derivative is approximated as follows
rT � n � T 0 � Tf

Dx=2
� n: ð28Þ
In order to avoid numerical instabilities we expand this procedure
utilizing the following restriction: if the distance from the grid node
Pi,j or Pi+1,j to the interface, d, is smaller than Dx2,d will be assumed
to be Dx2 [35]. After having calculated rT � n at all grid nodes next
to the interface the value of the normal derivative at the grid node
Pi,j is averaged over the corresponding phase side within an area,
whose width accommodates three interface cells in the closest
neighborhood of the cell under investigation. In this way, grid-
dependent numerical errors are reduced.



(a)

(b)

Fig. 4. Planar solidification front: (a) position of the interface and (b) temperature
distribution at t = 30 s.
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3.3. Extension of the interface velocity and update of the level set
function

The normal-to-interface velocity, vn, may be estimated in accor-
dance with the fulfillment of the Stefan condition, Eq. (3). Hence,
the interface position changes dynamically after each time step;
it is evolved in time from Un to Un+1 using v and a first order Euler
time-stepping method.

This makes it necessary to alter the level set function after each
time step in order to update it to a signed distance function. This
update is done by extending the interface velocity in the normal-
to-interface direction within a narrow-band around the interface.
The width of the narrow-band, wnb, is calculated at each time step
as

wnb ¼ b
1

j�max
; ð29Þ

where j�max is the maximum curvature of the interface and b repre-
sents a system dependent parameter of order O(1). The narrow-
band increases the efficiency and stability of the algorithm. The
interface velocity is expanded in the direction normal to the inter-
face, N = U/jUj, within the band accommodating both the liquid and
the solid side according to

vext;t þ N � ðrvextÞ ¼ 0: ð30Þ

The numerical time discretization given by

vn
ext � vn�1

ext

Dt
þ N � ðrvextÞn�1 ¼ 0; ð31Þ

yields

vn
ext ¼ vn�1

ext þ N � rvn�1
ext Dt: ð32Þ

Here, rvext is discretized locally with a propagating direction de-
fined by cN, where c = 1 for the liquid side and c = �1 for the solid
side. The time step, Dt, is adaptively corrected using the Courant-
Friedrichs-Lewy (CFL) condition, with the CFL number being set to
Co 6 0.5.

To retain the values of U close to those of a signed distance
function, jrUj = 1, within the band, the level set function is up-
dated according to

Un ¼ Un�1 � vn
ext � ðrUÞn�1

� �
Dt; ð33Þ

with Dt being also adaptively corrected (Co 6 0.5).
After the update of the level set function within the narrow-

band, the outer level set function has to be reinitialized as follows

Us þ SðU0ÞðjrUj � 1Þ ¼ 0 ð34Þ

to enable the setting a new band around the interface in the next
time step. Eq. (34) is iterated for a few steps within a fictitious time,
s. S(U0) is a smoothed-out sign function.

4. Results

4.1. Stable freezing: planar solidification front

Eqs. (2) and (3) are solved firstly aiming at verification of their
implementation into the computational code OpenFOAM

�
for a

supercooled one-dimensional solidification, keeping in mind the
possibility to compare the results with a corresponding analytical
solution. Let T0

s ¼ T0
l ¼ 250 K and as = al = 1.427 � 10�7 m2/s (ther-

mal diffusivity of water). The boundary at x = 0 is held at a constant
temperature of 250 K. Fig. 4(a) shows the position of the interface
for different grid resolutions. With a decreasing cell size the accu-
racy of the approximation increases linearly. In Fig. 4(b) the
numerical approximation for the temperature distribution is
depicted by way of example at time instant t = 30 s and compared
to the analytic solution. The numerical solution has been obtained
with a cell size of Dx = 5 � 10�5 m. Accordingly, the implemented
algorithm is capable of returning accurately the analytic solution
for stable freezing.
4.2. Curved solidification front

For a curved interface we have to validate our numerical code
along with the Mullins-Sekerka morphological stability analysis.
We introduce a small sinusoidal perturbation. If imposing no
supercooling or only a low supercooling to the fluid, the interface
stays stable, i. e. the amplitude of the perturbation decays expo-
nentially, Fig. 5(a), whereas the amplitude rises if the supercooling
reaches a critical value, Fig. 5(b). The figure illustrates comparison
between numerically and analytically obtained amplitude of the
perturbation over time. Fig. 5(b) reveals the exponential growth
of the perturbations in case the supercooling is higher than the
critical value, corresponding to a non-stable state of the flat inter-
face. The increasing departure of the numerical solution from the
analytical one as time progresses, Fig. 5(b), is due to the fact that
one assumption behind the analytical solution implies the inter-
face remaining unperturbed. A slight but progressive departure
of the computationally obtained interface position from the analyt-
ically determined one, corresponding closely to the situation when
the perturbation amplitudes are growing, is in accordance with
increasing error of the analytical solution.

If the frequency of the perturbation is increased in the case of an
unstable interface it will, to a certain extent, make the interface
stable again, representing the outcome of the interfacial energy
(by relevance to the Gibbs–Thomson relation). This effect is ac-
counted for in the present numerical algorithm. Fig. 1(b) displays
the temperature distribution at the solidification front of an ice
crystal growing into supercooled water. Accordingly, the mesh res-
olution is of the same order of the capillary length scale, D Tm = rj/
(Lql), which enables correct representation of the physical reality.
The temperature at the convex front portion is lower than the
melting temperature, Tm. This temperature reduction has a



(a)

(b)

Fig. 5. Curved solidification front under initial small perturbations Y = d0 sin xx,
with d0 = 5 � 10�5 m and x = 6.3 � 103 1/s. (a) Decaying magnitude of initial
perturbation for not supercooled water: (rT)l = 3685 K/m, (rT)s = 1000 K/m. (b)
Exponential growth of the initial perturbation for large supercooling: (rT)l =
�3685 K/m, (rT)s = �1000 K/m, �(rT)l < ks/kl � (rT)s.

Table 1
Steady state tip velocity for DT = 10 K: mesh convergence study.

Norm. grid resol., Dx
(–)

Norm. exec. time, tex

(–)
Tip velocity, vt

(cm/s)
Error
(%)

1 1 3.24 27.8
1/2 6.4 3.97 11.6
1/4 50.6 4.22 6.0
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stabilizing effect on the interface. Contrary to that, the temperature
at the interface is increased in the case of the concave front shape.
4.3. Unstable freezing: tip velocity of growing dendrites

The Mullins-Sekerka morphological stability analysis, Eq. (11)
describes, under which circumstances perturbations of the inter-
face decay, Fig. 5(a), grow, Fig. 5(b), or remain at their initial value.
If the perturbations grow, dendrites or needle crystals will emerge.
Neglecting the interfacial energy, the product of the tip velocity vt
(a)

(b)

Fig. 6. (a) Computational domain and mesh: lD = 1.75 lm, the inner rectangle
(lD � 1.25lD) has a grid resolution of 200 � 250 cells, all boundaries are adiabatic. (b)
Numerically calculated tip velocity converges to the theoretical steady-state
velocity from the marginal stability hypothesis for an initial supercooling in the
liquid phase of DT = 10 K.
of a needle or dendrite and its tip radius at a given initial superco-
oling degree is given by the solution of Ivantsov [5], vtrt = const.,
Fig. 1. Introducing the interfacial energy a condition of stability is
invoked. An individual selection of the tip radius, rt, which emerges
for a given supercooling, can be performed using the theoretical
approach of the marginal stability hypothesis. To every selected
value of the tip radius should correspond an exact steady-state
tip velocity value.

The tip velocities and radii of several paraboloidal needles are
analyzed numerically and compared to the theoretical ones. The
interfacial energy considered in the following simulations corre-
sponds to r = 0.028 kg/s2. Both kinetic effects and anisotropies of
surface energy are neglected. The numerical steady-state tip veloc-
ity is obtained by computing a needle (setting the initial tip radius)
growing into a supercooled liquid. All boundaries of the domain are
adiabatic. The rectangle into which the needle is growing, Fig. 6(a),
has a grid resolution of 200 x 250 cells. lD represents the length of
the initial needle. The rest of the domain is meshed using a coarser
grid. At the beginning, the tip of the needle moves fast due to the
high temperature gradient at the interface, since the liquid’s tem-
perature at t = 0 is spatially constant at Tl = Tm � DT. A smooth tem-
perature field develops with time and the high temperature
gradient diminishes until the steady-state tip velocity is reached.

The steady state is calculated by adopting the domain depicted
in Fig. 6 (a) until, firstly, the temperature at the left, right or top
boundary deviates more than 0.1% from the initial supercooling
and, secondly, the deviation of the initial tip curvature is more then
5%. A deviation from the initial supercooling at the boundaries vio-
lates the assumption of an infinite half-space into which the needle
is growing, whereas a deviation from the initial tip curvature would
violate the marginal stability constraint. Fig. 6(b) shows the numer-
ically calculated tip velocities, the regression hyperbola which
extrapolates the numerical values and the steady-state velocity
from the marginal stability hypothesis for DT = 10 K. Table 1 com-
prises the calculated tip velocity at a supercooling of 10 K for differ-
ent grid resolutions. The velocity predicted by utilizing the
Fig. 7. Comparison of the numerical results with the marginal stability hypothesis.



A. Criscione et al. / International Journal of Heat and Mass Transfer 66 (2013) 830–837 837
marginal stability hypothesis amounts to 4.49 cm/s. By decreasing
the grid resolution, the velocity converges to the theoretical value.

This tip radius predicted theoretically is used to set up a family
of computations of paraboloids growing into water under different
undercoolings. The steady state tip velocity is then compared with
the velocity predicted by the marginal stability hypothesis. Fig. 7
shows the tip velocity in terms of the supercooling obtained from
the marginal stability theory and computed using the present
numerical algorithm. The numerical results exhibit very close
agreement with the marginal stability theory. A comparison with
the experimental data of Furukawa and Shimada [12] and Shibkov
et al. [15] reveals good agreement with the marginal stability the-
ory within the diffusion-driven growth region. At high supercoo-
lings (DT P 10 K), there is an essential departure (attributed to
the kinetic effects) of the prediction, performed by using the diffu-
sional model of dendritic growth, from experimental data.

5. Conclusions

A new computational model based on the level set approach for
numerically solving the model equations describing thermody-
namically-driven processes of the solidification phenomenon of
the supercooled water is presented. Kinetic effects and flow within
the liquid phase have been presently neglected in the formulation.
The corresponding heat transfer equations for both the liquid and
the solid phase are solved independently of each other. The tem-
perature fields are coupled through two boundary conditions at
the interface: the first boundary condition assumes a constant
temperature as a result of the Gibbs–Thomson relation, whereas
the second boundary condition represents the velocity of the mov-
ing interface resulting from the Stefan heat flux balance. A ghost-
face method is applied to impose a Dirichlet boundary condition
at the interface (in relation to the Gibbs–Thomson effect) and to
ensure accurate calculation of the temperature normal derivative
which is necessary to fulfill the heat flux balance at the interface.
Within a narrow band around the interface, whose width is tempo-
rally adjusted to the maximum curvature of the interface, the nor-
mal-to-interface velocity is appropriately expanded. This velocity
is used to update the level set function within the afore-mentioned
narrow-band.

The computational model can capture both the stable and the
unstable stage of supercooled water solidification. Validation of
the computational model yields an excellent agreement between
the present computations and the theoretical results of the super-
cooled Stefan’s freezing model for planar solidification (describing
the propagation of an unperturbed interface). In the case of slightly
perturbed interfaces, the morphological instability of solidification
front has been quantitatively checked in comparison to the Mul-
lins-Sekerka theory, resulting in an agreement within a few per-
cent. Concerning the growth of dendrites (unstable freezing),
two-dimensional simulations show that the computational model
converges to exact solutions of the crystal growth theory of Ivant-
sov [5]. Including capillary forces (in terms of surface tension), the
steady state tip velocity of computed needles converges to the
selection theory of Oldfield [16] and Langer and Müller-Krumbhaar
[18]. The numerical results exhibit very close agreement with the
marginal stability theory. Furthermore, a comparison with the
experimental data of Furukawa and Shimada [12] and Shibkov
et al. [15] reveals very good agreement within the diffusion-driven
growth region.
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