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Abstract

Multi-beam antennas can be used for the sectavizati 360° azimuthal coverage. One
of the suitable realizations, where four monopoltanas are placed at the corners of a
square, is known as the “Monopole Four-Square AAkatenna”. This thesis presents
the optimization problem for this array antenna.

First, it is considered that this array is mound@dan infinite ground plane. With view
to practical applications, optimization criterieeadefined and a genetic algorithm is
used to find the optimized values for the arrayaldes.

Next, the “Monopole Four-Square Array Antenna” ansidered to be mounted on a
finite ground plane (chassis). It is seen thapalformance parameters of this array are
changed and deteriorated due to the excitatiorhagssis modes, which couple to and
between the monopole antennas and which radiat@ratdice diffraction at the edges
of the ground plane. It is found, that the perfanc®is strongly affected by the size of
each antenna, the position of each antenna orhtssis as well as the size and shape of
the chassis.

A new optimization problem considering both the gmaeters of array and chassis
dimensions is defined and the optimal values atmdousing the method of genetic
algorithm. To model the chassis effects, in thepsthe Theory of Characteristic Modes
for the chassis is introduced and the effect ofssisamodes on the radiation patterns
and S-parameters are discussed. In order to alewefficient use of the calculation-
extensive chassis modes in our optimization, aifiéiet Neural Network (ANN) is set-
up to represent the effects of the chassis modesren ANN is trained using results
from an EM-field simulator. In a further step, tremaining mutual coupling between
the elements of the monopole array is tackled. ¢Jamother ANN, a Decoupling and
Matching Network (DMN) is designed for the “MonopdFour-Square Array Antenna”
which considerably improves the radiation pattern.

The final “full-degree” optimization problem consig all parameters of the monopole
array on a small chassis as well as the varialsiehe DMN. It is shown that by

changing the values of the weighting coefficientstlie optimization problem, the

resulting antenna design can be matched to paer#et by practical applications.
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CHAPTER 1 Introduction and Overview

Background

Nowadays, Phased Array antennas are becoming siegha popular for applications
that require radiation pattern control. This poptyeexists because the radiation pattern
of a phased array can be shaped and steered gleatlp by proper element
excitations. The analysis and design of array araterms complicated due to the fact that
array elements are not independent of each otmstedd, the elements interact
electromagnetically through what is called mutualigding. Using a matrix network
instead of phase shifters to excite the elemeatsiéeoMulti-beam antennas which can
be used for the sectorization of 360° azimuthal ecage. One of the suitable
realizations, where four monopole antennas areeglat the corners of a square, is
known as the “Monopole Four-Square Array Antenna@ihis thesis presents the
optimization problem for this kind of array antenma order to optimize the over-all
array geometry, the effects of the ground planagsis) have to be also considered.

Structure of the thesis

The second and third chapters of this thesis rewissv foundations related to the
research presented in this work. The second chaptsents a review of the monopole
antenna and its fundamental parameters, includadiation mechanism, radiation
efficiency and self impedance, which are invesédain our optimization problem.

After that, the Monopole Four Square Array Anter(MFSAA), as a planar array

antenna, is introduced and the desired fundamepashmeters of this array are
introduced to be utilized in the next chapters.

In chapter 3, the optimization methods and neugtvarks are introduced to be used in
next chapters. In this way, a Genetic Algorithm {GhAethod as a global optimizer is
introduced and the advantageous characteristidgSAofare discussed. After that, the
Artificial Neural Networks (ANNSs) are introduced lb@ used in modeling procedures in
this thesis. An artificial neural network (ANN), uedly called Neural Network (NN), is
a mathematical model or computational model thahspired by the structure and/or
functional aspects of biological neural networksnaly the Multilayer Perceptron
(MLP) network is introduced for later applicatiom ihe modeling of a finite ground
plane (chassis) in chapter 5.

In chapter 4, an optimization problem for the MFSAA an infinite ground plane is
defined and an optimization procedure is perforinetiree different phases. In the first
phase, five performance criteria, namely the mimmenvelope correlation of beams,
maximum front-to-back ratio, best fit to the idesdcant-squared elevation pattern,
suitable beam crossover levels and maximum dinggtias introduced in chapter 2, are
applied for a simple antenna model (first orderrappnation model). For this simple
antenna model only the distance between the elasnseoptimized.



2 Chapter 1

In the second phase, the second order approximatitemna model is defined and the
efficiency of each antenna as well as the previoriteria are considered in our
optimization problem. For this model, the valuesetdment spacing, antenna length,
antenna diameter and feed network source impedameceptimized using the Genetic
Algorithm (GA).

Finally, for the third order approximation modehet source voltages of the feed
network are also varied over a certain range aadatues of source voltages as well as
the variables in the previous model are optimizesthg a GA. In this model, a criterion
for both self impedance (to be matched to the soumpedance) and mutual
impedances (to be minimized) are also added taqus\criteria.

In chapter 5, the finite ground plane (chassighisoduced and the effects of using a
chassis instead of an infinite ground plane for MfeSAA are discussed. As shown in
[1], the ground plane can heavily influence the umaltoupling of the antenna elements
placed on it, in principle due to the excitationabfassis current modes on its surface,
which can lead to strong deterioration of the pnfnce of the MFSAA.

In the first part of this chapter, theh@ory of (haracteristic_Mdes (TCM) is
introduced. Characteristic modes are real curreodes that can be computed
numerically for conducting bodies of arbitrary skafince characteristic modes form a
set of orthogonal functions, they can be used fmaed the total current on the surface
of the body [2-4]. The limitations to find the chateristic modes are discussed and a
Neural Network model is designed to calculate thessis mode eigenvalues.

The effects of a chassis on a single monopole aatéwo monopole antennas and the
MFSAA are also shown in this chapter by observiagiations on element patterns,
reflection coefficients and mutual couplings betwemonopole antennas due to
different chassis sizes.

Finally, the performance optimization of the MFSAMA a chassis is considered. For
this purpose, the EMPIRE (IMST GmbH, Germany) simulator is used to model the
structure and to optimize the antenna and chassaeters and the simulations are
checked by comparison with experimental resultsaftt be seen in this step, that it is
necessary to design a Decoupling and Matching N&WOMN) to compensate the
mutual coupling between antennas. A design for a\NDiMintroduced using the ADS
(Advanced Design System, Agilent Corporation, US8)work simulator and EMPIRE
which leads to additional lumped elements (Capesfitaductors) between both
adjacent and opposite antennas. Networks for b@hMFSAA on an infinite ground
plane and for an MFSAA on a chassis are investigated after optimizing the cost
function using a GA optimizer, the optimal valueeafch capacitor/inductor as well as
the length and diameter of each monopole antendaaamy distance are found. A
verification of this last optimization step of tlhFSAA on a chassis with integrated
DMN is presented by an experimental MFSAA and a mamson of simulated and
measured antenna patterns and S-parameters. Fimalyshown that by changing the
weighting coefficients in our cost function, theu#ts can be matched to our priorities.

In Chapter 6, the most important conclusions o thiesis are summarized and some
proposals are presented for future works.




CHAPTER 2 Monopole Antenna and its Applications

2.1 Introduction

The official IEEE definition of an antenna is givéy Stutzman and Thiele [7], as:
“Antenna is a part of a transmitting or receivingtem that is designed to radiate or
receive electromagnetic waves”. There are manyewdifft antenna types, where the
Monopole antenna is one of the most common anterused for wireless
communication systems. Its popular applications wireless systems such as
broadcasting, car radios, and also more recentlgdtiular telephones, are mainly due
to its broadband characteristics and ease of earigin. Monopole antennas are
commonly used in airborne and ground-based comratioit systems at a wide range
of frequencies [8]. In this chapter, the monopaleeana and its fundamental parameters
are introduced and the fundamentals of planar aematgnnas as well as of the
Monopole Four Square Array Antenna (MFSAA) are eaxed to be utilized in next
chapters. The material in this chapter relies nyaonl Balanis’ textbook [9].

2.2 Monopole Antenna

A monopole antenna in its simplest form, mountecwnnfinite ground plane is shown
in Fig 2.1, which can be considered as one-halthef corresponding double-length
centre-fed linear dipole [9]. In this figurk,is the length of the monopole antenvgajs
the known feed point voltage arglis the known feed point current. The sinusoidal
current distribution on this vertical monopole amta is approximated as:

1 (z) =1,sink(L-2) for O<z<lL (2.1)
Im is the maximum current, where the feed point eurgecan also be described as:
I, =1,,sinkL) (2.2)
In both equations abovk,s the wave number, related to the wavelenfh (

k= % (Ais the wavelength) 2.3)

Fig 2.2 shows the approximated current distributtoma thin monopole antenna of
different lengths between OAland 1. It can be seen from this figure, that outside the
0.5\ region, the currents are in the opposite phasenmparison to the neighboring 8.5
region.
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Fig. 2.2 Approximated current distribution on anthionopole antenna of different lengths between.0.1
and 1A

2.2.1 Radiation Mechanism

Like a dipole antenna, a monopole antenna has amdmectional radiation pattern. In
general, the radiation intensity of a thin monopatgenna mounted on an infinite
ground plane can be approximated as the followiqgon:

coskLcosd) —cosKL)
sind

Fnon(6) = C[ } 0<6<90 (2.4)

In this equationgc is a constantk is the wave number in equation (2.3) dnds the
length of the monopole antenna.
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The constant can also be expressed as:

2
'

C=/o ﬂ2

(2.5)

wherer is the intrinsic impedance of the free space mediys120t Q) andlyis the
maximum current in Fig 2.1.

The radiation pattern of a thin monopole antennth wilength of 0.26 mounted on a
perfectly conducting infinite ground plane is depctin Fig 2.3.
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Fig. 2.3 Radiation intensity of4 monopole antenna on an infinite ground plane

As this figure shows, the maximum radiation cansben in the horizontal direction,
perpendicular to the monopole antenéa Q0).

It can be seen from equation (2.4), that the ramhaintensity of a thin monopole
antenna, depends strongly on the length of it. esléngth of the monopole antenna
increases, the beam becomes narrower and if ikasess beyond one wavelength, the
number of lobes increases [9].

2.2.2 Radiation Efficiency

The Radiation efficiencyy, of a monopole antenna can be described by thewfmitp
equation [9]:
P

= 2.6
1, P +P, (2.6)

where P, and Py are the radiated power of the antenna and thapdissl power
respectively.
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The radiated powd?; is given by:
Pl @)

wherelp is the feed point current, shown in Fig 2.1 dlds the radiation resistance
which can be approximated for a thin monopole ameas [9, 10]:

R = 30 ]T-[cos(kLcosz?)—cos«L)]2 i
sin“(kL) 4 sing

Q (28)

Fig 2.4 shows the simulated radiation resistancea ohonopole antenna with four
different lengths in a frequency range of 1 GHZ@dGHz.

10°

10"

10°

10°

Frequency (GHz)

Fig. 2.4 Radiation resistance of a monopole antevitiadifferent lengths vs. frequency

The pole in the radiation resistance refers to ha#-wavelength resonance of the
monopole.

It can be seen from this figure that the resondrespiency decreases by increasing the
length of the monopole antenna. On the other handjgh frequencies, the radiation
resistance increases more quickly than at lowejuiacies, with increasing the length
of the monopole antenna.

In equation (2.6), the dissipated powey can also be obtained by integrating the
dissipation along the monopole antenna as [10]:

L

_1il@fe 1
|:>d_2£ LPedz= 1R, (2.9)
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whereps is the sheet resistivity [8] aridl is the diameter of the monopole anteriRals
the ohmic dissipation resistance and can be apmiaieid:

_ Ps KL _sin(2kL)
= szinZ(kL)( 2 4 j ? (2:10)

Fig 2.5 shows the variation of ohmic dissipatiosistance for a monopole antenna with
different diameters and a fixed lengthLof 27 mm vs. frequency far= 1 Q/sq.

Ohmic Dissipation Resistance(Q)

Frequency (GHz)

Fig. 2.5 Ohmic dissipation resistance of a monopokenna with. =27mm and different diameters vs.
frequency

From this figure, it can be easily understood thaticker antenna has less ohmic
dissipation resistance, if the length of the andéeisrkept constant.

Using equations (2.7) and (2.9), the radiationcedficy of a monopole antenna in
equation (2.6) can be expressed in terms of bahdatiation resistance and the ohmic
dissipation resistance of a monopole antenna as:

= R 211
T RR (2.1)

The simulated radiation efficiency of a monopoléeana with a diameter @ = 1mm
and varied lengths is shown in Fig 2.6 (a), whageZ6 (b) shows the variation of the
radiation efficiency when a monopole antenna héigesd length ofL = 27 mm and
different diameters. An almost constant valueRafand small value oR. at low
frequencies, result in a low efficiency at low foeqcies, as can be seen in Fig 2.6 (a).
As we can see from Fig 2.6 (a), for each antenngtieat all frequencies below
resonance frequencieR; increases more rapidly tha®y and this results in higher
efficiency with increasing frequency.
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20
1

Frequency (GHz)

(b)
@
Fig. 2.6 Radiation efficiency of a monopole antefaawithD =1mm and varied lengths vs. frequency,
(b): with L =27mm and varied diameters vs. frequency

On the other hand, it can be seen from Fig 2.6t{lat by increasing the diameter of
each monopole antenna, the efficiency is incredmaduse of the reduction Bfi as
seen in Fig 2.5.

Since, the radiation efficiency of a monopole antegan be optimized by optimizing
the length and diameter of antenna, the radiatibciency of the monopole antenna is
considered as one of the optimization criteriaunaptimization problem in chapter 4.

2.2.3 Self Impedance

The self (input) impedance of the monopole anteramabe determined as:

Z =-n (2.12)

whereVi, andl;, are the input voltage and input current of theeana respectively. The
self impedance of an antenna is an important paeame determine the reflection
coefficient of the antenna. To solve the integguiaion for the current distribution, an
induced EMF method [9] can be used and the seledapce of a monopole antenna
can be found as a function of both the lerigdmd diameteb of the monopole antenna
(Self resistance is a function bfand self reactance is a function of bbtandD).

The self resistance of a monopole antenna canfiressed as below.

__ R,
R= 2sin?(KL) (2.13)

In this equationk is the wave number in equation (2.3) dRglis the real part of the
input impedance at the current maximumg (as resulting from equation (2.2)),
expressed in the following equation (2.14).
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R = i{c +In(2kL) - C (2KL) + Zsin(kL)[S (4KL) - 25 (2kL)]
27 2 (2.14)
+%costL)[C +In(kL) +C (4kL) - 2C (2kL)]}

In this equationy is the intrinsic impedance of the mediumg €120r), k is the wave
number,C is Euler's constantd =~ 0.577) andS(x) and Ci(x) are the sine and cosine
integrals, explained in equations (2.15) and (2r&6pectively.

S(x) :jSi”—T(T)dr (2.15)

C(x) = I’%S@dr (2.16)

As can be seen, the self impedance of a monopdenm@a is only a function of
(length of the antenna). The self reactance of aapole antenna can also be described
as:

X
X, =—-"— 2.17
* 2sin’(kL) (2.17)

wherek is the wave number ari}, or the imaginary part of the input impedance at th
current maximuny, ,written as:

X = :17—;)7{25i (2kL) + cos@KL)[2S, (2KL) - S, (4KL)]

i (2.18)
—sin(2kL)| 2C. (2kL) —Ci(4kL)—Ci(kD H}

4L

In this equationyy is the intrinsic impedance of mediukjs the wave numbel is
Euler's constant an§(x) andCi(x) are the sine and cosine integrals, given in eguost
(2.15) and (2.16). As can be seen, the self reeetah a monopole antenna can be
expressed as a function of bofh (Diameter of the antenna) and (length of the
antenna).

Fig 2.7 shows the self impedance of a thin monomoleenna @ = 0.006.) with
different lengths between 0 and. Z'his figure shows that, both self resistance seitl
reactance become infinite for integer multiple®&. In practice they are large.
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Fig. 2.7 Self impedance of a monopole antenna With0.006. and varied lengths

For a quarter-wave monopole/x = 0.25), the self impedance is half of that ofadf-h
wave dipole:Z&= 36.5 +] 21.25Q. This is due to the requirement of only half the
voltage to drive the monopole antenna to the samemt as a dipole. Assume a dipole
as having ¥, and -V, applied to its end, whereas a monopole antenna roegys to
apply #/ between the monopole antenna and ground planeie tire same current
(See Fig 2.1).

Ideally the diameter of the monopole antenna daesaffect the input resistance, as
expressed in equation (2.13). However in practit@as a small affect due to the limited
range of diameter. The effect of changing the diamef a monopole on the self
reactancés shown in Fig 2.8.

1000 T
I
I
800 R =
3 o
w00 R
q P
400 A B
— ; o
S 200 L i
@ 4 3 I
(%) 4
= I
g of--4 e e &
& I
& r* |
« -200 -7/ - +- - -~
3 i I g
| I
-400 T =
I I
600 [~ -~ ~---F--=—--T---fF--q---f=="d-=-3--
I I
B00H--—---b--—-- -t
I I
-1000 L L
0 0.8 1

Fig. 2.8 Self reactance of a monopole antennatiite different diameters and varied lengths

It can be seen from this figure that the reactazase be reduced to zero provided the
overall length is slightly less than\/4 (n = 1, 3,...) or slightly greater tham\/4 (h =2,
4,...).
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This is commonly done in practice far A/4 because the input resistance is close to
50Q2, an almost ideal match to @coaxial transmission lines. As can be seen froth bo
Fig 2.7 and Fig 2.8 and as it has been indicatéaldefor aA/4 monopole antenna with
small diameter, the reactance is equal to 22.25

The self impedance of a monopole antenna is alssidered as one of our optimization
criteria in the next chapters.

2.3 Planar Array Antenna

Usually, the radiation pattern of a single antermeelatively wide, with low value of
gain. In many applications it is necessary to desigtennas with more directive
characteristics for longer distance communicatidiss can be achieved by utilizing an
array of antennas [9]. One suitable array anteeahzation is the planar (rectangular)
array (Fig 2.9).

igF2.9 Planar Array geometry

If NxM monopole antennas are mounted along a rectangpudiafsee Fig. 2.9), the total
radiation intensity can be expressed as:

F(6.9=F

mon

(O)|AF (6,9 (2.19)

Where Fon(#) is the radiation intensity of a single monopoleeamnt, described in
equation (2.4) AF(9, ¢)| is the array factor.
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The Array Factor is a function of both the positexmd excitation of each antenna and
can be expressed as the following equation for raayadepicted in Fig 2.9 with a
symmetric excitation and with its array factor nmadm along’, @:

AF(0,¢) =4 ZZ: l..,,cos[@m—1)u]cos[@2n—1V] (2.20)

1n=1

(1=

3
I

wherelmn is the complex current of thenf)™ monopole antenna andandv can be
described as below:

u= 7;1* (sin@cosp—sing, cosg,) (2.21)
o, . . :
V:Ty(sm@smqo—smeosm%) (2.22)

This thesis considers a planar array antenna ipeaia form whereM = N = 2 and
where the antenna currents are phase shifted @dresay”).

2.3.1 Mutual Impedance

One of the most important characteristics of a gqlaarray antenna is the mutual
coupling between all antennas in this array as a&llhe mutual coupling between the
ground plane (if the antennas are mounted on tefground plane) and each antenna.
Note that the mutual coupling effect induces cusdn antennas, thereby changing
input impedance.

ConsideringNxM monopole antennas, mounted on an infinite grodadepin Fig 2.9,
the excitationd; (i = 1,...,h = NxM) at the input terminals of monopole antennas @n b
related to the terminal voltages of the antennas [8g 2.1) by the impedance matrix
[9] as:

V =ZI (2.23)
where:
V=[V,---V, T (2.24)
and:
Z11 Z12 Z1h
z=|%n L2 Zf“ (2.25)
Zhl th Zhh

I=[l--1,]" (2.26)
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The superscripT in both equations (2.24) and (2.26) denotes threspose oY andl.
Through the equations (2.23) and (2.25), the teaimioltage of each element can be
expressed in terms of the current flowing in adineénts:

V,=>71, (i=1,...h) (2.27)

In this equationZ; is the mutual impedance between the monopole aasen andzj

is the self impedance of antenjpaescribed in 2.2.3.

The mutual impedancg; between two monopole antennas with the same lelgth
distanced from each other and mounted on an infinite groplashe can be described
based on the induced EMF method [9] as a functidnandd :

Z; =R, + jX (2.28)
where:
Rj m
) —__ 1M 2.29
R 2sin’(kL) (2.29)
X.
X = ———bm__ (2.30)
' 2sin?(kL)

R;jm and X;;m are the real and imaginary parts of the mutual olapee at the current
maximuml, see equation (2.2), and are expressed as:

_ _ _
Rim =5 712G (Uo) =Gy (W) =G ()] (2.31)
—_" _ _
xij - 47T[25 (uo) S (ul) S (uz)] (2-32)
u, = kd (2.33)

0, =klo? +a? +21) (2.34)
0, =kVa? + 4L - 2L (2.35)

no Is the intrinsic impedance of mediumy (=120t), S(X) and Ci(x) are the sine and
cosine integrals, explained in equations (2.15) @nt6) respectively anklis the wave
number, described in equation (2.3).

Fig 2.10 shows the real and imaginary part of theua impedances of two side-by-
side monopole antennas of a length.of 0.25. and varied separatiah
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Fig. 2.10 Mutual impedance between two monopolerards of a length &f = 0.25. and varied
separatiord

This figure shows that by increasing the distaneavben the antennas, the mutual
coupling between them is decreased with oscillatiohthe impedance components.
The magnitude of the mutual coupling impedanceddieeseduces.

The mutual impedance between monopole antennalsascansidered as one of our
optimization criteria in next chapters.

2.4 Monopole Four- Square Array Antenna (MFSAA)

ConsideringM =N = 2 in Fig 2.9, one suitable array antenna carebézed based on
the phased array principle, where four monopolerams are placed at the edges of a
square, in order to form four overlapping beamazmuth and which is known as the
“Monopole Four- Square Array Antenna (MFSAA)’[1Hig 2.11 shows the MFSAA
with its excitation.

z I2 I3
A Zo " n
V2o Vs g g V3 (V) Vo
I1 4
L S
T 2 & , Vel viie eV Y Vo
L Y
4—>
X d
@ (b)

Fig. 2.11 Monopole Four- Square Array Antenna, l@)out, and (b): excitation by voltage sources
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In this figure, each monopole antenna has a length and a diameter oD. The
distance between each neighboring antendaTfie terminal voltage of each element is
expressed as:

V=V, -1z, i=1..4 (2.36)

where Vi, is the source open-circuit voltage of each elensnt Z, is the source
impedance related to the feed network for each eheriror the MFSAA, depicted in
Fig 2.11, the equation (2.27) can be expresseélasvith = 4).

Vl ZS ZlZ Zl3 ZlZ l 1
V2 — Z12 ZS Z12 Zl3 |2 (237)
V3 Zl3 ZlZ ZS ZlZ I 3
V4 Z12 Zl3 Z12 ZS I 4

whereZsis the self impedance of each antenna which caxpeessed as a function of
the length ) and diameter¥) of each antenn&,;, andZ;3;are the mutual impedance
between neighboring antennas and between diagoopfigsite antennas respectively
which can be expressed as a function of the lebhgihd separatiod.

Returning to the equations (2.36) and (2.37), tkeitation ofi™ element (phase and
amplitude) can be expressed as a function of leagthdiameter of this element, the
source voltage and source impedance of the elefeedt network and also of the
element spacing.

2.4.1 Radiation Mechanism

As an example, radiation intensities of the MFSAkhva length ol = 0.25,, diameter

of D = 0.006. and varied separatiahare simulated using equations (2.19), (2.36) and
(2.37). The following excitation is considered ftire source voltages of the first,
second, third and fourth antenna respectively ig Bill (b) for a beam in

@ =45 direction.

V10 ej77/2

V,, -1

v |7 gz | V(239
30

Vio 1

The source impedance related to the feed netwarledch element is assumed to be
50Q. With the mutual coupling ignored, the beam shagresshown for five different
separations in Table 2.1. The special phased éxcitas given above represents the
normal operating mode as known from practical amesystems with dedicated feed
networks [11], for the generation of four equal bathted (in¢ -plane) patterns (multi-

beam feed network). A special network for the gatien of the excitation due to
equation (2.38) will be presented in chapter 5.
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d/A

Azimuth beam patterns @ = 90°)

Three-dimensional beam
patterns

0.155

0.260

0.271

0.420

0.573

90 0dB
= 60

Table 2.1 Azimuth beam patterns (Co-Polarizatior three-dimensional patterns of the MFSAA with a

uniform length ol = 0.25., diameter oD = 0.006. and different separatioms(mutual coupling not

considered)
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As can be seen, by increasing the separatidhe number of side lobes as well as the
amplitude of them will be increased. If the diseahetween the elements decreases, the
beam shape converges to a nearly omni directicsiéénm as we expected this pattern
from a single monopole antenna (see Fig 2.3).

This table shows that, to obtain a suitable anduligtadiation pattern of the MFSAA,
the separatiord has to be optimized, while other properties, lig#iciency and
impedance match require optimization of the otharameters of each monopole
antenna as well, such as: lengthnd diameteD.

To define the suitable and useful radiation paftémnthe following, some important
fundamental parameters are introduced to takedatwsideration, such as: directivity,
envelope correlation of beams, front-to-back ratithing to the ideal secant squared
elevation pattern and beam crossover level. Naie 4b far the MFSAA is considered
on an infinite ground plane.

2.4.2 Directivity
The Directivity D of an array antenna can be defined as the ratith@fradiation

intensity in a given direction from the array te thverage radiation intensity [9] and
can be expressed as:

D(6,9) = 47 F(6.9) (2.39)

2m T

j j F(6,¢9)sin6d6dg
0 0

where F(6,¢ )s the total radiation intensity in equation (2.19he maximum value of
(2.37) or the maximum directiviti, is given by:

I:(9’¢)|max
2mr T
j jF(e,go)sinededq)
0

0

(2.40)

The maximum directivity of the MFSAA with a uniforteangth ofL = 0.25., diameter
of D = 0.006., source voltages expressed in equation (2.38yceampedance of D
and different separatiort; is shown in Fig 2.12D, is calculated using equation (2.40)
for 0< 0 <n/2 and 0< ¢ < 2r (half space over infinite ground plane).

This figure shows that by changing the separatipthe maximum directivity of the
MFSAA is changed dramatically.

For this MFSAA, the maximum value &, can be seen both in the separatidns
0.35. andd = 0.79. (Do max= 7.84dB), where the latter separation yields &epatwith
more than one main beam.

Since in many cases, the antenna design requieespiiimization of the directivity of
the patterns [12-14], the maximum directivity ot tMFSAA is defined as one of our
optimization goals, which is considered in the mztation problem.
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Fig. 2.12 Maximum directivity of the MFSAA with aniform length ofL. = 0.25\, diameter oD
= 0.006. and different separatiah

2.4.3 Envelope Correlation of Beams

In order to consider the diversity performance nfMFSAA, e.g., in a multi-beam
configuration, which is useful for enhancing signedception, i.e. in mobile
communication systems, the envelope correlatiotwof different beams of this array

can be derived. Following [15], the envelope catieh between two radiation patterns
F, andF; is given by:

2

§F, (FdQ

" el

whereQ is the Beam Solid Angle [9].

Fig 2.13 shows the variation of the envelope cati@h of two neighboring beams of
the MFSAA with source voltages expressed in eqnatib38), source impedance of
50Q and withA¢g= 90° difference between the maximum directiondbedms. Each

antenna has a lengthlof= 0.25. and diameter dD = 0.006. with varied separatiorth
This figure shows the distance between the monogalennas is very critical for the
envelope correlation. Since diversity performanepeahds strongly on the envelope
correlation of the antenna beam patterns (e.g.JIp, the envelope correlation of the
MFSAA is also considered as one of our optimizatiaterion in the next chapters.

(2.41)
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Fig. 2.13 Envelope Correlation between two neigifgpBeams of a Monopole Four- Square Array
Antenna with a length df = 0.25. and diameter db = 0.006. as a function of separatiah

2.4.4 Front-to-Back (F/B) ratio

Front-to-Back (F/B) ratio is the ratio of the maxim directivity of an antenna over the
maximum directivity of the side lobes in the backdvairection (worst-case front-to-
back ratio) The other definition of the (F/B) ratio or 180-degr(F/B) ratio is defined
as the difference in directivity between the maximiorward gain bearing and another
bearing 180 degrees opposite. Considering the @zibmam patterns of the MFSAA in
Table 2.1, the values of both worst-case (F/B)oraind 180-degree (F/B) ratio is
indicated in Table 2.2.

d/A 0.155 0.260 0.271 0.420 0.573
180-degree (F/B) ratio (dB) 125 26.2 30.4 34.8 11.8
Worst-case (F/B) ratio (dB) 125 26.2 26.5 8.1 0.2

Table 2.2 Front-to-back ratios of the MFSAA witlifeient separationd, considering the radiation
patterns in Table 2.1

Note that, the worst-case (F/B) ratio is considexe@ definition of the (F/B) ratio in the
following.

(F/B) ratio improvement has been considered in martgnna designs using different
methods such as the methods in [18-20]. Due toriortance for the operation of a
multi-beam antenna system, the (F/B) ratio of th€S¥A is considered as one
additional optimization criterion in the next chest
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2.4.5 Beam Crossover (BC) level

In applications of the MFSAA as a switched beanean& or as a multi-beam antenna,
coverage of the full 360° azimuth range is limitgdthe beamwidth of each of the four
beams.

Lowest gain is found for the directions where tvaighboring beams cross-over.

A suitable beam crossover (BC) level is therefonpartant [21]. Two adjacent beams
can intersect each other in the direction@f,¢,) and at a (BC) level db dB. Fig 2.14

shows two azimuth beam patterns of the MFSAA wlith $ource voltages in equation
(2.38) and the source impedance of)5Each antenna has a lengthLof 0.25. and
diameter oD = 0.006.. The antenna separationais equal to 0.271

Fig. 2.14 Two azimuth beam patterns of the MFSA&wai length of. = 0.25,, diameter oD = 0.006.
and separatiod = 0.271\ rotated by 90° (shifted beam) to measure the baassover level= 2.86
dB)

In this case, the beam crossover level can berdeted by measuring the level bf
(the intersection point between the beam and ttade® beam).

The (BC) values for the MFSAA with a lengthlof 0.25. and diameter od = 0.006.
are shown in Fig 2.15 as a functiondofa.
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Fig. 2.15 Beam Crossover Level for the MFSAA oéndth ofL = 0.25), diameter oD = 0.006. and
different separatiod




Monopole Antenna and its Applications 21

The useful range of (BC) level in practical systesisetween -3dB and -6dB.
Therefore, a reasonable (BC) is also one of thésgufadesigning the MFSAA in this
thesis and is also considered as one of the ogttraizcriteria in the next chapters.

2.4.6 Fitting to the ideal secant squared elevatigpattern

The *“Friis” transmission equation expresses the goweceived to the power
transmitted between two antennas [9]:

2
R _GGF 22
R @R

whereP; andP; arethe received and transmit power respectively @ndndG; are the
receive and transmit antenna gain (referred tesldéss isotropic source), expressed as:

G.(6.9) =kD.(6.9) (2.43)

G (6.9 =k D, (6,9 (2.44)
ki andk, are also the transmit and receive efficiency factespectively (& k, k- < 1)
[22] and the transmit and receive antennas aregaepkby the distandr.
If we use the MFSAA, i.e., in a base station, sigeZ-16, at the fixed height, above
the ground elevation, elevation angles related tdh andR by:

h=Rco® (2.45)

Then the power received by the receiving antennebeamade to be independent of the
distanceR, by choosing the gain functids (¢ ,p ) appropriately.

Fig. 2.16 MFSAA in a base station at the fixed hefg above the ground as a transmit antenna
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If the transmit antenna gain function is desigrnetidve the secant-squared sh@p&’
0 ) = ke Icos0, then the equation (2.42) will become range inddpat ifk. is chosen
as a constant:

2

=G (2.46)
G, (6,941

This assumes that the receiving antenna gain ieo@o (G; = 1), which may be true
approximately for small mobile terminals.
In the next chapters this method will be used twigiethe MFSAA to optimally match
the directivity to the secant squared shape, fiting to the ideal secant squared
elevation pattern will also be considered as onewf optimization criteria in next
chapters.

2.4.7 Maximum Absolute Gain of the MFSAA

One reason for employing an array antenna is twigeoincreased gain. By the
conventional definition, e.g. [9], antenna gaimégraded by internal losses only, which
is reflected by the radiation efficiency. Howevampractical definition of gain may also
include the mismatch loss (or return loss) whiclitshthe reference power from the
accepted power at the antenna terminals (conveitidefinition) to the incident (or
available) power. In our case for the MFSAA, théeana gain (the maximum absolute
gain) Goaps Can be defined as [9]:

GOabS = ,7r,7M DO (247)

where 7, is the radiation efficiency of the MFSAA with unifa lengthL and diameter
D for each antenna in equation (2.1),is the maximum directivity of the MFSAA in
equation (2.40) ang,, is the mismatch efficiency of the MFSAA, expresasd

4
2
2.1
== 2.48
M 2 (2.48)
In this equation[, is the (“active”) reflection coefficient of eachtanna in the array
with all other elements active and can be written a

(2.49)

In equation (2.49)Z;= V;/ |; is the impedance of each antenna, as calculatad ag.
equation (2.37), in combination with equationstfoe sources.
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In the next chapters, the gain and the mismatcici&ficy of the MFSAA will be
calculated after each optimization procedure toastie performance of the optimized
MFSAA.




CHAPTER 3 Optimization Methods and Neural Networks

3.1 Optimization Overview

Optimization is the mathematical discipline which ¢oncerned with finding the
maxima or minima of a cost function or functiorfalR" — R, possibly subject to
constraints or conditiongandh, whereg andh as well as the optimization problem can
be described as [23-25]:

min f (X) subject tag (X) = 0 and h (X) < 0 wherex = [x1,X,... . Xn]

The goal of optimization is to minimize/maximizeetitost functionf to obtain the
optimal values of parameters. It is also sufficientonsider only minimization, since
maximum of f is the minimum of £

If we consider seBLI1R", it can be possible to fingt S such thatf (x”) < f (x )for all
xUS. Thenx* is the optimal value of parametets

Note that the maxima and minima of a cost functian either be “global” (the highest
or lowest value over the whole region of interest)local” (the highest or lowest value
over some small neighborhoods). Fig 3.1 shows afaastion with a global maximum
of 1 and local maxima of 0.2.

n

|

|

|

) | |
— L |
1. -~ Gldbal Maxjimum -~ PN
| \\AL |

|

|

|

|

051 - - tocal Maximum

s

N

-10.4

+0.2

h\
‘

-0
M.

Fig. 3.1 A cost function with local maxima of 0.2daglobal maximum of 1

It is usually most interesting to find the globaitiomum (such as the model parameters
which give the best match to some image data)adssé local optimum, but this can be
very difficult. In this chapter only two populardal optimization methods among too
many methods [23] and the Genetic Algorithm (GA)tmoel as a global optimization
technique will be introduced and the application tbis global optimizer will be
discussed.

24
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3.1.1 Gradient-Based Optimization

This method finds the critical point (or stationggint) between alkLIS for a cost
function f of n variables, i.e. the solution of the nonlinear sys{23,25]:

Of =0 (3.1)

whereOf is the gradient vector of whosei™ component igf (X)/0x, .

In Gradient-Based methods it is useful to choostaging point that minimizes the
process time. Starting from initial guegs the successive approximate solutions can be
found as:

X1 =X —a i (%) (38.2)

whereay denotes the step width and is chosen dependingeonsed optimization. The
performance of a gradient based method stronglgrtigoon the initial values supplied.
Several local optimization results can be foundhgsilifferent initial values. This

method can be used for optimizing simple cost fionst which including only a few

parameters.

3.1.2 Direct Search Method

Direct search [26, 27] is a method for solving oyziation problems that do not require
any information about the gradient of the cost fiomc The direct search algorithm
searches a set of points around the initial pdoaking for one where the value of the
cost function is lower than the value at the ihipaint. After finding the new points,
these points will be replaced by the previous i@hitpoints and this algorithm will be
repeated until no further improvements are achie¥ée special class of direct search
algorithms called pattern search algorithm compatesquence of points that get closer
to the optimal point, as below [25]:

1) At each step, the algorithm searches a set of pazatled a mesh, around the initial
point.

2) The algorithm forms the mesh by adding the neimtgo a scalar multiple of a fixed
set of vectors called a pattern.

3) If the algorithm finds a point in the mesh thmproves the cost function at this point,
the new point becomes the previous point at the step of the algorithm.

This method is also a local optimization method #daccuracy of the results depends
on the initial values.
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3.1.3 Genetic Algorithm (GA)

The genetic algorithm [28] is a method for solvogtimization problems that is based
on natural selection, the process that drives giodd evolution. The genetic algorithm
repeatedly modifies a population of individual $mlos.

At each step, the genetic algorithm selects indiaisl at random from the initial

population to be parents and uses them to prodwecehildren for the next generation.
Over successive generations, the population evobveard an optimal solution.

The genetic algorithm differs from a standard optation algorithm in two main ways,

as can be seen in table 3.1 [25].

Standard Algorithm Genetic Algorithm

Generates aingle point at each iteration Generates gopulation of points at each
and the sequence of points approaches iteration and the population approaches|an
optimal solution optimal solution

Selects the next point in the sequence hySelects the next population by computations
deterministic computation that involverandom choices

Table 3.1 Comparison between Standard Algorithnas@enetic Algorithm [25]

The following parameters are the fundamental patarmén Genetic Algorithm method
and have to be defined before describing this niefs, 29, 30]:

* Fitness Function: The fitness function is the cost function we wamtminimize /
maximize it.

« Individuals: An individual is any possible solution which caa tonsidered for the
fitness function.

» Population: Population is a group of individuals.

» Generations: At each iteration, GA performs a series of compaoitest on the current
population to produce a new population. Each swsieespopulation is called a new
generation.

» Diversity: Diversity refers to the average distance betweetividuals in a
population. A population has high diversity if theerage distance is large; otherwise it
has low diversity. Diversity is essential to thengic algorithm because it enables the
algorithm to search a larger region of the space.

* Fitness Values:The fitness value of an individual is the valualu# fithness function
for that individual. Since GA finds the minimum thfe fithess function, the best fithess
value for a population is the smallest fitness gdhr any individual in the population.
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« Parents and Children: To create the next generation, GA selects certalividuals

in the current population, called parents and tises to create individuals in the next
generation, called children. Typically, the algomit tries to select parents that have
better fitness values.

The following steps show how GA works:
a) GA begins by creating a random initial populatio

b) GA creates a sequence of new populations, or georesaising the individuals in the
current generation to create the next generatian.cfBate the new generation, the
algorithm performs the following steps [25, 29,:30]

1) Scores each member of the current populatiocdsgputing its fitness
value

2) Scales the raw fitness scores to convert themmarmore usable range of
values

3) Selects parents based on their fitness

4) Produces children from the parents. Children mreduced either by
making random changes to a single parent — mutationby combining
the vector entries of a pair of parents — crossover

5) Replaces the current population with the cbidito form the next
generation

c) GA stops when one of the stopping criteria i$.me

As an example, Fig 3.2 shows a plot of the follayvicost function including two
independent variableg andx; [25, 30] :

Cost= 20+ x7 + x5 —10(COS27%, + COS27K,) (3.3)

As can be seen from Fig 3.2, this cost function masy local minima. However, the
cost function has just one global minimum, whickws at the point [0, 0] in tha-x;
plane, where the value of the cost function is 0ariy local minimum other than [0, 0],
the value of the cost function is greater than 0.

This function is often used to test the genetioatgm optimizer, because of its many
local minima. The contour plot of this functionkig 3.3 shows the alternating maxima
and minima. The algorithm begins by creating a eamdhitial population, as shown in
Fig 3.3 (b). In this example, the initial populatioontains 20 individuals, which is the
default value oPopulation sizén thePopulationoptions in MATLAB.
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Note that all the individuals in the initial poptitan lie in the upper-right quadrant of
the picture, that is, their coordinates lie betw@eand 1, because the default value of
Initial rangein thePopulationoptions is defined at the point of [0, 1] in MATBA
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Fig. 3.3 Contour plot of the cost function in Fi@ 3with (a): its local minima and maxima, (b):tial
population

At each step, the genetic algorithm uses the cupgpulation to create the children that
make up the next generation. The algorithm seleatents who contribute theigenes
(the entries of their vectors) to their childremeTalgorithm usually selects individuals
that have better fitness values as parents. Thetigemlgorithm creates the following
three types of children for the next generation &H:
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 Elite children: The children (individuals) in the current genesatiwith the best
fitness values. These individuals automaticallyir to the next generation.

» Crossover children: The children created by combining the vectors gdaar of
parents. The algorithm creates crossover childsendmbining pairs of parents in the
current population. At each coordinate of the chigdtor, the default crossover function
randomly selects an entry, gene at the same coordinate from one of the two parent
and assigns it to the child.

« Mutation children: created by introducing random changes, or mutstitia single
parent. The algorithm creates mutation childrenrdaydomly changing the genes of
individual parents. By default, the algorithm addsandom vector from a Gaussian
distribution to the parent.

Fig 3.4 shows the populations at iterations 65,90),and 100, where at iteration 100
the global minimum has been found by the GA optaniz
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Fig. 3.4 The populations at iterations 65, 80,8% 100

Finally, the genetic algorithm uses the followingef conditions to determine when to
stop [25]:
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1) Generations: The algorithm stops when the nundfegenerations
reaches the value of Generations

2) Time limit: The algorithm stops after running far amount of time
in seconds equal to Time limit

3) Fitness limit: The algorithm stops when the wealaf the fitness
function for the best point in the current populatiis
less than or equal to Fitness limit

4) Stall generations: The algorithm stops if theyeno improvement in the
objective function for a sequence of consecutive
generations of length Stall generations

5) Stall time limit: The algorithm stops if there no improvement in the
objective unction during an interval of time in seds
equal to stall time limit

The use of Genetic Algorithm in the design of anten has become increasingly
popular in recent years to reduce the difficultreantenna synthesis. As examples, Lee
at al [31] used GA in array antenna design optitrora Michielsson et al. [32] applied
GA's to the synthesis of multilayered broad-bandaabers, Haupt [33, 34], used GA’s
to thin dense arrays of active elements for miningzside lobe levels and Marcano et
al [35] determined phase and amplitude settingaifiary beamforming with GA’s.

In wire antenna design, Boag et al [36] designedtatally loaded wire antennas with
GA's, and Linden et al [37] have used GA’s to dasagbitrarily shaped antennas that
are circularly polarized.

In this thesis the method of Genetic Algorithm wideé used in the optimization
procedures to find the global minima of several pboated cost functions.




31 Chapter 3

3.2 Artificial Neural Networks (ANN) for system mocklling

A Neural Network or Artificial Neural Network (ANNjs an information processing
paradigm that is inspired by the way biologicalvoeis systems, such as the brain,
process information [38]. In an ANN, a large numbgprocessing elements (neurons)
are working to solve specific problems by modelittie general input/output
relationships. ANNSs, like people, learn by examatel after learning ANNs can be
used to find the outputs for a set of inputs, whieve not been used in the learning
procedure. ANNs can be used for many complex tasich as control engineering,
telecommunications, biomedical and also Antennagded he following abilities can
be offered using ANNSs [39]:

« Adaptive learning: An ability to learn how to do tasks based on tagadjiven for
training or initial experience.

 Self-Organization: An ANN can create its own organization or représeéon of the
information it receives during learning time.

« Real Time Operation: ANN computations may be carried out in parallel apecial
hardware devices are being designed and manufdctunech take advantage of this
capability.

» Fault Tolerance via Redundant Information Coding: Partial destruction of a
network leads to the corresponding degradation effopmance. However, some
network capabilities may be retained even with magiwork damage.

3.2.1 How Neural Network works

In the human brain, a typical neuron collects dgfi@m others through a host of fine
structures calledendrites The neuron sends out spikes of electrical agtifitough a
long, thin stand known as axon which splits into thousands of branches. At thd e
of each branch, a structure calledymapseconverts the activity from the axon into
electrical effects [40]. See Fig 3.5.

«—Cell body Synapse
<
Neuron -~
—
Aion Dendrites
\ 0

Dendrites

Fig. 3.5 The schematic of neuron and synapse (&)
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Neurons combine the input signals from these cdrorecor synapses to determine if
and when it will transmit a signal to the other mes through the connecting dendrites
and synapses. The synapses modulate the inpulssiggi@re they are combined, and
the system is trained by changing the modulaticgaah synapse.

Now, the ANN can be modeled based on the trainreggrlure of the human brain. Fig
3.6 shows the schematic of an artificial neuraivogk, which consists of a set of inputs
includingn variablesm output data, input weighting coefficients and ame network.

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Cell body (Teach /Use )

H Dendrites Threshold
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X1 —> W, l Y1
Input X2 51 W, Neuron Network : Y2 output
! : 1 T 3 1
: Lo Axon: 1
I . 1 . |
| . | . !
Lo P
: Teaching Inputs .
Xn 5 W, g Inp : Yim
feeeeeesnasesesassecessanssesassscossassscssssssosnanannsd :

Artificial Neural Network (ANN)
Fig. 3.6 The schematic of an artificial neural netikv

Neuron Network above, consists of the receptorea@d addw x signals, = 1,...,n)
and activation function to find adaptive rules betw input and output data sets.

As can be seen from this figure, an artificial r@uretwork can be considered as a
black box, which has several inputs and outputsuifable ANN can be found using an
appropriate available set of input/output dataraming mode and then, it can be tested
for a new and again available set of input /outfata, which have not been considered
in the training procedure (using mode). Finallythié neural network has been accepted
as a suitable model, considering the acceptabbe, é¢he new set of inputs can be used
and the unavailable outputs can be determined.

There are many types of Neural Networks [38] bet miost popular and useful neural
network model, which is also used in this thessaiMultilayer Perceptron (MLP),
introduced below.

3.2.2 Multilayer Perceptron (MLP)
Multilayer Perceptron (MLP) consists of three diffiet layers: input layer, hidden layer

and output layer. Fig 3.7 shows a Multilayer Peta@pNeural Network fon input and
m output variables.
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@ Neuron
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Fig. 3.7 Multilayer Perceptron with 3 layers (affg8])

* Input Layer: The input layer with neurons (equal to the number of input variables)
standardizes the input values, in a way that tingeaof each variable can be varied
between -1 and 1. The input layer distributes thkies to_eaclof the neurons in the
hidden layer

» Hidden LayerArriving at a neuron in the hidden layer, withiransfer functions, the
value from each input neuron is multiplied by agiifw;), and the resulting weighted
values are added together producing a combine@ valltheny; is fed into a transfer
functions, whit the outputs offy.

The outputs from the hidden layer are then distetuo the output layer.

Note that it may possible to choose more than adéem layer for neural network
structure. The question is: How to choose the nurabkidden layers and nodes in a
neural network?

To choose the optimal number of hidden layersp#réormance difference of adding
additional hidden layers is useful. If the situaion which performance improvements
with a second (or third, etc.) hidden layer arey\@nall, then increasing the number of
hidden layers is not necessary. One hidden layarffient for the large majority of
problems.

To select the size of the hidden layer(s), theeesame rules to find the optimal number
of neurons [41], but the most commonly relied @n,“the optimal size of the hidden
layer is usually between the size of the input siad of the output layers”.

“Pruning” algorithm [42-44] describes also a setaxthniques to trim network size (by
nodes not layers) to improve computational perforoeaand sometimes resolution
performance. The goal of these techniques is remgorodes from the network during
training by identifying those nodes which, if renadvfrom the network, would not
noticeably affect network performance (i.e., resoluof the data). Even without using
a formal pruning technique, we can get a rough afeahich nodes are not important
by looking at the weight coefficients after traigin
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By applying a pruning algorithm to the neural netkvduring training, we can also find
the optimal network configuration.

» Output Layer: Arriving at a neuron in the output layer withneurons (equal to the
number of output variables), the value from eaddén layer neuron is multiplied by a
weight (vg), and the resulting weighted values are added thiegeproducing a
combined value;. The weighted sumy is again fed into a transfer functien which
outputs a valugk. They values are the outputs of the network.

In recent years neural network models are usedexiy for wireless communication
engineering, which eliminates the complex and tim@ensuming mathematical
procedures of designing antennas, like method ahemis (MOM) [45-55]. Various
ANN models are developed for determining resongeguencies of antennas of various
shapes [46, 47] and [52, 53]. In [51, 54], seveledigns have been presented using
ANN models. A comprehensive review of applicatioa§ ANN in microwave
engineering and different types of methods to dgyvéhe ANN models is discussed in
[54, 55].

Multilayer Perceptron (MLP) neural network, withffdrent number of hidden layer
neurons as well as the weighting coefficients isdu® model several problems in this
thesis, using routines provided in MATLAB (NeurattMork Toolbox).




CHAPTER 4 Performance Optimization of the MFSAA

In this chapter an optimization problem for the Mpale Four Square Array Antenna
(MFSAA) mounted on an infinitground plane is defined and the optimization isedo
using the optimization methods introduced in Chiaptd-or this purpose, three types of
approximation models are considered for the MFSA&HAst-order, second order and
third order approximation model. Finally, the siaidn results for radiation patterns
demonstrate the possible performance improvemdntgebmetry and electrical
parameters of the MFSAA as well as the feed netwarlameters can be optimized.

4.1 Optimization Problem

A typical optimization problem for the phased arieyplies high directivity, narrow
beamwidth and low side lobes. A large number obitbtcal approaches have been
developed to solve this problem [56]. For the MFSAlescribed in chapter 2 and
mounted on an infinite ground plane with uniforrareent spacing, lengthL, diameter

D and the excitation§ for each monopole antenna=1,...,4), the following criteria
have been considered in the optimization problenmjarove the performance of the
MFSAA on an infinite ground plane [57].

4.1.1 Minimum Envelope Correlation of Beams

Following equation (2.41), the first criteridncan be defined as the minimum envelope
correlation between two neighboring beams of theSK&, with A¢= 90° difference

between the maximum directions, as:
Ji(d,L, 1)) =|,0| (4.1)

J; is a function of element spacig length of each monopoleand excitations;. By
minimizing this function the minimum envelope cdate®n of beams can be obtained.

4.1.2 Best fit to the ideal secant-squared elevatigpattern

According to the equations (2.40) and (2.43), tkeord criterion is expressed as the
following equation:

J,(d,L,1.) :%[Kseé(e) -D(8,9)? (4.2)

Factor 1/2 is used for improvement of convergend@é optimization process.

Jz is a function which by minimizing this functiongtbest fit to the ideal secant-squared
elevation pattern will be achieved. In this equatid is the Directivity of the MFSAA
andK is a constant, chosen in order to simplify thetretship, described in equation
(4.3).

35



36 Chapter 4

_k
K== (43
K (4.3)

In equation abovel; is another constant, expressed in equation (Za#af)k; is the
transmit antenna efficiency factor in equation 8.MNote that the secant behavior is
not required over all angles, but only over a ¢entange, such as<00 < Onax

Omax COrresponds to the maximum distance to the redenéenndnax= h COSOmay)-

In this criterion, it has been considered thatx = 9C°. If the functionJ, can be
minimized in a best way, then the transmit poRewill be equal to the received power
Pr in “Friis” equation (2.42).

4.1.3 Suitable Beam Crossover (BC) level

To obtain the suitable beam crossover level, desdriin section 2.4.5, the third
criterion can be written as below.

3,3d,L,1) =%(ﬁ _BCY  (4.4)

Minimizing J; obtains the suitable crossover level of beamghis equationS is a
constant and can be defined with respect to theidered suitable range for BC level
(see section 2.4.5). For this criterion, the sugd&1C range is considered to be between
0.5 (-3dB) and 0.2%-6dB), and thereforg® = 0.354 (-4.5dB) is defined for equation
(4.4) as an optimum to give functidgits minimum value.

4.1.4 Maximum Front-to-Back (F/B) ratio

Following the definition of Front-to-Back ratio section 2.4.4, the fourth criteriQzis
defined as worst-case front-to-back ratio, as:

J,(d,L,1.) = (F/B) (4.5)

Js is also a function of element spacithgength of each monopoleand excitations;
of four monopoles. In Table 2.2, it can be seem tiva maximum value of F/B ratio of
446.6 (26.5dB) can be found for a separation 0.271. Using equation (4.5) it is
possible to find this maximum by varying the eleingmacingd, as well as the length
and excitationg;. Finally, by maximizing this function the maximunorst-case front-
to-back ratio of the MFSAA can be achieved.

4.1.5 Maximum Directivity

According to the definition of Directivity in seom 2.4.2, the fifth criterion can be
considered as:
Jy(d,L,1,)=D(6,¢9)  (4.6)
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D(6,¢)is the directivity of the MFSAA in equation (2.39Maximizing Js, the
maximum Directivity of the MFSAA can be achieved.

4.1.6 Maximum Radiation Efficiency

Equation (2.11) describes the Radiation Efficienty monopole antenna as a function
of lengthL and diameteb of each monopole antenna.
The sixth criterion can be defined as the followagiation:

J(D.L)=n,  (47)

wherey; is the radiation efficiency of each monopole angerwhich can vary between
0 and 1. By maximizing this function the maximunfi&éncy of the array can be
achieved.

4.2 First order approximation model

In this step, the first five performance criterfal.l - 4.1.5 are applied for a simple
antenna model (first order approximation model)clhexcludes the effects of antenna
mutual coupling. For this simple model, four ideatiquarter-wave monopole antennas
(L =A/4) are used to create the MFSAA on an infiniteugib plane, shown in Fig 2.11.

It is assumed that the amplitude excitation of eacmopole antenna is unifori= I (i
=1,...,4) and the phases are fixed to 90°, 180" aad 0° for the first, second, third and
fourth antenna respectively (see Fig 2.11).

For this model,_onlythe distancal between the elements is varied whereas all other
parameters are fixed.<00 < 180° and &< ¢ < 360° are also the ranges of bétand ¢

in optimization procedure.

First, each criterion is optimized separately. Resfor each criterion are shown
separately in Fig 4.1, where three different ranggge been defined as optimal range
(red), useful range (green) and unacceptable régrgg). It has been realized that the
five criteria do not coincide at the same optimuenment spacing, but the following
corridor seems a good compromise:

0.252< d/A < 0.350 (4.8)

A more precise determination of the optimum elensgatcing is obtained after defining
a cost function with the appropriate weight factasswell as the condition in equation
(4.8). In this way the main goal is to find the iopl distanced between the elements
(in wavelength) based on the cost function in daquat(4.9). The individual
performance criteria have been grouped into catdril.1 to 4.1.3 which should be as
small as possible and criteria 4.1.4 and 4.1.5 lwklwuld be as large as possible. The
guotient of the two groups should be minimizedite@n optimum result.
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In this equation,J" (i =1,...,5) is the normalized value of each criteriobtained by

dividing the equations (4.1), (4.2), (4.4), (4.5044.6) by the maximum value of each
J, . For this purpose, each criterion has been andlgeparatelyand the maximum of

each criterion has been found. E.g., Fig 2.12 shbatsthe maximum value of the fifth
criterion in equation (4.6), considering the coihi$ indicated in section 2.4.2, which

is 6.09 (7.84dB) and thud; =J,/6.09. The range of each normalized criterion issth

balanced between 0 and 1.

To optimize the cost function (4.9), the directrsbanethod in 3.1.2 is selected because
of only one optimized parameted)( After defining the weighting coefficients to be
uniform W =1) and considering the equation (4.8) as the oohstraint, the optimal
distanced®” between the elements (in wavelength) has been faad¥ = 0.319.. (see
precise optimization result in Fig 4.1).

Good compromise corridor Precise optimization result I Unacceptable Range

< > [ useful Range
I Optimal Range

Minimum envelope-

correlation of beams

Maximum front-to-back ratio

Best fit to the ideal secant-

squared elevation pattern

Suitable beam-
Crossover level

Maximum directivity

| 1 1 1 1 |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Element spacing in wavelength

Fig. 4.1 Optimization results for the first ordgpaoximation model

Table 4.1 shows the values of the envelope coioeldt), normalized second criterion
J; (fit to the secant-squared elevation pattern), beesssover (BC) level, (F/B) ratio
and maximum directivityldo), whend = d°® = 0.319.
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Parameter | p ‘ W ‘ BC | F/B | Do

Value | 0.16 | 0.34 | 32d8 | 15dB | 7.8dB |
Table 4.1 Values ol], p, Do, (BC) and E/B) for the MFSAA withd = d° = 0.319..

Fig 4.2 shows the azimuth radiation pattern atelesation beam peak = 90° of the
quarter-wave MFSAA for the optimal separatibr d°° = 0.319.

270

Fig. 4.2 Azimuth radiation pattern of the first-erdapproximation MFSAA

For uniform amplitude and symmetrical phase exoitak;, the array pattern becomes
symmetrical, as can be seen from this figure.

4.3 Second order approximation model

The next, more sophisticated optimization employseaond order approximation
antenna model which considers the role of mutuaipiog between the monopole
antennas. In this step, we consider four identrealistic monopole antennas in the
MFSAA, shown in Fig 2.11, of uniform variable lehdt and diameteD. The source
impedance of the feed netwadikcan be also varied arbitrarily but the source \gata
of the feed network are chosen as equation (2.38).

In this step, the B criterion (Maximum radiation efficiency) in equati (4.7) is also
considered to create the following cost functiontfe optimization procedure:

3

J(d,L,D,Z,,z") =12 (4.10)

6

D WP
i=4

In this equationZ, is the real part an&,; theimaginary part of the source impedance
Z, (equal for all monopole antennas).
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J"(i =1...6) is the normalized value of each criterion, apl@red before and taken
from equations (4.1), (4.2), (4.4), (4.5), (4.644A.7) and can vary between 0 and 1.

W (i =1...6) are also the weighting coefficients which lareted to> W = 6.

Note that from the equations (2.36) and (2.37ait be concluded that the excitatidns
can be expressed as a function of the impedance&dhy) the source voltagés,, L, D
andd, but because the source voltages are fixed bytiequé2.38), the cost function
(4.10) can be expressed in terms of the variablesD, Z, and Z; only.

Equations (2.38), (4.8) and the following condisaare considered as our constraints
and weights in order to optimize the cost func(i0).

015< L/1 < 035 (4.11)
0.004< D/A < 0.055 (4.12)
350 < 7! <1500 (4.13)
~50Q < 7! <50Q (4.14)
W, =W, =W, =15 (4.15)
W, =W, =W, = 05 (4.16)

The range ot andD in equations (4.11) and (4.12) has been chosemodihe practical
applications and limitations. Note that due to eapplication, the ranges &f andD
can be changed optionally. The range of the sounpedance in equations (4.13) and
(4.14) is also due to the popular(b0source impedance with a limited range of
transformation for the real part and j%0Q for the imaginary part of the source
impedance,.

For the purpose of optimizing the cost functiorGanetic Algorithm (GA) optimizer,
described in section 3.1.3, with generations ofr@fviduals each, crossover rate).8
and mutation rate 0.04 is used. Table 4.2 shows the optimal vahidke parameters
after optimization.

Parameter ‘ d°pP ‘ LoP ‘ D% | zZ,%P | zZyP ‘

value | 02744 | 02031 | o000724 | 147@ | -3 |
Table 4.2 Optimized variables, obtained by Genglgorithm optimizer

Using the optimal parameters in Table 4.2, the slapee matrixZ of this MFSAA is
expressed in equation (4.17).
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2023-592) 1995-1532] 563-1928) 1995-1532]j

, . |1995-1532] 2023-502) 1995-1532] 563-1928] | 417
563-1928] 1995-1532] 2023-592j 1995-1532] '

1995-1532j 563-1928] 1995-1532) 2023-592]

As we can see from this matrix, the diagonally ggii@oantennas have smaller mutual
impedances in magnitude in comparison to the neigh@ antennas, due to the larger
separation. Note that reducing the mutual impedarmsween antennas is another
criterion, which will be considered in next chaptafter considering the effect of the
finite ground plane on the antennas additionally.

Very poor matching can also be seen by compariagstiurce impedancg in Table
4.2 with the diagonal elements of matrix (4.17).ifprove the impedance matching of
the MFSAA, an extended cost function will be coesatl in the third order
approximation model

The excitations;ican also be found using equations (2.36) and J2d8This MFSAA:

I, 088L]190°
I \
2| _ 09711185 A (4.18)
I, 088L]190°
l, 11340

As expected, the®land 3 elements have the same excitation. THeaBtenna has 5°
differences in phase in comparison to tiahtenna in the first approximation model,
while the 4" antenna has 20° differences in phase with respabe & element in the
first approximation model. Fig 4.3 shows the azimradiation pattern at the elevation
beam peald = 90° of the MFSAA corresponding to the optimizeatgmeters in Table
4.2.

900 dB
120 80
-20
15 3 30
18 0
21 30
240 300
270

Fig. 4.3 Azimuth radiation pattern of second-ordpproximation MFSAA
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As expected, a symmetric radiation pattern caneam $n this figure, due to the same
excitation of the first and third elements. Tabl8 4hows the values of the envelope

correlation g), normalized second criteriod;), beam crossover (BC) level, (F/B) ratio,

maximum directivity Do), radiation efficiencyy,, mismatch efficiency;y (calculated
from equation (2.48)) and maximum absolute g@ps (calculated from equation
(2.47)), using the optimized variables of Table 4.2

Parameter ‘ p ‘ J7 | BC ‘ F/B | Do ‘ N | M ‘ Goabs |
Value | 032 | 031 | 3.35dB] 149dB8 8dB | 71% | 54%| 3.84dB
Table 4.3 Values of the MFSAA in the second orgmraximation model

The values of envelope correlation, beam crosdevet and directivity are increased in
this step in comparison to the first order appration model (see Table 4.1), while the
front-to-back ratio remains almost constant. Thpromement of front-to-back ratio was
to be expected due to reduced element padndiowever, the element current
excitation, equation (4.18), shows unequal ampéisutvhich degrades the F/B ratio
from a 16.5dB result, possible for equal amplitudéth phases as given in equation
(4.18); note that with equal amplitudes and 909°180° and 0° phases (as in equation
(2.38)), the F/B ratio would even reach 23.8dB.

The poor value of the mismatch efficiency as wesltlze absolute gain of the MFSAA
in this table is due to the MFSAA impedance mismaichis is seen as a result of the
particular choice of the criteria, where the dinatt was included for optimization but
neither the impedance mismatch nor the mismatetieity or absolute gain.

Note that, by changing the values of the weightingfficients in equations (4.15) and
(4.16), we can change our priorities and then fhteral values in both Tables 4.2 and
Table 4.3 are changed.

4.4 Third order approximation model

Finally, in the third order approximation modelistassumed that the source voltages of
the feed network can be also changed over thewoitplimited ranges:

05 Vo) (15
05 V < Mao < 1> V  (4.19)
05 My || 15

05 Vol (15

70 UV, 110
160 < UV, 200

70 UV, 110
-20 UV, 20

IN

(4.20)
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where V| is the amplitude andlV,, is the phase of the source voltage(i=1,...,4). In

this step the number of optimized parameters ieaged from 5 to 13 parameters.
Another criterion is also considered in the newt dosction for this approximation
model: To match the self impedance of each antémrthe characteristic impedance
and also minimize the mutual impedance betweemaat the following criterion is
defined in this step.

J,(d,L,D,Z},Z7) = magnitudéz, - Z;,)+ magnitudéz,,) + magnitudéz,,)  (4.21)
where Z, = Z; + jZ; is the source impedancé,; is the complex conjugate of the self
impedanceZ;;, Z;1 is the mutual impedance between neighboring aae@mdZs; is

the mutual impedance between diagonally oppositEnaas.
The following cost function is considered for thygproximation model:

‘J(d’ L D’Z(’)’ZS’[V10|’[V20|’|V30|’[V40|’ Dvlo’ DVZo’ DVSO’ DV4o) ==

In this step the cost function above with condsioimdicated in equations (4.8), (4.11)-

(4.14), (4.19-(4.20) andhe following weighting coefficients){W = 6) are considered
in our global optimization problem.

W, =W, =W, =W, = 075 (4.23)
W, =W, =W, =1 (4.24)

A Genetic Algorithm (GA) optimizer, with generat®nof 35 individuals each,
crossover rate= 0.8 andmutation rate= 0.04 is designed to optimize the cost function
(4.22).

The following table shows the optimal values of pla@gameters after optimization.

Parameter dop L°P D Z:* + jzp*
Value 0341 0231 0.03N 31+ j6Q

Parameter [\/10|/ \Y UV, [\/20|/ \Y OVy
Value 09 76 085 188

Parameter Vol V 0Va, Vol V HAV
Value 088 87 115 35

Table 4.4 Optimized variables obtained by GenetgoAthm optimizer with 13 variables
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Moderate modifications of source voltages and mlogker source impedance can be
seen in this table.

Considering the optimal values df®, L°? and D°?, the impedance matriX of this
MFSAA, can be expressed in equation (4.25).

288-12] 1021-186] -45-162] 1021-186]
, _|1021-186] 288-12) 1021-186] -45-162]
- 45-162] 1021-186] 288-12j 1021-186]
1021-186j -45-162] 1021-186] 288-12]

(4.25)

As this matrix shows, the self impedance has bestteb matched to the source
impedance of the network, but the relative magmitafithe mutual impedances didn’t
change much in comparison to the previous resulttowt considering a mutual
coupling as a criterion.

This means that a decoupling and matching netwarlfMFSAA is necessary to obtain
considerably less mutual coupling between antenimae next chapter, a procedure
will be introduced in order to design a decouplamgd matching network (DMN),
considering the mutual coupling between antenndsadso between each antenna and
finite ground plane (chassis).

Using the optimized variables in Table 4.4, theiteaxion | can be found using
equations (2.36) and (2.37):

l, 0640190°

|

2| | 10203 A (4.26)
I, 0620195

l, 0581344

We still see variations in the element current atugés versus the originally uniform
excitation, however, more deviation than in res{4tl8) from the second order
approximation model. The"2and the # antennas have +23° and -16° differences in
phase with respect to the antennas in the firstoeqopation model respectively. We
also note that the currents andls are similar but not equal, which yields a slightly
asymmetric pattern. This has to be expected siatterp symmetry was not a criterion
and other criteria exhibit little dependence on ms\etry. In section 5.3.7.3, new
constraints will be considered for the optimizatiproblem to obtain a symmetric
radiation pattern.

Fig 4.4 shows the azimuth radiation pattern atele@ation beam peak = 90° of the
MFSAA in this step.

As we can see from this figure, the mutual couplirigadiators still causes pattern
degradation, compared with the pattern in Fig 4tfictv ignores mutual coupling. In
particular, we see slight asymmetry in the lobegpshand in the level of the back lobes.
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-20
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Fig. 4.4 Azimuth radiation pattern of third-ordgapaoximation MFSAA

In comparison to the results obtained from the séaarder approximation model, the
front-to- back ratio has decreased due to botHatge separatiod and the particular
excitationl; in equation (4.26).

Table 4.5 shows the values of the envelope coroelgt), normalized second criterion
J; (fit to the secant-squared elevation pattern), besyasover (BC) level, (F/B) ratio,
maximum directivity Do), radiation efficiencys,, mismatch efficiencyyy and
maximum absolute gaBoaps, USINg the optimized variables of Table 4.4.

Parameter| p ‘ J7 | BC ‘ F/B ‘ Do ‘ N ‘ v ‘ Goabs |

Value | 037 | 028 | 296dB| 9.8dB| 7.72dB| 76% | 98% | 6.45dB
Table 4.5 Values of the MFSAA in third order apgroation model

Comparing the values in this Table to the Table #.Gan be seen that the values of the
mismatch efficiency and gain are increased dueh# ilnpedance matching of the
MFSAA.

Again, note that, by changing the values of thegiMing coefficients in equations
(4.23) and (4.24), the results in Table 4.5 cambhg&ched to the priorities, defined in the
optimization problem.

In this chapter the optimization problem for a “M@ole Four-Square Array Antenna”’
mounted on an infinitground plane has been considered and optimizetgults have
been found using the optimization methods, intredua chapter 3. In the next chapter,
a finite ground plane (chassis) will be introducadd optimization will be done
considering the effect of chassis.

On the other hand, as can be seen from the resulie Z matrices both in second and
third order approximation models, a decoupling aratching network (DMN) for the
MFSAA is also required, which will be designed amgplied in the next chapter.
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Feed point impedance and mutual coupling of more®@otay elements on a finite
ground plane (chassis) have been found to depetichlly on the ground plane size
and the position of each antenna [1]. This is duéhé excitation of the modes of the
chassis, which acts as an additional radiator edparasitically coupled to the array
elements [1]. In this chapter, first, the theorycharacteristic modes will be introduced
and the effect of the excitation of chassis modi#isbe discussed. A neural network is
also designed in this chapter to calculate the shanodes excitation. After that, the
performance optimization of the MFSAA on a chassislefined and optimization is
performed in this chapter. For this purpose, as aghll optimized parameters found in
chapter 4, the size of the chassis is also optonigeorder to minimize the new cost
function, considered for the optimization problemiter that, a decoupling and
matching network (DMN) for the MFSAA mounted on laassis will be defined and
realized to minimize the combined coupling betwdles antennas and also between
chassis and antennas.

Finally, a full degree optimization problem is defd and a Neural Network model as
well as the Genetic algorithm optimizer is usethig optimization procedure.

5.1 Theory of Characteristic Modes (TCM)

The theory of characteristic modes was fatstzeloped byGarbacz [3]and was later
refined byHarrington and Mautz [2, 58]. By definition, chat@gstic modes are current
modes obtained numerically for arbitrarily shapedducting bodies.

Since characteristic modes are independent of amdydf excitation, they only depend
on the shape and size of the conducting object.

C. Fabrés [59] has used the characteristic modesnirantenna design procedure,
performed in two steps: First, the shape and sikzeghe radiating elements are
optimized. If the size of the element is scaled, rdsonant frequency of the modes will
only be scaled, whereas if the shape of the elensemaried, not only the resonant
frequency but also the radiating properties ofrtteales will change. Next, the optimum
feeding configuration is chosen so that the desmedes may be excited. Few modes
are needed for modeling electrically small condwgtibodies. Thus, small and
intermediate-size antennas can be fully charaeeéria a wide operating band by just
considering two to four characteristic modes.

As the theory of characteristic modes is extengidekcribed in [2, 58] only a review of
the mathematical formulation of this theory is ddesed below (see Appendix for more
details).

5.1.1 Mathematical formulation of characteristic males

As explained in [2], characteristics modes of adumting body can be obtained from
the eigenfunctions of the following particular eigalues equation:

46
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X (In) = 4nR (In) (5.1)

where thel, are the eigenvalues, tldg are the eigenfunctions or eigencurrents Bnd
andX are the real and imaginary parts of the impedapegator:

Z=R+ jX (5.2)

The impedance operatdris obtained after formulating an integro-diffeiahequation
[2]. It is known from the reciprocity theorem th&tZ is a linear symmetric operator,
then, its Hermitian part® andX, will be real and symmetric operators (see Appendix)
From this, it follows that all eigenvaluéglg in equation (5.1)are real, and all the
eigenfunctionsl,, can be chosen real over the surface on whichdahegefined [2].
In practice, to compute characteristic modes odiqular conducting body, Equation
(5.1) needs to be reduced to a matrix form, asagx@dl in [58],using a Galerkin
formulation [60]:

X JIn= 4R Jn (5.3)

Now the eigenvectord, and eigenvalues,, of the object are obtained by solving the
generalized eigenproblem of equation (5w#)h standard algorithms [61] for each
frequency. Note that the number of characteristod@s for a structure depends on its
dimensions in terms of wavelength and is directlhated to the size d =R + | X
matrix, if the Method of Moments (MoM) [59] is usaalsimulate the structure.

The following steps have to be used to find themiglues and the resonance modes of
each structure: (see the Appendix)

» Select the first frequendy

» Calculate thez matrix (0 x n) of the structure, e.g. using the Method of
Moments [56]

» Solve the equation (5.3) to find the eigenvectbrs [J1 J2 ...Jn ]n x n @and
eigenvalued. =[ A1 42 ... An]1 xn

» Choose the next frequency and repeat the stepsliasted above

Finally, it is possible to find the variation ofgeinvalues with frequency and find the
eigen (resonance) frequency of tifemode, wher, = 0.

The quality factoiQ, of then™ mode can be calculated by taking the derivativehef
eigenvalues with respect to the frequency:

d/,

Q= dw

(5.4)

W=y

The quality factor of a resonant mode measuressi@mp its resonance is.
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As an example, Fig 5.1 shows the frequency deperdeh the eigenvalues in the
frequency range from 820MHz to 4820MHz for a 10c@erh chassis [62].
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Fig. 5.1 Frequency dependence of the first 9 eigli@s for a 100mmx100mm chassis, taken from [62]

From this figure, three resonancég(¢) = 0) can be observed in the given frequency
range L1 ,A2 andAg) and the other modes have no resonances in #gsiéncy range.
Table 5.1 shows also the resonance frequenciesrahdtion quality factors at the

resonances.

fo (GHZ) Qn
1* mode §,) 1.33 0.44
2"" mode (.,) 2.45 2.86
39 mode ¢.3) 3.35 2.19

Table 5.1 The first 3 characteristic mode resongacel their corresponding radiation quality facfors
100mmx100mm chassis

Note that calculations may provide a large numbiecharacteristic modes from a
chassis. In this situation, a systematic procetageto be used to identify the important
modes of the chassis [59]. The information providgahassis modes is very helpful to
design the antenna systems, which will be mountethe chassis. For clarification, the
eigencurrents distribution as well as the radiapaterns corresponding to the first,
second and third resonance modes of a 100mmx10fassis are shown in Fig 5.2.
The figure shows the three current modes with galéd polarization. On a quadratic
chassis the y-directed current modes exist as @egteneigenmodes. The first and third
chassis mode, Fig 5.2 (a) and (c), show even syrgroéturrents along the y-axis and
produce radiation normal to the chassis (x-z-plambg second chassis mode exhibits

odd symmetry which produces a radiation null in #e-plane and two lobes with
phase opposition.
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The antennas (e.g. the MFSAA) attached to the thgm®duce surface current

distributions which can couple to these current esotb a degree depending on the
correlation of current distributions (antenna amassis mode) and on the frequency
deviation from the chassis mode eigenfrequencyofi@sce) and on the chassis mode
Q-factor. The excitation of a chassis mode by thersna leads to additional radiation

from the chassis mode which is superimposed totigenal pattern of the antenna.
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Fig. 5.2 Surface current densities and the radigigtterns for characteristic modes of a 10cmx10cm
chassis, after [63] (a): First, (b): second andttdjd chassis modes

Knowing the resonance frequencies of the chassdem@an be used to design the
antenna system that utilizes the chassis as mdiatoa or on the other hand, to avoid
the chassis radiation. As an example, in [1] a élemnent monopole array has been
evaluated on a chassis, considering the chassissrditation.

In [1], it has been found that the excitation of fbwest order chassis mode strongly
influences the feed point impedance and mutual loaypf monopole array elements as
a function of the chassis size. The reason isttheitfundamental mode (seen in Fig 5.2
(@), acts as an additional radiator element pacally coupled to the array elements.

As indicated in the Appendix, calculating the clmgaodes as well as selecting the
suitable modes is difficult and needs high executime for running the programs (e.g.
in MATLAB). To find a model for calculating the edgvalues. = [ 11 A2 ... An]1 xn Of
the chassis modes, a Neural Network model is dedignd implemented below.
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5.1.2 A Neural Network model to calculate the chassmode eigenvalues

In this part, a new method using a neural netwaskexplained in chapter 3, is used to
calculate the eigenvalues of a chassis with argittamensions.

The goal is to design a neural network model fa ttalculation of the first 20
eigenvalues of a chassis with dimensiong;@hm) x x,(mm), for 71 frequencies in the
range of 820 MHz to 4820 MHz.

The input and output variables are defined as:

| = [Xa(mm) xo(mm) f(MHZz) ] (5.5)
o= [ﬂ,]_ A2 ... ﬂ,zo] (56)
where, is the eigenvalue of thé" chassis mode at frequentyMHz). The required

14200 data sets for input/output (71 frequency se2€ eigenvaluex 10 different
chassis sizes) were taken from [62, 63], as shakownb

Chassis Size #1

— >
Frequency M s
f1= 820 MHz My TTTTmmo A20.1
f, Ay mmmmmmm- A20,2
. 1 1 !
. 1 1 !
. 1 1 !
f71 = 4820 MHz L A20,71
1
1
1
1
[}
1
Chassis Size #10
P
— -
Frequ ency M b2
f1= 820 MHz Ay TTTmmos A20.1
f, Ay mmmmmmm- A20.2
1 1 ! !
1 1 ! !
1 1 ! !
f;1 = 4820 MHz M7 e 20,71

Fig. 5.3 Required 14200 data sets taken from [BRtdlearn the neural network model
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To design a neural network model, 12780 data faifférent chassis sizes from the
available data sets are used in the training ptwaksarn the network and 1420 data for
one chassis size are used in the testing phase only

In training phase, four different Multilayer Pertem (MLP) structures with different
number of layers, as explained in chapter 3, aresidered in MATLAB to find the
suitable structure and minimum error in testingggha

Fig 5.4 shows the ANN surface for this problem.

, (mim) —— N
X (MM) ——— ANN I M
f (MHZ) — _I) }\,20

Fig. 5.4 Surface of the Neural Network model taukdte the chassis modes

The first MLP structure is designed to have 3 inpelis, 3 input neurons for input
layer, 4 hidden neurons for hidden layer, 20 outmitrons for output layer and 20 out
put cells. The number of neurons in hidden layeneseased to 8, 12 and 16 neurons
for the second, third and fourth MLP structure italfthe suitable model regarding the
minimum error in testing phase. These differenes/pf MLP are named as MLP (3-3-
4-20-20), MLP (3-3-8-20-20), MLP (3-3-12-20-20) ahtlP (3-3-16-20-20). Fig 5.5
shows different types of the Neural Network modetalculate the chassis modes.

X1

X2

n=4,8,12, 16

Fig. 5.5 Different structures of the Neural Netwonkdel to calculate the chassis modes

12780 data are used for each MLP structure to ermetwork. After that the value of
average testing error, defined in equation (5.3)calculated using 1420 data sets
reserved for testing.

71 20

G )
=\ 1420 ®-7)
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where AIeft is the eigenvalue af" mode af™ frequency of testing set, which has not

been used in training phaﬁé“]‘ is the eigenvalue af" mode atj™ frequency of the

trained Neural Network using the input data setesting phase.

The value of erroe in equation (5.7) is found for each structure dfRfvin MATLAB.
Fig 5.6 shows the model accuracy comparison (aeezagre for testing data) between
MLPs with different hidden neurons.

40

—0— MLP (3-3-4-20-20)
—@— MLP (3-3-8-20-20)

8- —@— MLP (3-3-12-20-20)

Average Testing Error

0
100 150 200 250 300 350 400 450 500 550 600
Number of Training Samples

Fig. 5.6 Model accuracy comparison (average enmdest data) between MLPs with different number of
hidden neurons

As Fig 5.6 shows, MLP (3-3-12-20-20) model is msted and has been chosen for the
structure of Neural Network model in further steps.

Next, this MLP structure is used to find the vaaatof the eigenvalues of each mode
with frequency. The available data for the chagsik dimensions ok; = 100 mm and
length ofx, = 30 mm is used for testing the neural networkcstme. Note that these
data have not been used in the training procedure.

Fig 5.7 shows the eigenvalues of the first and se&coodes, calculated by the neural
network in comparison to the original data sets.

This figure shows a good agreement between thétsaeshtained from a neural network
structure and the original data which have not hesed during the design process of
neural network.

Other results for other modes show also a goodracguof the neural network;
however a slight degradation in the accuracy & thodel can be seen in higher modes,
which have extreme eigenvalues.

The conclusion is that, this model can be usedeterthine the chassis modes with
arbitrary dimensions of the chassis within the tgaf the employed data set.
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First mode of 100mmx30mm chassis Second mode of 100mmx30mm chassis
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Fig. 5.7 Eigenvalues of the first (a) and secondbdes, calculated by the neural network in compar
to the original data sets

5.2 Effects of the finite ground plane (chassis)

The self and mutual impedances of a monopole aardagnna, mounted on a finite
ground plane (chassis) have been found to depeodgst on the chassis dimensions
due to the excitation of characteristic modes fLhumber of studies have also been
done to understand the effects of the length ofib&al chassis of a handheld device on
the impedance bandwidth, e.g., [64, 65]. Thesecatdithat if the chassis resonates at
the operating frequency of the antenna elementp#melwidth of the antenna-chassis
combination increases strongly. Ali, et al in [@&ve also shown that the optimum
antenna near field performance can be achieved wWigeantenna resonance frequency
is aligned with the chassis resonance frequencythénfollowing, the foundations
regarding the effects of the chassis on the momomuitenna performances are
described, in order to be used in our optimizapoocedure. Effects of the chassis on
the monopole antennas are found by EM-field sinmmst for a number of
configurations of monopoles and chassis. Note fthatany case the calculated
impedances and radiation patterns include basicopwa properties as also seen on an
infinite ground plane and that direct results oastis mode excitation is not easily
isolated.

5.2.1 Single monopole antenna on a chassis

Consider a single monopole antenna mounted on ssishas shown in Fig 5.8. The
chassis and monopole antenna dimensions are cossitehave fix values ag; = x; =
100mm,H = 1mm,L = 31mm,D = 1mm. Consider that the single monopole antenna
can move from the centid the chassis to the chassis edge and the vafgldistance
between the monopole antenna and the chassis emlgybe changed arbitrary.
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Fig. 5.8 Single monopole antenna mounted on a shass

The reflection coefficient of this monopole antenméhen mounted on an infinite
ground plane can be named &g(inf) and the reflection coefficient of the antenna
mounted on 100mri00mm chassis in a distance 8ffrom the chassis edge is
simulated at four different distancé&; (S= 5cm), S (S= 3.6cm),S;1 (S= 2.2cm) and
Si1 (S= 0.8cm); calculations of EM-fields and networkgraeters have been performed
using the EMPIRE simulator.

Fig 5.9 shows the differences betwegi(inf) and S;; (S cm) in linear format at each
frequency. The resonance frequency of the monaguknna is at 2.27 GHZ.

When the monopole antenna is mounted in the cehttee chassis (see Fig 5.9 (a)), the
second chassis mode at the frequency of 2.45 GRlbeaeen clearly. This mode can
be excited if the monopole antenna is mounted & d¢bntre because of its anti-
symmetric current distribution which coincides witln anti-symmetric current
distribution of the monopole (along the y-axis). e other hand, the first and third
chassis modes can not couple due to cancellati@ymmetric chassis mode current
and anti-symmetric monopole current contributicsee(Fig 5.2).

The first and third chassis resonance frequencitesl.33 GHz and 3.35 GHz
respectively can best be seen in Fig 5.9 (d), wtlerenonopole antenna is near to the
chassis edge.

If the monopole antenna is close to the chassie,atigcurrents are forced to flow very
asymmetric on the chassis along the y-axis. Silhdbrae chassis modes show a current
distribution decaying towards the chassis edge witiform current direction, the
coupling of the y-directed currents of monopole ahdssis modes is dominated by the
imbalance of the monopole current in y-and antirgations, so that all three modes
appear excited.
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Fig. 5.9 Differences betweed (inf) andS;; (Scm) in linear format. a$=5cm, b)S=3.6cm, ¢)S=2.2cm
and d)S=0.8cm

Considering the monopole antenna in a distanc® ©f0.8 cm from the chassis edge

(10cmx10cm chassis), it is interesting to simulate thangmission S-parameters

(coupling) between the chassis and the monopoknaat For this purpose, a model in
the EMPIRE simulator has been set-up with two calaports with a same ground as

PEC (Perfect Electric Conductor) as seen Fig 5.10.
Fig 5.11 shows the transmission S-parameters, atedifor the configuration.

The first and third chassis mode can be easilyctiedein Fig 5.11 because of the

position of the monopole antenna on the chassar toeedge).
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Fig. 5.10 Monopole antenna on a chassis with tvaxied ports to simulate the coupling between ardenn
and chassis
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Fig. 5.11 Transmission S-parameters between moagdenna and 100mmx100mm chassis

The effect of the chassis modes can be also fautitei far-field radiation pattern of the
monopole antenna, mounted on a chassis. The rasufg 5.12 can be found for the
elevation far-field radiation pattern of the montgpantenna calculated at the chassis
resonance frequencies = 0.8cm ands= 5cm.
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S=0.8cm S=5cm Frequencies:

00dB 0 0dB = First chassis mode (1.33 GHz)
=== Second chassis mode (2.45 GHz)

=== Third chassis mode (3.35 GHz)

180 180

Fig. 5.12 Elevation radiation pattern of a monopiéenna mounted on a 100mmx100mm chassis
(¢ =90°) at the chassis resonance frequencieS£od.8cm ands= 5cm.

The radiation pattern of the monopole antenna obsng a typical manner after
mounting on a finite ground plane, as can be sesn Fig 5.12, compared to Fig 2.3.
The pattern shown in Fig 5.12 8= 5cm and = 1.33GHz is closets to the pattern of a
monopole on an infinite ground plane; we just seaesdiffraction around the corners,
producing some radiation into the back hemisphedeaam uptilt of the beam.

At higher frequencies (patterns at 2.45GHz and GRH we find the back lobes
increased to even symmetrical pattern (at the msmnfrequency of the second chassis
mode) which indicates a strong excitation of the-symmetric second chassis mode.

In any case, patterns keep the deep null along-tieas, which shows that the chassis-
mode currents excited by the monopole at the chassiter are purely of the anti-
symmetric type of the second chassis mode.

The symmetric chassis modes are seen to be eXmjtdtie monopole at the offset
position close to the edge of the chassiS at0.8cm: The pattern at 1.33 GHz shows a
very strong filling of the null, the pattern at 83@Hz less and at 2.45GHz no filling is
seen. The filling can be understood as the radiatimntribution from the symmetric
chassis mode currents which produce lobes along-thas. At 2.45GHz, the excitation
of the first and third chassis mode seems to bg hsv (no filling is seen within the
dynamic range of the pattern plots) but some irsem the back directed lobes
indicates a limited excitation of the anti-symmesecond chassis mode currents.

In both monopole positions we observe radiatioriepas that extend over both the
upper and the lower (back) hemisphere with evemlyemual magnitudes. This is a
clear indicator that this radiation is due to cotseflowing on the chassis in x-y plane,
while the currents of the monopole over a grounanel clearly produce radiation
concentrated on the upper hemisphere.

For another demonstration of the effects of chassigles, consider the monopole
antenna on a chassis, depicted in Fig 5.8 wi#100mm,H = 1mm,L = 31mm,D =
1mm andS = 0.8cm. The reflection coefficients of the singt®nopole antenna are
simulated for four different chassis lengthg=(6mm, x;=56mm, x;=36mm and
x1=16mm) as shown in Fig 5.13.
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Fig. 5.13 Scattering reflection coefficient of a Mpole antenna mounted on a chassi®(8 in Fig. 5.8)

Again, from this figure it can be seen that by aiag the chassis size, the feed point
impedance of the monopole antenna can be changed.thit by changing the chassis
size, the chassis resonance frequencies as wtieasurface current densities and the
radiation patterns for characteristic mode resoesndll be changed.

Considering the size of 100mmx36mm of the chassiglip in the reflection S-
parameters in the range of the frequencies fror®lz7to 2.9GHz can be seen. Using
the Neural Network model in section 5.1.2 we caltailthe following resonance
frequencies as well as the quality factors forfirst three modes of this chassis:

fo (GHZ) Qn
1 mode ¢,) 1.330 2.7
2" mode ) 2.894 3.8
3% mode ¢.5) 4.589 2.1

Table 5.2 The first 3 characteristic mode resongacel their corresponding radiation quality facfors
a 100mmx36mm chassis, obtained by Neural Networtteino

As can be seen from Table 5.2, the dip iniS due to the second chassis mode which
has a resonance at 2984MHz with a high qualityofaot Q, =3.8.

Table 5.3 shows the resonance frequencies as welhe quality factors of the
resonance frequencies of the 100sd8mm chassis, using the Neural Network model.

fo (GHZ) Qn
1 mode ¢,) 1.215 3.9
2" mode ) 3.214 5.3
3% mode ¢.5) 4.010 4.2

Table 5.3 The first 3 characteristic mode resongsacel their corresponding radiation quality facfors
a 100mmx16mm chassis, obtained by Neural Networtteino
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Looking at Table 5.3, the second dip iy 8t 3.2GHz for the monopole antenna on a
100mmx16mm chassis shown in Fig 5.13 is identified as wuthe excitation of the
second chassis mode.

5.2.2 Two monopole antennas on the chassis

The chassis length has also an effect on the motugdling between antennas, mounted
on it. This influence on the integration of a simplo-antenna array on the chassis has
been considered in [67, 68].

In this section, we investigate the mutual couplofgtwo monopole antennas on a
chassis, as shown in Fig 5.14.

) '

AT

X1 ral
Fig. 5.14 Two monopole antennas mounted on a chassi

First, the chassis and monopole antenna dimensioeisconsidered to have the fix
values asx; =X, = 100mmH = 1mm,L = 31mm and = 1mm for both antennas add
=3cm.

Assume that the array is moved from the cenfréhe chassis§= 3.5cm) to the left
chassis edge and the varialddistance between left monopole antenna and chassi
edge) is varied. From calculations using the EMPHRulator, the transmission S-
parameters of the array then can be found as shofig 5.15.

This figure shows that by changing the positiortt@ antennas, the mutual coupling
can be changed. The minimum couplindg at2.27GHz (the resonance frequency of the
monopole) is obtained by mounting the first anteima distance o6 = 0.8cm from the
chassis edge.
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Fig. 5.15 Transmission S-parameters of two monopotennas mounted on a chassis in different
positions and spaced big3cm

Now again, the array antenna in Fig 5.14 is fixe8 a 0.8cm and the chassis length

is considered to be fixed & = 100mm. The lengtl; is then varied in a wide range
(between 5cm and 50cm). If the transmission Scatigrarameters of the antennas are
simulated af = 2.27GHz, the variations depicted in Fig 5.16 lbarfound.

Transmission S-Parameters (dB)

Fig. 5.16 Coupling of two monopole antennas mouoted chassis edg& € 0.8 cm)

It can be seen that the mutual coupling betweenatitennas, varies in a periodic
manner, as indicated in [1], because of the exeonadf different modes with varying
coupling in each length and varying phase relations

This indicates that the size of the chassis infbesrnthe performance of array antennas
which therefore should be also considered in theropation procedure.
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5.2.3 MFSAA on the chassis
Finally, to consider the effect of a finite groupthne on the MFSAA fundamental

parameters and the necessity of optimizing the rgioplane dimensions in our
optimization procedure, the MFSAA is consideredaarhassis, as shown in Fig 5.17.

180°
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90° (@) ©
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Fig. 5.17 MFSAA mounted on a chassis with phasesoofce voltages indicated

The MFSAA is fixed aH = 1mm,L = 31mm and = 1mm for all antennas arti=
5.93cm. The source voltages of the feed network em®imed as the voltages in
equation (2.38) which allows the monopole currénts vary according to the effects of
mutual coupling, as seen in section Sgis the distance between the first monopole
antenna and the left chassis edge and betweehitdentonopole antenna and the right
chassis edge, whil® is the distance both between the fourth monopaiersa and the
bottom chassis edge and between the second monaptdana and the top chassis
edge.

First, by fixing bothx, at x, = 10cm and$; at S, = 0.8cm, the radiation patterns are
simulated for three different chassis lengthx; = 10cm & = 0.8cm),x; = 12cm §
=1.8cm) andk; = 14cm § = 2.8cm). See Fig 5.18.

Then, by fixing bothx; at x; = 10cm andS;, at S; = 0.8cm, the radiation patterns are
found for three different chassis length x, = 10cm & = 0.8cm),x = 12cm &
=1.8cm) and, = 14cm &= 2.8cm). See Fig 5.19.

The two sets of patterns show major variationstduehanges in the dimensions of the
chassis. However, identification of the individuhlassis modes which are responsible
for particular pattern effects is difficult becautiee patterns represent total field
intensities without discrimination of polarizaticomponents.
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Fig. 5.18 (a): Elevation radiation patterp<£0°), (b): elevation radiation patterg £90°) and (c):

azimuthal radiation patter® £90°) at 2.27GHz of the MFSAA in Fig 5.17 with= 10cm (total fields,
patterns normalized to peak gain)
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Fig. 5.19 (a): Elevation radiation patter@£0°), (b): elevation radiation patterg £90°) and (c):

azimuthal radiation patterd €90°) at 2.27GHz of the MF