Li, Mengxiong (2007) 5 GHz Optical Front End in 0.35um CMOS. PhD thesis, University of Nottingham.

Access from the University of Nottingham repository:
http://eprints.nottingham.ac.uk/10368/1/PhD_thesis_proust_19Oct07.pdf

Copyright and reuse:

The Nottingham ePrints service makes this work by researchers of the University of Nottingham available open access under the following conditions.

- Copyright and all moral rights to the version of the paper presented here belong to the individual author(s) and/or other copyright owners.
- To the extent reasonable and practicable the material made available in Nottingham ePrints has been checked for eligibility before being made available.
- Copies of full items can be used for personal research or study, educational, or not-for-profit purposes without prior permission or charge provided that the authors, title and full bibliographic details are credited, a hyperlink and/or URL is given for the original metadata page and the content is not changed in any way.
- Quotations or similar reproductions must be sufficiently acknowledged.

Please see our full end user licence at:
http://eprints.nottingham.ac.uk/end_user_agreement.pdf

A note on versions:

The version presented here may differ from the published version or from the version of record. If you wish to cite this item you are advised to consult the publisher's version. Please see the repository url above for details on accessing the published version and note that access may require a subscription.

For more information, please contact eprints@nottingham.ac.uk
5 GHz Optical Front End in 0.35μm CMOS

By Mengxiong Li, MSc.

Thesis submitted to The University of Nottingham for the degree of
Doctor of Philosophy

Oct 2007
ABSTRACT

With the advantages of low cost, low power consumption, high reliability and potential for large scale integration, CMOS monolithically integrated active pixel chips have significant application in optical sensing systems. The optical front end presented in this thesis will have application in Optical Scanning Acoustic Microscope System (O-SAM), which involves a totally non-contact method of acquiring images of the interaction between surface acoustic waves (SAWs) and a solid material to be characterized.

In this work, an ultra fast optical front-end using improved regulated cascade scheme is developed based on AMS 0.35\(\mu\)m CMOS technology. The receiver consists of an integrated photodiode, a transimpedance amplifier, a mixer, an IF amplifier and an output buffer. By treating the n-well in standard CMOS technology as a screening terminal to block the slow photo-generated bulk carriers and interdigitizing shallow \(p^+\) junctions as the active region, the integrated photodiode operates up to 4.9 GHz with no process modification. Its responsivity was measured to be 0.016 A/W. With multi-inductive-series peaking technique, the improved ReGulated-Cascade (RGC) transimpedance amplifier achieves an experimentally measured -3dB bandwidth of more than 6 GHz and a transimpedance gain of 51 dBΩ, which is the fastest reported TIA in CMOS 0.35\(\mu\)m technology. The 5 GHz Gilbert cell mixer produces a conversion gain of 11 dB, which greatly minimized the noise contribution from the IF stage. The noise figure and input \(I_{IP3}\) of the mixer were measured to be 15.7 dB and 1.5 dBm, respectively. The IF amplifier and output buffer pick up and further amplify the signal for post processing. The optical front end demonstrates a typical equivalent input noise current of \(35\ \mu A/\sqrt{Hz}\) at 5 GHz, and a total transimpedance gain of 83 dBΩ while consuming a total current of 40 mA from 3.3 V power supply. The -3 dB bandwidth for the optical front end was measured to be 4.9 GHz. All the prototype chips, including the optical front end, and the individual circuits including the photodiode, TIA, mixer were probe-tested and all the measurements were taken with Anritsu VNA 37397D and Anritsu spectrum analyser MS2721A.
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<td>--------------</td>
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<td>LRM</td>
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<td>MSM</td>
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</tr>
<tr>
<td>O-SAM</td>
<td>Optical scanning Acoustic Microscopy</td>
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<tr>
<td>PCB</td>
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</tr>
<tr>
<td>PD</td>
<td>Photodiode</td>
</tr>
<tr>
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</tr>
<tr>
<td>RBW</td>
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<td>SSB</td>
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<td>TIA</td>
<td>Transimpedance Amplifier</td>
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<tr>
<td>VBW</td>
<td>Video Bandwidth</td>
</tr>
<tr>
<td>VCSEL</td>
<td>Vertical Cavity Surface Emitting Laser</td>
</tr>
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</tr>
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Chapter 1

Introduction

The work presented in this thesis is concerned with the realization of a high speed optical front end in CMOS process which senses and demodulates the light signal in an optical sensing system. The system finds applications in solid material non-destructive testing, i.e., flaw detection and material characterization by acquiring images of the interaction between surface acoustic waves (SAWs) and a solid material. It uses lasers to generate and detect the SAWs, and has been developed as an accurate non-contacting laser based system for high resolution surface waves measuring and imaging. The generated surface acoustic waves will be reflected and changed when they propagates along the surface of the solid material, which can be imaged by an optical sensor. Basically, the surface acoustic waves contain a fundamental frequency which is determined by the laser generation system, but they are also rich in high frequency harmonics, which can be up to tens GHz. For the purpose of improving the spatial resolution of the imaging and thus the better accuracy of the non-destructive testing, a high speed back end optical sensor plays an important role in the system for flaw detection or material characterization.

Much of this work is focused on the design, analysis and implementation of the devices and circuits for the high speed optical front end in a low cost CMOS 0.35µm process. Prior to the main part of the thesis, chapter 1 gives a brief description about the applications of non-destructive testing which addresses the principles of photoacoustic waves and laser generation and detection systems.
1.1 Photoacoustic History

The photoacoustic effect was discovered by Alexander Graham Bell in 1880 [1, 2], when he observed how focusing a "rapidly-interrupted" beam of sunlight onto a thin diaphragm of material resulted in a "clear, musical tone[2]." Postulating the "sonorousness" under these conditions was a fundamental property of matter, Bell devised a method for studying the effect in solids, liquids and gases. He tested a variety of substances including potash, selenium, tobacco smoke, cork, platinum, ink, wool, and even a cigar. Bell, who had just made his famous telephone call to Watson in the spring of 1876, hoped to use the photoacoustic effect to create a "photophone", a device like the telephone, but with the signal transmitted as light rather than electricity. Perhaps Bell anticipated the advantages of optical networks. These discoveries were then further investigated and published in 1881 [3].

Similar experiments on gases were performed by John Tyndall and Wilhelm Rntgen in 1881 after hearing about Bell’s discovery. Then the field lay dormant for 50 years until the discovery of the microphone made it possible to enhance the measurements. In 1938 Viengrov at the State Optical Institute of Leningrad used the method to study infrared absorption in gases and the gas content in gas mixtures. Pfund developed a gas analyser in 1939 which was used in John Hopkins Hospital in Baltimore to measure CO and CO$_2$. Luft developed a commercial gas analyser which became available in 1946. The interest in photoacoustic grew in this period and it was only used to monitor gases. When the infrared spectrometer was invented, a more accurate method for monitoring gases existed so the field again lay dormant until 1970[4, 5].

It was the invention of the laser that gave the field of photoacoustics new possibilities. Consequently, the photoacoustic effect remained largely a scientific curiosity until Kreuzer combined photoacoustic detection with lasers to demonstrate extremely sensitive gas detection in 1971 [3]. Kreuzer then went on to demonstrate photoacoustic detection for pollution monitoring [4, 5], and for gas chromatograph detection [6]. Dewey et al. [7] improved the sensitivity of photoacoustic detection systems further by modulating the optical excitation at a frequency corresponding to an
acoustic mode in the cavity. In the late seventies, the field of photoacoustic exploded, finding commercial applicability today in trace gas analysis, pollution monitoring, biological studies and material characterization [8], which section 1.3 goes to detail.

![Figure 1.1: Bell’s plan for photophone][2]

### 1.2 Physics Behind Photoacoustic

Much theory has been developed to explain the phenomenon of photoacoustics [8]. This section presents the fundamental elements in understanding the physics behind photoacoustics. Generally high energy light is used, usually a laser, firing into the test sample. When the laser hits the sample, some of the energy is absorbed by the molecules in the media resulting in a region of higher temperature. The rise in temperature will generate an expanding region and a pressure wave will propagate away from the source. This decaying pressure wave can be then picked up by a transducer or a laser imaging system. The phenomenon is due to the fact that the molecules in the sample being monitored have a quicker response to light than to the surrounding media. The process is shown in Fig. 1.2.

The thermal elastic expansion mechanism is an interesting choice for material characterization and medical diagnosis for a variety of reasons. Firstly, it does not break or change the properties of the object under study. Secondly, it has a linear or a definite relationship with many of the physical parameters of diverse materials. Thirdly, it is non-destructive or non-invasive in applications such as materials test and medical diagnosis.

---

[2]: https://example.com/bell-plan.png
Figure 1.2: Photoacoustic generation

1.3 Non-Destructive Test (NDT)

NDT involves testing an object for its integrity and fitness without damaging the object. There are many different general methods of testing objects nondestructively. These methods include optical inspection, radiographic testing, magnetic particle inspection, holographic testing, acoustic emission and, of course, ultrasonics testing [9]. The role of ultrasonics in NDT can be split broadly into two areas; that of flaw detection, and material characterization. There is also a slight crossover in the area of flaw characterization. The interaction of ultrasonic waves with the material and features therein can be used to ascertain the presence of flaws (and perhaps their nature) or some physical or chemical characteristic of the material under test.

1.3.1 Flaw Detection

A common requirement for a NDT process is to determine whether any flaws are present that will adversely affect the operation or lifespan of a component. Typical flaws include surface-breaking or interior cracks, weak joints, coating delamination or loss of adhesion between coating and substrate.
There are several methods of detecting flaws with acoustic waves, and obviously different methods are appropriate for different types of flaws, the use of a particular technique depends on many factors, including sample geometry, attenuation, and the characteristics of any possible flaws. In a named pulse-echo technique, the existence of a flaw is determined by the reflection of ultrasound, which is detected by the combined transmitter/receiver, the location of the flaw from the transmitter can be calculated by the "time of flight" of the received ultrasound if the velocity of the acoustic waves in the material under investigation is known.

In general, the higher the acoustic waves frequency, the higher the resolution, both spatial and temporal, but with the disadvantage that losses caused by scattering and aberration are higher [9].

1.3.2 Material Characterization

The characterization of materials is another important area of NDT. Characterization can include ascertaining various dimensions (for example the thickness of the steel), coating thickness, porosity, residual stress, grain size in the case of multi-grained materials such as metals, or grain orientation in single-grained materials such as silicon. The characterization may be required mid-process, in which case the ultrasonic inspection may provide a means of process control, or post-process, in which case it provides a means of quality management [9].

In terms of geometry characterization, the pulse-echo method, is the most common form of ultrasonic inspection, whereby the time taken for an ultrasonic pulse to be reflected off the rear surface of the material is related to the thickness of the material. Knowledge of the wave velocity is necessary, but for many materials this has been well known for many years.

The velocity of ultrasonic waves is the primary means of many forms of characterization, since it is a function of the moduli of elasticity and density. Changes in velocity can therefore correlate with changes in the material properties such as porosity, residual stress or, in the case of surface waves, coating thickness. If the change in property is the result of a process that the material is being subjected to, then examination of the velocity may provide a means of monitoring the process concerned.
1.4 O-SAM in University of Nottingham

An all-Optical Scanning Acoustic Microscope System (O-SAM), which involves a totally non-contact method of acquiring images of the interaction between surface acoustic waves (SAWs) and a solid material has been set up by applied optics group in the University of Nottingham [12]. The system uses lasers to generate and detect the SAWs, and has been developed from an accurate non-contacting laser based system for surface wave velocity measurement [13].

Fig. 1.3 shows the key parts of the O-SAM system. Two lasers are involved, one for ultrasound generation, the other for detection of the ultrasound. Both are associated with some optics and mechanical stages (for adjustment and scanning) and some electronics and data acquisition equipment.

The energy from the pulsed generation laser is applied to the surface of the sample via optics that both focus the light onto the sample and control its spatial distribution (CGH means Computer Generated Hologram). This control of the generation profile is necessary to obtain the large surface acoustic wave amplitudes required. The sample is mounted on automated mechanical stages to enable the formation of scanned images. The excited surface acoustic waves propagate on the sample surface, and are then detected by focusing a continuous wave laser onto the sample surface and measuring the angular deflection. Analogue amplitude and phase detection electronics then amplify and convert the signals from the detectors into a form suitable for acquisition by a host computer.
The acoustic frequencies are determined by the generation laser. This is a Q-switched, mode locked laser, producing a tone-burst of approximately 30 very short pulses (200 ps) separated by 12.1 ns with a variable repetition rate (up to 5 KHz). The average power output of the laser is around 2 W (depending on the repetition rate); at low repetition rates (below 2 KHz) the peak power reaches a maximum, whereas above this it decreases with increasing repetition frequency. The signal has a fundamental frequency of 82 MHz (which is determined by the laser generation source) and contains harmonics of this. Higher frequencies have been observed up to 10 GHz [12]. This thesis is working on the implementation of high speed optical front end to allow greater spatial resolution of the acoustic wave imaging system.
Chapter 2

Photodetector

2.1 Introduction

Photodetectors are the components in an optical receiver system that convert optical energy into electrical energy. They are involved in applications of imaging, communications, and optical sensing. CCD (Charge Coupled Device) and CMOS sensors represent the widely used photodetectors for imaging system, and the competition between the two technologies continues today. Low noise, low power, low cost, and high sensitivity are always of great concern for these systems.

Different from imaging systems, the speed of the photodetectors in optical communication and sensing systems is generally the first priority instead. High speed, high sensitivity photodetectors are generally made from III-V compound to achieve the highest possible performance for long haul optical communications. However, the high cost of these materials limits their use in optical sensing systems, as in this thesis. Short wavelength light sources (shorter than 850 nm) and a high speed, inexpensive photodetector which can be integrated in low cost photo receivers is the design target for this work.
2.2 Principles of Photodetection

A photodetector converts light energy into electrical energy, manifested usually in the form of photocurrent[23]. Semiconductor photodetectors rely on the absorption of incident photons with energy greater than the semiconductor bandgap energy to generate electron-hole pairs (EHPs). Photodetection broadly involves three processes [24]:

- Absorption of optical energy and generation of carriers;
- Transportation of photogenerated carriers away from the absorption region;
- Carrier collection and generation of photocurrent.

The performance of a photodetector can be characterized by various figures of merit. These include the responsivity of the detector, its bandwidth, and the noise added to the signal by the detector.

**Responsivity**  Responsivity is a measure of light-to-current conversion efficiency of the detector. A high detector responsivity improves the signal-to-noise ratio of the receiver system. It is possible to have gain in photodetectors (as in avalanche photodetectors) due to impact ionization and avalanche multiplication that can lead to very high responsivities. But these mechanisms are usually accompanied by a penalty in bandwidth and noise performance. Mathematically, the responsivity of a detector, $R$, is defined as [36]

$$R = \frac{I_{ph}}{P_{inc}}$$

where $I_{ph}$ is the photocurrent, $P_{inc}$ is the incident optical power. $\eta$ is sometimes defined as the external quantum efficiency representing the fraction of incident photons leading to $I_{ph}$. In reverse biased junction photodiodes where the depletion region (high field region) constitutes the bulk of the absorption region, it can be approximated by
\[ \eta = \eta_i(1 - R)(1 - \frac{e^{-\alpha d}}{1 + \alpha L_n}) \]  

(2.1)

where \( R \) is the optical reflectivity between air and the semiconductor, \( \alpha \) is the absorption coefficient of the intrinsic region, \( d \) is the depletion region thickness and \( \eta_i \) is the internal quantum efficiency defined as the ratio of number of EHPs created to the number of absorbed photons. In pure material, \( \eta_i \) is almost unity. \( L_n \) is the minority carrier diffusion length, \emph{i.e.} for electrons in the p-type substrate. In the absence of diffusive transport, the term \( \alpha L_n \) is missing in (2.1), and \((1 - e^{-\alpha d})\) represents the fraction of light absorbed in the depletion width of the detecting junction. Note \( L_n = \sqrt{D_n \tau_n} \), where \( D_n \) is the diffusion constant and \( \tau_n \) is the minority carrier lifetime [46]. Fig. 2.1 shows the optical absorption coefficient for general semiconductor materials.

![Figure 2.1: Optical absorption coefficients for various materials](image)

**Bandwidth** The bandwidth of a photodetector is defined as the frequency at which the responsivity of the detector has fallen by 3-dB from its low frequency
value. It is limited mainly by carrier transit time, RC time constant, diffusion time by photogenerated carriers outside the depletion region [38]. Carrier transit time is the time taken by photogenerated carriers to travel across the high-field region. It is usually dominated by hole transit time, as holes typically have a lower drift velocity than electrons in common photodetector materials. The RC time constant is determined by the equivalent circuit parameters of the photodiode and the load circuit. Diode series resistance (due to ohmic contacts and bulk resistances), load impedance, and the junction and parasitic capacitances contribute to the RC time constant. Diffusion time becomes important when the photocurrent due to carriers absorbed in the $p$ and $n$ contact regions within about one diffusion length of the edge of the depletion region becomes comparable to the current arising from photogenerated carriers within the depletion region. In Fig. 2.2 (a), the depletion and diffusion regions of a typical $p$-$n$ junction photodiode are illustrated where $d$ stands for depletion region width, $L_n, L_p$ for diffusion length of electrons and holes in the semiconductor (practically, $L_n, L_p$ are much longer than $d$, which is not as shown as in Fig. 2.2). The transit time then can be written as $d/\nu$ ($\nu$ is the saturation velocity of holes); diffusion time is determined by the time that the electrons take to get through the lower diffusion region in Fig. 2.2 (a) or the holes via the upper one. Because the diffusion process is driven by the random motion of carriers, it is a slow transport mechanism. This was interpreted and experimentally confirmed in the work of [39, 40]. In this case, the diffusion component contributes a slow but long tail to the detector’s impulse response which significantly limits its high frequency response. Detailed analysis is given in following sections.

A simple equivalent circuit of a $p$-$n$ photodiode is given in Fig. 2.2 (b). If the parasitic capacitance $C_p$ and series resistance $R_s$ are negligible, then the RC-limited bandwidth can be given by

$$f_{RC} = \frac{1}{2\pi R_s C_d}$$  \hspace{1cm} (2.2)

$$C_d \propto \frac{A}{X_d}$$  \hspace{1cm} (2.3)
where $R_L$ is the load resistance, $C_d$ is the photodiode junction capacitance, $A$ is the area of the diode, $X_d$ is the depletion width of the junction, $N_p$ and $N_n$ are impurity concentration of $p$, $n$ region, $\Delta V$ is the reverse biased voltage applied to the photodiode, and $\phi_i$ is the junction potential across the $p$-$n$ junction. $\varepsilon_0$ is the dielectric constant in vacuum, $\varepsilon_i$ is the relative dielectric constant of the semiconductor, $k$ is the Boltzmann constant, $T$ is the absolute temperature in $K$, $q$ is the electronic charge, $N_i \approx 1.3 \times 10^{10} cm^{-3}$ is the intrinsic carrier density of silicon at $T$. It can be seen from equations (2.3), (2.4), shrinking the size of the diode, increasing the reverse bias voltage and lowering doping level lead to smaller $C_d$. But the smaller diode area generally means smaller window to the light incident and degrades the responsivity; reverse bias voltage is limited by breaking down voltage; changing doping level is not always available for integrated photodetectors such as in CMOS. Hence there are lot of trade offs in bandwidth optimization of the photodiodes.
For discrete photodetectors, $R_L$ is usually assumed to be 50 $\Omega$ because most of the RF test instruments used for device characterization are designed to have an input impedance of 50 $\Omega$. In photo receivers, the input impedance of the amplifier following the photodetector is often designed to be lower than 50 $\Omega$ to improve the circuit bandwidth.

**Noise** The photodetector not only produces the signal current $I_s$, but also noise. Shot noise and thermal noise are two dominant sources of noise in high-speed photodetectors. Shot noise current is the result of the photocurrent being composed of a large number of short pulses that are distributed randomly in time. Each pulse corresponds to an electron-hole pair created by a photon. With white noise approximation, its mean-square value turns out to be [41]

$$\overline{i^2_n} = 2qI \cdot BW_n$$  \hspace{1cm} (2.6)
where \( q \) is the electron charge, \( I \) is the signal current and \( BW_n \) is the bandwidth in which we measure the noise current\(^1\). The photodetector produces a small amount of current even when it is in total darkness. This so called *dark current*, depends on the junction area, temperature, and processing. It manifests itself as shot noise, contributes to the total system noise and gives random fluctuations about the average particle flow of the photocurrent [41]. Since most photodiodes are operated under reverse bias conditions, the dark current is usually quite small when compared to the that of the following transimpedance amplifier in operating condition\(^2\).

Thermal noise in photodetector is caused by the various resistances in diode’s equivalent circuit. Diode shunt resistance and series resistance both contribute to the thermal noise. If the diode is followed by an amplifier in a receiver circuit, then the input resistance of the amplifier and the amplifier’s noise also contribute to the thermal noise of the overall photo receiver.

Apart from these noise sources, there is also a contribution from the background radiation in the ambient where the detector is placed. Usually, the contribution of the amplifier dominates noise performance in a photo receiver at telecommunication wavelengths. Detailed noise analysis of the optic front end is presented in chapter 3, the transimpedance amplifier design.

### 2.3 Overview of High Speed Photodetectors

There are many different types of high speed photodetectors possible with the most appropriate kind of detector being determined by the different application. With architecture concerned, \( p-i-n \), Metal-Semiconductor-Metal (MSM), and Avalanche Photodiodes [44, 23] are generally referred to and are discussed below.

---

\(^1\) It is noted that avalanche photodiode has a much bigger noise current than that calculated from (2.6) because of the excess noise factor introduced by randomness of avalanche multiplication process [41].

\(^2\) This would be another case in the application of CMOS photodetector as APS (Active Pixel Sensor) at low frequency range.
2.3.1 \textit{p-i-n} Photodiode

A \textit{p-i-n} photodiode consists of a \textit{p-n} junction with a layer of intrinsic or lightly doped semiconductor sandwiched between the \textit{p} and \textit{n} layers. The intrinsic region has a small number of carriers and is easily depleted of any charge. Therefore, the depletion region is almost entirely contained in the intrinsic region. Fig. 2.3 shows a \textit{p-i-n} photodiode together with its electric field [25]. Light absorbed in the semiconductor produces electron-hole pairs, however, due to the substantial electric field in the depletion (intrinsic) region, pairs produced in the depletion region or within a diffusion length of it, will be separated by the electric field leading to current flow in the external circuit.

![Figure 2.3: p-i-n photodiode](image)

Very high speed and high sensitivity compound semiconductor \textit{p-i-n} photodiodes have been reported in literature. For example, a waveguide integrated \textit{p-i-n} photodiode (WG PIN PD) with a 3 dB bandwidth of > 40 GHz at 1550 \textit{nm} was demonstrated by Wang \textit{et al} [26]. In [27], 1550 \textit{nm} InP/GaInAs/InP \textit{p-i-n} photodiodes have been fabricated with speeds of up to 60 GHz. However, despite the high bandwidth and high sensitivity clearly achievable with compound semiconductors, there is an eagerness to produce silicon long wavelength photodetectors. This is, again, due to the low cost, large scale integration achievable with silicon. A possible means of extending the spectral response of silicon into the long wavelength region has been to use heterostructures composed of silicon (Si) and germanium (Ge). Many successful reports of \textit{p-i-n} SiGe/Si superlattice photodetectors have been made.
for wavelengths of 850-1300 nm. For instance, Temkin et al developed a 1300 nm GeSi/Si waveguide $p$-$i$-$n$ photodiode that operated at speed $> 1$ GHz and had an internal quantum efficiency of 40% [29], while Tashiro et al demonstrated a 10.5 GHz, 980 nm planar $p$-$i$-$n$ SiGe/Si diode with an external quantum efficiency of 25-29% [30].

### 2.3.2 MSM Photodiode

A MSM PD is comprised of back-to-back Schottky diodes that use an interdigitated electrode configuration on an undoped semiconductor layer, as shown in Fig. 2.4. When light with energy $h\nu > E_g$ is incident, the light that hits the semiconductor surface is absorbed and creates electron-hole pairs (EHS) within the active region, and then one set of electrodes acts as a cathode and the other as an anode. The holes drift toward the negative electrodes, and electrons travel to the positive electrodes under the influence of an electric field by an applied reverse bias voltage [32, 33].

The metal electrode fingers have finger width $w$ and are separated by a distance $s$. High photodiode quantum efficiency requires $s \gg w$, or low electrode shadowing as it is termed. Absorbed photons generate electron-hole pairs in the semiconductor, the holes drift with the applied electric field to the negative contacts while the electrons drift to the positive contacts forming a current ($i_{\text{phot}}$). The bandwidth of a MSM diode is similar to that of a $p$-$i$-$n$ detector in that it is both RC time constant and transit time limited.
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Figure 2.4: MSM photodiode cross section and top view

MSM photodiodes have simple, planar structures and can easily be fabricated with FET (field effect transistor) processes provided that the substrate is highly resistive or intrinsic epitaxy layer is available. They have also been shown to operate to very high speeds with bandwidths of 510 GHz on low temperature (LT) GaAs and 110 GHz on bulk silicon reported [34, 35]. The silicon photodiode, however, achieved this speed at very short wavelengths (400 nm) and at longer infrared wavelengths (800 nm) this speed became diffusion limited.

Although superior for its least complexity and high speed performance, MSM photodiodes are always associated with problems of quite low responsivity because of the reflection from the surface metals and semiconductor surface; the finite carrier lifetime as the carriers traverse the gap between the electrodes before being collected; absorption of incident light outside the region in which photogenerated carriers can be collected by the electrodes; and surface recombination currents and deep traps within the semiconductor material which may lower the detected optical signal. Furthermore, similar to p-i-n photodiode, it is not compatible with CMOS process.

2.3.3 Avalanche Photodiode

Avalanche photodiodes differ from p-i-n and MSM diodes in that they incorporate a high field region that multiplies the photocurrent through the avalanche generation
of additional electron-hole pairs. The operation of PIN diodes is based on the generation of one electron-hole pair for each photon entering the lattice. Avalanche photodiodes (APDs), on the other hand, the generated electrons and holes carry so much energy that they themselves can stimulate other electrons and holes, creating an avalanche effect.

APDs operate with controlled avalanche, that is, with a multiplication factor, M, of several hundred. Thus, each photon entering the device may create hundreds of electron-hole pairs, providing a large output current. Shown in Fig. 2.5 is the structure of a typical APD, consisting of a sandwich of n+, p, and i layers atop a p+ substrate. As in PIN diodes, the intrinsic region enables generation of electron-hole pairs. Grown as a very uniform and thin layer, the p region supports a high electric field to create avalanche.

Besides the internal gain and high responsivity, APDs suffer from “gain-bandwidth” trade off. That is, the higher the multiplication factor is, the longer the avalanche persists, limiting the changes of the current and the response to high frequency signal. Secondly, the reverse bias voltage applied to APDs must be controlled precisely so as to achieve avalanche while avoiding break down. Furthermore, it is incorporated with significant noise because of the noisy avalanche process [25].

Figure 2.5: Avalanche Photodiode
2.4 Overview of CMOS Photodetector

Since the invention of the integrated circuit, the electronics industry has been relentless in its quest to integrate the functions of the electronic systems onto single silicon chip. This process has generally resulted in both increased utility and decreased system costs, an outcome that tends to accelerate the trend [42]. CMOS technology has achieved the greatest success in this regard [43]. Aggressive scaling resulting from competition to follow Moore’s law has improved the integration density of CMOS transistors by more than 3 orders of magnitude in the last 30 years, moreover, advanced CMOS devices can now achieve cutoff frequencies comparable to that of III-V compound devices.

A CMOS monolithically integrated photo receiver is therefore desirable for use in short distance connection systems and optical sensing systems based on its low cost, low power consumption, high reliability and potential for large scale integration. Here monolithic integration is necessary because integrated photodiodes can be beneficial since the capacitance at the input node of the preamplifier circuit is greatly reduced due to the elimination of bonding wire parasitics.

It is not yet possible, however, to realize a high speed, high sensitivity photodetector in a production CMOS process without adding complexity to the process. Presently, no commercial silicon photo receiver uses an integral, monolithic detector, instead an external detector is hybridized to the receiver resulting in increased cost, and decreased bandwidth due to interconnection parasitics [44].

To address the challenge for implementing integrated photodetectors in silicon, first we rewrite the equation (2.1) here:

\[ \eta = \eta_i (1 - R) (1 - \frac{e^{-\alpha d}}{1 + \alpha L_n}) \]  \hspace{1cm} (2.7)

Two characteristic lengths associated with the problem are \( L_n \) and \( \alpha^{-1} \). For \( d \) on the order of \( \alpha^{-1} \), most of the carriers are collected rapidly by the depletion field, and diffusive transport can be made small. At moderate voltages, transport at saturation velocity is typical, and the cutoff frequency associated with such
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transport is proportional to $v_{\text{sat}}/d$, which easily scales to very high speeds. On the other hand, in reasonably undamaged silicon the minority carrier lifetime can be in the milliseconds range, and diffusion lengths of 100 nm or more are common. The cutoff frequency will scale as $\tau_n^{-1} = D_n/L_n^2$, and may be even in the kilohertz range. In a detector with a thin depletion region, diffusive transport will be a major fraction of the total current, making the device unsuitable for high-speed application.

![Figure 2.6: Silicon absorption length][44]

Fig. 2.6 shows the silicon absorption length against the light wavelength. With wavelength of 800 nm, the silicon absorption length is about 15 $\mu$m, while the depth of N-Well in a typical 0.35 $\mu$m CMOS is only 1.8 $\mu$m. From Fig. 2.1, it is clear that as an indirect gap material, silicon has a smaller optical absorption coefficient (thus longer absorption length) than the III-V compounds at the light wavelength above 800 nm. This has a great impact on silicon photodetector’s high frequency performance since lights with long wavelength penetrate deeper into silicon, thus causing unwanted diffusion current generated in the substrate. Consequently, it takes a long time for these carriers to reach the contact junctions. When light pulse impinges on the photodetector, the junction is intended to collect the early arriving drift carriers, as well as the delayed diffusion carriers. Sometimes, the delayed carriers are associated with previously received light pulses. This produces a slow
frequency gain effect that limits the cutoff frequency, while in time domain the impulse response has a long tail effect as shown in Fig. 2.7. Slow response times due to deferred carriers in the substrate are the major obstacle to high-speed fully integrated silicon-based receivers.

However, despite the difficulties mentioned, continuously emerging techniques and solutions have been proposed [42, 52, 65, 61, 58, 67, 49, 50, 51], for integrating high speed photodetector in CMOS:

- 1. **Screen the slow bulk carriers by buried layer or oxide layer**

Workers at IBM first proposed this technique in detail for a fully integrated receiver in an unmodified BiCMOS process [47, 48]. This report explicitly describes the role of the buried collector contact as a screening terminal to remove the slow photogenerated bulk carriers, as shown in Fig. 2.8 (a), (b). The amplifier was entirely CMOS-based. The active detector was formed between the n-well of the BiCMOS process and p regions in the n-well. The buried collector layer, which makes contact to the n-well, forms a parasitic junction to the substrate, to which most of the slowly diffusing carriers are collected and screened from the amplifier,
so that a high speed of response is obtained. Although the shallow nature of the 0.5 \( \mu m \) BiCMOS employed results in a low responsivity, their 75 \( \mu m \times 75 \mu m \) detector achieved a 3-dB bandwidth of 700 MHz at 850 nm. Performance could be improved by moving to shorter wavelengths as noted by authors. The stated goal of the work was not the highest possible speeds, but the most affordable overall data-link costs, which gave rise to their use of a large photodiode area and short wavelength operation.

Figure 2.8: (a) simplified cross section of SiGe BiCMOS realization of NMOS, PMOS, and \( n-p-n \) device. (b) photodiode in BiCMOS, where the N+ buried layer is utilized as screen terminal which blocks slow bulk carriers to high field region. (c) photodiode in CMOS SOI, where the insulator layer (i.e. oxide) acts as the screen terminal.

S.M. Csutak, B. Yang, et al. presented several interesting papers [49, 50, 51] which reported the monolithically integrated photodiode in CMOS SOI technology.
In [51], interdigitated silicon photodiodes fabricated on standard Silicon-On-Insulator substrates with area of 144 $\mu m^2$, 1 $\mu m \times 0.2 \mu m$ (finger width * finger spacing), and a 2-$\mu m$-thick active layer achieved a bandwidth of 8 GHz at 9 V with a peak efficiency of 12% at 850 nm. The devices with the same geometry fabricated on a 200-nm-thick active layer exhibited a 15-GHz bandwidth and 3% quantum efficiency for a reverse bias of 9 V. The simplified cross section of the SOI CMOS technology is shown as Fig. 2.8 (c). Here the screen terminal for the photodetector is the oxide layer which has a similar in function as N+ buried layer in BiCMOS process. In [52] the photodiodes implemented in commercial 130 nm CMOS technology with 2 $\mu m$ SOI substrate achieved -3 dB bandwidth of 8GHz with the optimized area of 50 $\mu m \times 50 \mu m$, finger width and spacing of 2 $\mu m \times 2 \mu m$, but under the reverse bias voltage as high as 28 V.

R. Swoboda, H. Zimmermann, et al. successfully integrated the photodiode together with Transimpedance Amplifier (TIA) and post processing circuits in BiCMOS for optical interconnections operating up to 5-Gb/s [53, 54, 55]. It used a p-type substrate, and the cathode was formed by a buried n+ layer on which a low-doped n- epitaxial layer with a thickness of about 15 $\mu m$ was grown. The doping concentration of this epi-layer is in the order of $10^{13} cm^{-3}$. A thin p+ junction sitting on top of the epitaxial layer, formed the anode of the photodiode. This vertical PIN photodiode with a thick intrinsic-layer, with moderate modification on BiCMOS process, can achieve a quantum efficiency of 74% at a wavelength of 670 nm and 50% at 850 nm.

Although the above mentioned photodiodes achieved even 15GHz bandwidth, they were fabricated in BiCMOS, or in CMOS SOI technology, which are similar, but potentially incompatible with commercial CMOS. T. K. Woodward in [42] reviewed the monolithically integrated photodetectors, and reported his own work of a photodiode in 0.35 $\mu m$ CMOS technology without any process modification. N-Well was used as the screen terminal in the same manner as the buried layer in [53, 54, 55], which was connected to a fixed potential while intrawell p-diffusion’s defined the active contact of the detector. The photodiode had a size of 16.54 $\mu m \times 16.54 \mu m$, and was employed in a photo receiver which worked at 1Gb/s, with a reverse bias of 9 V.
2. SML (Spatial Modulated Light), eliminating the long current tail effect by differential approach

The SML-detector is a fully-differential interdigitated structure that have junction regions that are alternatively exposed[57]. The exposed regions collect both the early and late carriers while the unexposed regions would collect only the diffusion carriers. In Fig. 2.9, the top view and the cross sectional view of the detector is shown. In the figure, the odd fingers are exposed to light while the even fingers are protected by a floating metal mask. In general, this approach is an attractive solution because it is compatible with standard CMOS process without any modification steps [58].

The problems associated with SML photodiodes are obvious. First, it has a low responsivity since only half of the optical light is detected; second, it requires current subtraction at the input to the Transimpedance amplifier, which complicates the circuits and increases the power consumption. However in case of a fully differential transimpedance amplifier following the SML photodiode, this would be beneficial because of its suppression of the noise.
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Figure 2.9: Modulated Spatial Light Photodiode in CMOS (a) top view of SML photodiode, the n+ active region are alternatively exposed by the floating shading of the Metal 2. Metal 1 collects the photogenerated currents from the shaded n+ regions and exposed ones. (b) cross section of SML photodiode. The p-substrate contact (anode of the photodiode) are not shown here, which is generally connected to a fixed potential. The difference of the two cathodes gives the output of the photodiode.

3. Using polysilicon as photodetector

In current MOS processes, polysilicon is used as a gate terminal for both NMOS and PMOS transistors. The lateral doping concentration of the polysilicon layer is high with the doping corresponding to the type of the MOS transistor. Using these two opposite types of poly layers, a p-n junction can be fabricated as a photodiode [59, 60, 61].

The carrier lifetime in polysilicon diode depends on recombination rates of holes and electrons and it is proportional to the concentration of recombination centers.
It is also inversely proportional to the grain size of polysilicon. In deep submicron CMOS technology, the grain size is on the order of several tens of nm, which causes the carrier lifetime to be very short. Since in this case the diffusion speed of carriers is mainly determined by their lifetime, the diffusion bandwidth will be far in the GHz range.

Although polysilicon photodiode is potentially faster than junction diode in CMOS process, it has a poor sensitivity to the light incident since a poly photodiode consist only of a small depletion region area plus the area outside this region proportional to a diffusion length of holes and electrons. The depth of the polysilicon in standard CMOS technology is about 0.2 µm and it also contributes to a poor responsivity of poly photodiode to vertical incident light.

2.5 Photodetector in AMS 0.35µm CMOS

2.5.1 Introduction and calculation

In order to achieve high-speed performance, such as that required for several GHz applications, whilst catering for the commercial AMS CMOS 0.35µm technology with no process modification, we have taken the approach mentioned previously of treating the n-well in standard CMOS process as a screening terminal to block the slow bulk carriers. SML-detector is an other potential candidate which also trades responsivity for speed, but it necessitates the differential system architecture, while in our optical front end system, stringent power consumption requirement prefers the single-ended implementation.

A sketch of the fabricated detector structure is shown in Fig. 2.10. The n-well in which the detector was made forms the active region that senses the incident light. The p+, n+ diffusion forms the anode and cathode of the photodiode, and are interdigitated with a separation width of s. The width w of p+ diffusion was chosen to have the smallest value based on the design rules in order to minimize the collection time of the photogenerated carriers, but trade offs exist since a smaller w leads to larger parasitic resistance of the p+ electrodes. The separation width, s, degrades speed because of the increased traveling time for the carriers
through depletion region, while smaller $s$ induces the risk of punch through with the high reverse bias voltage across the photodiode. Two versions of photodiodes with different values of $w$ and $s$ have been fabricated intending to find optimum values.

![Photodiode图](image)

Figure 2.10: Photodiode implemented in AMS C35 (a) top view of the interdigitated photodiode (b) crosssection of the photodiode.

The photodiode’s parasitic capacitance is determined by its size, in other words, by the length and strips of the $p+$, $n+$ diffused regions since the junction capacitance dominates in reverse bias condition. Assuming an input impedance of 50 $\Omega$ for the transimpedance amplifier and a -3 $dB$ bandwidth of 5 GHz, the parasitic
capacitance of the photodiode can not exceed:

\[
C_d = \frac{1}{2\pi R_L f} = \frac{1}{2\pi \times 50 \times 5 \cdot 10^9} = 0.64 \text{ pF}
\] (2.8)

To reserve some margin, the calculated capacitance should be smaller than 0.3 pF.

The junction capacitance \(C_d\) can be estimated as follows:

First the junction potential \(\phi_i\) across the p-n junction given by:

\[
\phi_i = \frac{kT}{q} \ln \left( \frac{N_n \cdot N_p}{N_i^2} \right)
\] (2.9)

where \(k\) is the Boltzmann constant, \(T\) is the absolute temperature, \(q\) is the electronic charge, \(N_p\) and \(N_n\) are impurity concentration of \(p, n\) region, \(N_i \approx 1.3 \times 10^{10} \text{ cm}^{-3}\) is the intrinsic carrier density of silicon at room temperature.

For AMS CMOS 0.35 \(\mu\text{m}\) technology, the \(p\) substrate effective doping level \(N_{\text{sub}}\) is \(212 \times 10^{15} \text{ cm}^{-3}\), \(n\)-well effective doping level \(N_{\text{well}}\) is \(101 \times 10^{15} \text{ cm}^{-3}\), the shallow junction \(p^+\) inside \(n\)-well has an impurity concentration \(N_p\) of \(3.3 \times 10^{19} \text{ cm}^{-3}\) [66, 67]. Since the desired photodiode \(^3\) is formed by the junction between \(p^+\) and \(n\)-well, \(N_p\) and \(N_n\) have the values of \(3.3 \times 10^{19} \text{ cm}^{-3}\), \(101 \times 10^{15} \text{ cm}^{-3}\).

\[
\phi_i = \frac{1.38 \cdot 10^{-23} \times 300}{1.6 \cdot 10^{-19}} \ln \left( \frac{101 \times 10^{15} \cdot 3.3 \times 10^{19}}{(1.3 \times 10^{10})^2} \right) = 0.96 \text{ V}
\] (2.10)

With the junction potential known, the total width of the depletion region of an applied reverse bias voltage \(\Delta V\) of 9 V can be derived from equation 2.4:

\(^3\)It is noted that the junction between \(n\)-well and \(p\) substrate forms another photodiode which gives a larger responsivity than the desired one. But this photodiode is not utilized in our application because of its slow frequency response.
where $x_n$ and $x_p$ are the junction depths from the metallurgical junction on the n-type material and p-type material respectively. $\varepsilon_0$ is the dielectric constant in vacuum ($8.85 \times 10^{-12} F/m$), $\varepsilon_i$ is the relative dielectric constant of the semiconductor, here 11.7 for silicon, $w_{d0}$ is the width of the depletion region with zero bias.

The capacitance of the reverse biased p-n junction is given by:

$$C_d = \varepsilon_0 \varepsilon_i \cdot \frac{A}{X_d} = \varepsilon_0 \varepsilon_i \cdot \frac{A}{w_{d0} \sqrt{1 + \frac{\Delta V}{\phi_i}}}$$

where $A$ is the junction area. Fig. 2.11 indicates that the junction capacitance is dependent on the reverse bias voltage. As shown, it is desirable to work at higher reverse bias voltage. However, the maximum reverse bias voltage is limited by the break down potential of the photodiode. Since higher doping level lowers the break down voltage [68], this makes the shallow junction based photodiode vulnerable.
Figure 2.11: Junction capacitance vs. reverse-bias voltage for the chosen CMOS technology (the effective area of the photodiode is 900 \( \mu m^2 \))

Referring to [66], the break down voltage across \( p^+ \) diff - n-well is only 9 V. Assuming a photodiode area of 30 \( \mu m \times 30 \mu m \) with reverse bias voltage of 9 V, the junction capacitance of the diode is:

\[
C_d = \varepsilon_0 \varepsilon_i \frac{A}{X_d} = 8.85 \times 10^{-12} \cdot 11.7 \cdot \frac{30 \times 10^{-6} \cdot 30 \times 10^{-6}}{0.36 \times 10^{-6}} \approx 0.26 \text{ pF}
\]

### 2.5.2 Simulation

The calculation result (0.26 \( \text{pF} \)) of the photodiode parasitic capacitance with a diode area of 30 \( \mu m \times 30 \mu m \) is quite close to our target of 0.3 \( \text{pF} \), and seems to be an optimal value. But it is still not accurate enough since only the area junction capacitance of the diode was included, while the side wall junction capacitance was ignored. In fact, the value of side wall junction capacitance depends heavily on the layout of the photodiode, and not convenient for hand calculation.
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For photodiode shaped with interdigitated $p^+$ and $n^+$ diffusion regions, it would be more convenient to build a diode model and extract the parasitic capacitances from the simulation results. The Cadence Analog Design Environment (ADE) provides the operating point analysis for CMOS transistors. We tried to model the photodiode parasitic capacitance with the bulk junction capacitance of a PMOS transistor (which takes both the area junction capacitance and the side wall junction capacitance into account).

The schematic for simulation is shown in Fig. 2.12. The source, gate, and bulk (n-well) of the PMOS are all connected together to a DC voltage of 9 V except only drain of it is grounded. It assures the operating condition of the drain-bulk junction identical to that of the reverse biased photodiode, and the gate does not effect the junction capacitance in this case for its same potential with the n-well.

![Figure 2.12: Schematic for simulation](image)

PMOS transistor’s diffusion extension width has a default value of 0.85 $\mu$m in AMS C35 and can not be changed, while the width $w$ of $p^+$ diffusion region in Fig. 2.10 is set to be 2.3 $\mu$m and 1.7 $\mu$m for the two versions of photodiode. So the simulation results of the extracted parasitic capacitance will be multiplied by the ratio of photodiode electrode width to PMOS transistor’s default diffusion extension width. In simulation file, the width of PMOS transistor is fixed as...
30 $\mu m$ based on the hand calculation result, and the number of finger is fixed to 1. The bias condition of 9 V is used to emulate the maximum voltage that can be applied across the photodiode. With the tool of result browser in Analog Design Environment, the drain to bulk junction capacitance of the PMOS transistor, $C_{jd}$, can be extracted.

Table 2.1 shows the extracted $C_{jd}$ of the PMOS transistor or with different width and different transistor model. The parasitic capacitances have smallest values in worse power model (cmoswp) and biggest ones in worse speed model (cmosws), which is in line with the concept that larger parasitic capacitance leads to slower frequency response. Here cmostm means CMOS typical means model.

<table>
<thead>
<tr>
<th>capacitance</th>
<th>10 $\mu m$</th>
<th>20 $\mu m$</th>
<th>30 $\mu m$</th>
<th>40 $\mu m$</th>
<th>50 $\mu m$</th>
<th>60 $\mu m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmostm</td>
<td>4.6</td>
<td>9.0</td>
<td>13.4</td>
<td>17.9</td>
<td>22.3</td>
<td>26.7</td>
</tr>
<tr>
<td>cmosws</td>
<td>5.2</td>
<td>10.1</td>
<td>15.1</td>
<td>20.0</td>
<td>24.9</td>
<td>30.0</td>
</tr>
<tr>
<td>cmoswp</td>
<td>4.1</td>
<td>7.9</td>
<td>11.8</td>
<td>15.7</td>
<td>19.6</td>
<td>23.5</td>
</tr>
</tbody>
</table>

Table 2.1: Extracted PMOS drain-bulk parasitic capacitance ($fF$)

The strip number $N_f$ in Fig. 2.10 is given by:

$$N_f = \frac{C_{target}}{C_{jd} \cdot r} = \frac{0.3 \, pf}{C_{jd} \cdot r}$$

(2.13)

where $r$ is the ratio of the width of the electrodes to the PMOS diffusion extension width in simulation. Table 2.2 shows the derived strip number $N_f$ of photodiodes with different strip width based on table 2.1. In practical design of the photodiode, the strips length and number have been finely tuned to make the layout of the photodiode have a square shape. The total parasitic capacitance of the photodiode in both versions has been kept close to 0.3 $pf$. The final strip numbers are 6 and 8 for version 1 and version 2. But both strip length are around 40 $\mu m$. 
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Table 2.2: Calculated strip numbers of photodiode based on the extracted $C_{jd}$

<table>
<thead>
<tr>
<th>strip nums</th>
<th>10$\mu$m</th>
<th>20$\mu$m</th>
<th>30$\mu$m</th>
<th>40$\mu$m</th>
<th>50$\mu$m</th>
<th>60$\mu$m</th>
</tr>
</thead>
<tbody>
<tr>
<td>ver 1</td>
<td>24</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>ver 2</td>
<td>33</td>
<td>17</td>
<td>11</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

2.5.3 Implementation

Based on previous hand calculations and simulation results, two versions of photodiode have been fabricated in AMS 0.35 $\mu$m CMOS process, which are shown in Fig. 2.13. In version 1, the width of the electrode ($p+$ diffusion) $w$ are chosen to be 2.3 $\mu$m, with separation distance between $p+$ diffusion and $n+$ diffusion $s$ of 1.7 $\mu$m. These values are quite conservative compared with the calculated depletion width of 0.36 $\mu$m, but it guarantees that the photodiode will not break down with the large reverse bias voltage. In version 2, $w$ and $s$ are shrunk to 1.7 $\mu$m and 0.8 $\mu$m, which is believed to improve the speed, and responsivity of the photodiode in some degree, since the carriers travel less distance and more strips fit in within the same area. But it is associated with the risk of Punch through under high reverse bias voltage. Punch through occurs when the depletion regions of two adjacent $p$-$n$ junction merge into a single one, the diode fails to function in this case.

Table 2.3: Comparison of the two fabricated photodiodes

<table>
<thead>
<tr>
<th>PD</th>
<th>$w$</th>
<th>$s$</th>
<th>strips</th>
<th>area</th>
<th>$C_{jd}$</th>
<th>note</th>
</tr>
</thead>
<tbody>
<tr>
<td>ver. 1</td>
<td>2.3 $\mu$m</td>
<td>1.7 $\mu$m</td>
<td>6</td>
<td>41$\mu$m × 42$\mu$m</td>
<td>integrated</td>
<td></td>
</tr>
<tr>
<td>ver. 2</td>
<td>1.7 $\mu$m</td>
<td>0.8 $\mu$m</td>
<td>8</td>
<td>36$\mu$m × 36$\mu$m</td>
<td>test chip only</td>
<td></td>
</tr>
</tbody>
</table>

More test chips of the photodiode would be beneficial for optimization of the photodiode’s performance, but it is limited by the fabrication cost and the available silicon space of the final tape out.
The layout of the photodiode test circuits are shown in Fig. 2.14. The test structures are shielded with top metal (Metal 4 in AMS C35) except the photodiode window to minimize the influences of the incident light on the circuit functional devices. Since photodiodes are to be measured at high frequency domain, G-S-G mode pads are adopted for the output of the photodiodes (p+ diffusion in Fig. 2.10), which give 50Ω impedance match to the testing instrument. There is no need of impedance match for the anodes (n+ diffusion’s in Fig. 2.10, which define the potential of n-well), because this port is connected to a fixed potential, i.e. DC 9 V for the reverse bias voltage across the photodiode. However, on-chip decoupling capacitors in parallel with the anode output are necessary to cancel the effects of parasitic inductance of the needle probe.
Figure 2.14: Photodiode test circuits for the two versions. Photodiode are zoomed in left-sided. G-S-G pads are used here for cathode outputs of the photodiodes which give 50 $\Omega$ impedance match to measurement setup; the anodes are taken out by normal analog pads, with 3 $pF$ on-chip decoupling capacitors.

With the slow photogenerated carriers from the substrate screened by n-well, the photodiode’s bandwidth is dominated by the transit time, which refers to the time taken by the carriers to drift across the high field depletion region. The transit time $\tau_{tr}$ is then described as:

$$\tau_{tr} = \frac{X_d}{v_s}$$

(2.14)

where $v_s$ are the carriers (electrons or holes) saturation velocity in silicon. As one applies an electric field to a semiconductor, the electrostatic force causes the carriers to first accelerate and then reach a constant average velocity, $v$, as the carriers scatter due to impurities and lattice vibrations. The velocity saturates at high electric fields reaching the saturation velocity. Generally, when the electrical field exceeds $10^5 V cm^{-1}$, both electrons and holes have a saturation velocity of about $10^7 cm/s$ at room temperature (300K) [69, 70].
Further we relate the transit time $\tau_r$ with the time constant $\tau_0$

$$\tau_r = \tau_0 \ln \frac{0.9}{0.1} \approx 2.2 \tau_0$$  \hspace{1cm} (2.15)

In AMS 0.35$\mu$m process, the n-well depth is 2.0 $\mu$m, the $p^+$ junction inside n-well is about 0.2 $\mu$m. The depletion width of the photodiode, with a reverse bias voltage $\Delta V$ of 9 V, can be derived from equation (2.4) as 0.36 $\mu$m.

The transit time dominated -3 $dB$ bandwidth of the photodiode then is:

$$f_{-3dB} = \frac{1}{2\pi \tau_0} = 0.34 \cdot 1/\tau_0 > 10 \text{GHz}$$

### 2.6 Measurement

#### 2.6.1 Laser source

Most of the high speed commercial laser diodes are found in applications for high volume, long haul optical communications. The emission light wavelength are generally around 1300 nm or 1500 nm for low loss and dispersion, and the output power is on the order of 100 mW. Typical product such as ML9XX37 single mode distributed feedback (DFB) laser diode from Mitsubishi Electric & Electronics, supports up to 40Gbps data rate within temperature range from 0 to 50 degree Celsius. Expensive butterfly package, incorporating thermal-electric cooler system and back facet monitor diode are employed to meet the stringent requirements for long haul communications.

On the other hand, the development of low cost sources with low power consumption hastens a new concept of laser, the VCSEL (Vertical Cavity Surface Emitting Laser). VCSELs are very well adapted to a great variety of fiber communication systems due to some inherent advantages of the structure over that of edge-emitting lasers, i.e., intrinsically low and circular divergence for the output beam; efficient coupling, the increase of positioning tolerances and high density of device integration resulting a sharp cost reduction since test, mounting, and assembling time represent
more than half of the cost of an optical source; lower power consumption as well as the possibility of operation over a wide range of temperature. Today VCSEL has found popular applications in short distance optical communication systems, partially because of its emission light wavelength of 850 nm which limits its application for long haul communications.

Two kinds of VCSEL diodes have been used for characterizations of the high speed photodiodes fabricated in AMS C35, HFE4080-32X-XBA and HFE6391-561, both from Honeywell (later taken over by AOC (Advanced Optical Components Ltd) ). HFE4080-32X-XBA is a high radiance VCSEL packaged on a TO-46 header with a metal can. It produces a circularly symmetric, narrow divergence light beam which is coupled into the industry standard ST fiber connector (Fig. 2.15). HFE4080-32X-XBA has an analog bandwidth of over 6GHz at a small signal sinusoidal modulation input, which suits our 5GHz photodiode test purpose. Another important feature for HFE4080-32X-XBA is its low drive current, the operating forward current is only 10 mA which makes direct drive possible and simplifies the test module. The important technical parameters of HFE4080-32X-XBA are listed in table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
<th>unit</th>
<th>test conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>output power</td>
<td>800</td>
<td>µW</td>
<td></td>
</tr>
<tr>
<td>threshold current</td>
<td>3.5</td>
<td>mA</td>
<td></td>
</tr>
<tr>
<td>slope efficiency</td>
<td>0.3</td>
<td>mW/mA</td>
<td>(I_F = 10)mA</td>
</tr>
<tr>
<td>forward voltage</td>
<td>1.75</td>
<td>V</td>
<td>(I_F = 10)mA</td>
</tr>
<tr>
<td>reverse breakdown voltage</td>
<td>10</td>
<td>V</td>
<td>(I_R = 10)µA</td>
</tr>
<tr>
<td>wavelength</td>
<td>850</td>
<td>nm</td>
<td>(I_F = 10)mA</td>
</tr>
<tr>
<td>rise and fall time</td>
<td>100</td>
<td>ps</td>
<td>T=25°C, 10-90%</td>
</tr>
<tr>
<td>analog bandwidth</td>
<td>6</td>
<td>GHz</td>
<td>(I_F = 10)mA</td>
</tr>
<tr>
<td>series resistance</td>
<td>30</td>
<td>Ω</td>
<td>DC</td>
</tr>
</tbody>
</table>

Table 2.4: Main performance parameters of HFE4080-32X-XBA

To drive the HFE4080-32X-XBA, a test board was made in the EEE department, University of Nottingham, which connects the cathode and anode of the laser
diode to 50Ω output impedance of high frequency signal generator. The picture of the test board is shown in Fig. 2.15. There is only one important device on the test board, the 50Ω transmission line which connects the anode of the laser to a standard SMA connector. The important technical parameters for the PCB manufacturing include the material (FR4), laminate thickness (1.6 mm) and the dielectric constant of FR4 (4.5). Modelled as a microstrip, the width of the transmission line can be calculated by the LineCal in ADS to be 2.8 mm when 50Ω impedance is expected.

Besides laser diode HFE4080-32X-XBA, another faster laser diode, HFE6391-561 from Advanced Optical Component Ltd., was also used as the high frequency modulated optical source in the photodiode characterizations and the optical receiver measurements. Compared with HFE4080-32X-XBA, HFE6391-561 has a larger bandwidth which supports data rate up to 10Gbps, and it consumes less DC current. Finally another important feature of HFE6391-561 is its flexible interface to the evaluation board (Fig. 2.16). Important technical parameters in the data sheet of HFE6391-561 are summarized in table 2.5.

Figure 2.15: Picture of the test board for laser diode HFE4080-32X-XBA

Figure 2.16: Picture of the evaluation board for laser diode HFE6391-561
### Table 2.5: Main performance parameters of HFE6391-561

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Test Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>output power</td>
<td>600</td>
<td>µW</td>
<td></td>
</tr>
<tr>
<td>threshold current</td>
<td>1</td>
<td>mA</td>
<td></td>
</tr>
<tr>
<td>slope efficiency</td>
<td>0.075</td>
<td>mW/mA</td>
<td>( I_F = 6.5)mA</td>
</tr>
<tr>
<td>forward voltage</td>
<td>1.8</td>
<td>V</td>
<td>( I_F = 6.5)mA</td>
</tr>
<tr>
<td>reverse breakdown voltage</td>
<td>10</td>
<td>V</td>
<td>( I_R = 10)µA</td>
</tr>
<tr>
<td>wavelength</td>
<td>840</td>
<td>nm</td>
<td>( I_F = 6.5)mA</td>
</tr>
<tr>
<td>rise and fall time</td>
<td>40</td>
<td>ps</td>
<td>T=25°C, 20-80%</td>
</tr>
<tr>
<td>Total series resistance</td>
<td>0.5</td>
<td>pF</td>
<td>forward biased</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>Ω</td>
<td>( I_F = 6.5)mA</td>
</tr>
</tbody>
</table>

#### 2.6.2 DC characterizations of PDs

As mentioned in section 2.4, two kinds of high speed photodiode were fabricated in AMS C35 process. Their DC performances were first characterized, i.e., dark current, I-V curve, responsivity etc. The setup of the DC measurement of the photodiodes is shown in Fig. 2.17. Two voltage sources (Keithley 230) were used to provide the DC bias of the DUT (photodiode) and the laser source (HFE4080-32X-XBA). For monitoring purpose, two current sources (Keithley 617) are connected in series with the voltage sources to make sure that the biasing conditions are in line with the specifications. The die micrograph of the photodiodes can be seen in Fig. 2.18.
Prior to the optical characterization for the photodiodes, I-V curves of the diodes were first derived from the DC test of the photodiodes as a functionality verification. For comparison, Fig. 2.19 shows the measured I-V curves of p+ nwell photodiode and nwell-sub photodiode. It is noted that the two versions of photodiode (namely, PD1 and PD2) give almost the same I-V curves as they have almost the same saturation $I_s$. 
The dark current of the two photodiodes were then measured with all the lights off in the measurement area (since these devices were measured on wafer, it is not applicable to totally shield the test chip by a black box because of the the probes, positioners, cables and fibres). With the reverse bias voltage varying from 1V to 5V, the dark current for the photodiodes change from 0.5 pA to 77 pA, as shown in table 2.6.

<table>
<thead>
<tr>
<th>PD version</th>
<th>1V</th>
<th>2V</th>
<th>3V</th>
<th>4V</th>
<th>5V</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD1 (42µm x 42µm)</td>
<td>0.5 pA</td>
<td>7 pA</td>
<td>12 pA</td>
<td>32 pA</td>
<td>77 pA</td>
</tr>
<tr>
<td>PD2 (36µm x 36µm)</td>
<td>0.3 pA</td>
<td>3 pA</td>
<td>9 pA</td>
<td>25 pA</td>
<td>65 pA</td>
</tr>
</tbody>
</table>

Table 2.6: Dark current of the photodiodes with different reverse biased voltage applied

Responsivity is an important specification for photodiodes. The 850 nm light generated from the laser source HFE4080-32X-XBA was coupled to 50 µm fibre with standard ST optical adapter while the other end of the fibre is flat cleaved.

Figure 2.19: I-V curves of the p+ nwell and nwell psub photodiode
for the convenience of alignment. Since the photodiodes fabricated on chip have square shapes with the size of $42\mu m \times 42\mu m$ and $36\mu m \times 36\mu m$ respectively, they can not be fully covered by the $50 \mu m$ fibre. Further more, some safety distance between the flat cleaved fibre and the die surface should be reserved, $50 \mu m$ was estimated in this measurement. The fibre used presents a NA (numerical angle) of 0.2. With these parameters, the coupling efficiency from the end of the flat cleaved fibre to the photodiode 1 (PD1, $42\mu m \times 42\mu m$) under test can be calculated as below

$$
\eta_1 = \frac{42\mu m \times 42\mu m}{\pi} \times \left(25\mu m + 50\mu m \times \tan \theta\right)^2
$$

$$
= 45\%
$$

where the $\tan \theta$ can be calculated to be 0.204 from NA of the fibre being equal to 0.2 ($\sin \theta = 0.2$). Similarly, the coupling efficiency of photodiode 2 (PD2, $36\mu m \times 36\mu m$) is

$$
\eta_2 = \frac{36\mu m \times 36\mu m}{\pi} \times \left(25\mu m + 50\mu m \times \tan \theta\right)^2
$$

$$
= 33\%
$$

For calibration purpose, first the optical output power from the flat cleaved end of the fibre was first measured by Anritsu ML9001A optical power meter. The output current from the photodiodes under test then were measured with Keithley current meter. The responsivity was calculated with the following equations

$$
\mathcal{R} = \frac{I_{PD}}{P_m} \cdot \frac{1}{\eta}
$$

(2.16)

where $I_{PD}$ denotes the output DC current from the photodiode; $P_m$ denotes the measured optical power at the end of the flat cleaved fibre; $\eta$ is the coupling efficiency from the end of the fibre to the photodiode, here equal to 45% and 33% for PD1 and PD2, respectively.
It can be seen from all three photodiodes’ response that with higher reverse biased voltage applied, better responsivity can be achieved. This is because when the reverse biased voltage across the photodiode increases, the depletion region expands correspondingly, resulting the increase of responsivity. For PD1, it gives a responsivity of 0.011 A/W at 1 V reverse biased voltage, and 0.016 A/W at 5 V reverse biased voltage; PD2 gives a responsivity of 0.013 A/W at 1 V reverse biased voltage, and 0.019 A/W at 5 V reverse biased voltage. As expected, the n-well psub photodiode demonstrates the best responsivity among the three, the responsivity is 0.30 A/W at 1 V reverse biased voltage, and 0.31 A/W at 5 V.

Figure 2.20: Responsivity of PD1 with different reverse biased voltage applied
Figure 2.21: Responsivity of PD2 with different reverse biased voltage applied

Figure 2.22: Responsivity of nwell-psub photodiode with different reverse biased voltage applied
2.6.3 High frequency characterizations of PDs

To characterize the high frequency performances of the photodiodes, the test set up was changed and it is shown in Fig. 2.23.

![Figure 2.23: Photodiode high frequency response measurement set up](image)

The frequency response of the two versions of photodiodes (PD1 and PD2) were measured with 10 Gbps laser source HFE6391-561. Anritsu VNA 3739D was used as the high frequency signal generator which drives the laser HFE6391-561 directly with RF power fixed at 3 dBm. A bias Tee was placed between the high frequency generator and laser source to give a DC bias, 6 mA in this case. The output from the laser diode was then coupled into a 50 $\mu$m fibre through an optical adapter. The alignment of the optical fibre to the photodiode on chip was controlled by a x-y-z three dimensional positioner. For high frequency measurement, the output of the photodiode (anode) needs to be terminated by 50 $\Omega$, hence a 50 $\Omega$ G-S-G probe made by cascade microtech was employed here, which features a pin separation of 100 $\mu m$. Similar to the biasing purpose of the laser source driving, another bias Tee was necessary at the anode of the photodiode. After the bias Tee, the signal was fed into another port of the VNA, as shown in Fig. 2.23. With this set up, the S11 parameters gives the input impedance variation of the laser diode from 50 $\Omega$ while S21 parameters then can be used to describe the frequency response of the photodiode.
The frequency responses of the photodiodes were measured under different bias voltage. Fig. 2.24 gives the typical frequency response of PD1 at a reverse biased voltage of 9 V. The output power measured from the photodiode has been normalized since we have no reference photodiode to characterize the power loss of the laser source. Anyway, we still can extract the speed performance (-3 dB bandwidth) of the photodiodes under test from the diagram of output power changes versus frequency sweep. It should be noted here, the curves in Fig. 2.24 was not de-embedded from the effects of laser source’s frequency response, although its bandwidth is up to 10 GHz as mentioned in its data sheet.

Figure 2.24: Frequency response of PD1 with reverse biased voltage of 9 V.

At very low reverse biased voltage (i.e., 1 V and 3 V), the output spectrum presents slowly dropping slope, which could not be solved by increasing the RF sweep power. This could be caused by the very thin depletion width of the photodiode, in this case, the slow diffusion photogenerated carriers dominates the current through the photodiode. Fig. 2.25 and Fig. 2.26 show the measured results of the frequency response of the two photodiodes under different reverse biased voltages. No clear bandwidth increase can be observed from the increase of the reverse biased voltage. This further proves that the bandwidth of the CMOS photodiode is not dominated by the traveling time through the depletion region, but by how
much of the slow diffusion carriers being blocked. If all the diffusion carriers are screened from the depletion region, the frequency response of the photodiode can be modeled by one pole (in transfer function) system, where the dominant pole is caused by the time constant of the carriers traveling across the depletion region. Finally it should be noted here, that because of the normalization on the output power, the curves do not reflect the responsivity changes to the reverse biased voltage. In fact, with reverse biased voltages increases from 7 V to 9 V, the measurement showed an output power increment by around 10 dB.

Figure 2.25: Frequency response of PD1 with reverse biased voltage of 7 V, 9 V and 10 V.
Figure 2.26: Frequency response of PD2 with reverse biased voltage of 7 V, 9 V and 10 V.

In Fig. 2.27, comparison of the frequency response between PD1 and PD2 was given. Here no normalizations were applied. With 3 dBm RF power from VNA 37397D to the laser source, and then the light being conducted through 50µm optical fibre and finally aligned to the photodiode on chip, around -70 dBm output power was measured at a reverse biased voltage of 9 V for both PD1 and PD2. Basically PD1 presents a -3 dB bandwidth of 4.5 GHz at a reverse biased voltage of 9 V, while PD2 presents a -3 dB bandwidth of 4.6 GHz.
Figure 2.27: Measured output power of both PD1 and PD2 at reverse biased voltage of 9 V, the RF input power is 3 dBm to laser source HFE6391-561.

In all the measured results, the outputs at high frequency (higher than 8 GHz) are relatively noisy, which is believed to be caused by the signal being immersed in the noise floor. Furthermore, in the frequency range from 40 MHz (which is the VNA’s lowest frequency limit) to around 500 MHz, the measured output was not stable and flat, compared to the response at frequency range from 500 MHz to around 8 GHz. The reason for this instability is still not clear, but one of the potential possibilities is the effect from the laser source, as mentioned earlier that its frequency response effect has not been deducted in all the measured results. The measured performances of the photodiodes are summarized in Table 2.7.

<table>
<thead>
<tr>
<th>parameter</th>
<th>PD1</th>
<th>PD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>$36\mu m \times 36\mu m$</td>
<td>$42\mu m \times 42\mu m$</td>
</tr>
<tr>
<td>dark current</td>
<td>$77\text{pA @ -5 V}$</td>
<td>$65\text{pA @ -5 V}$</td>
</tr>
<tr>
<td>responsivity</td>
<td>$0.016A/W @ -5 V$</td>
<td>$0.019A/W @ -5 V$</td>
</tr>
<tr>
<td>-3 dB bandwidth</td>
<td>$4.5\text{GHz @ -9 V}$</td>
<td>$4.6\text{GHz @ -9 V}$</td>
</tr>
</tbody>
</table>

Table 2.7: The measured performances of the photodiodes
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Transimpedance Amplifier

3.1 Introduction

In optical sensing systems, the generated current from photodiodes are generally small and most of the subsequent processing occurs in the voltage domain, thus it needs to be converted into voltage. A current to voltage converter is also called a transimpedance amplifier (TIA). The simplest circuit is a resistor which is added to the output node of the photodiode, as depicted in Fig. 3.1 (a). The small signal equivalent circuit is shown as Fig. 3.1 (b). This circuit provides a transimpedance gain of $R_L$, and a time constant of $R_L C_d$, where $R_L$ is the resistance of the resistor connected, $C_d$ is the parasitic capacitance of the photodiode. Modelling the thermal noise of $R_L$ as $I^2_n = 4kT/R_L$, we have the noise voltage $V^2_{n.out}$ at the output:

$$V^2_{n.out} = \int_0^\infty \frac{4kT}{R_L} \left| \frac{1}{j \cdot 2\pi f \cdot C_d} \right|^2 d f$$

(3.1)

$$= \int_0^\infty \frac{4kT}{R_L} \frac{R_L^2}{R_L^2 C_d^2 \cdot 4\pi^2 f^2 + 1} d f$$

(3.2)
Noting that
\[
\int \frac{1}{1+u^2} = \tan^{-1}u
\]  
(3.3)
we can write
\[
\frac{V_{n,\text{out}}^2}{2} = \frac{2kT}{\pi C_d} \tan^{-1}u \bigg|_0^\infty
\]  
\[
= \frac{kT}{C_d}
\]
(3.4)
This equation reveals that the total integrated noise is independent of $R_L$. It is because, as $R_L$ increases, the increment of the transimpedance gain cancels the effect of the degradation of $I_{n}^2$, resulting in a constant $V_{n,\text{out}}^2$. For a fair comparison of different designs [71], the noise is always referred to the input so that it does not depend on the gain\(^1\). Since the circuit of Fig. 3.1 (a) has a transimpedance gain of $R_L$, its total input-referred noise current is equal to
\[
\frac{I_{n,\text{in}}^2}{2} = \frac{V_{n,\text{out}}^2}{R_L^2}
\]  
\[
= \frac{kT}{R_L^2 C_d}
\]
(3.5)  
(3.6)
indicating that $R_L$ must be maximized. However remember that the bandwidth of the circuit is related to the time constant $R_L C_d$ as
\[
f_{-3dB} = \frac{1}{2\pi R_L C_d}
\]
(3.7)
\(^1\)Input-referred noise is defined as the value that, if applied to the input of the equivalent noiseless circuit, produces an output noise equal to that of the original, noisy circuit.
The fundamental trade-offs expressed by equations (3.6) and (3.7) suggest that the diode/resistor network of Fig. 3.1 is ill-suited to high-performance applications, and other circuit topologies, named as TIAs, must be used in optical front end to relax these constraints.

![Diagram of optical front end](image)

Figure 3.1: Simple resistive optical front end

### 3.2 Overview of the Transimpedance Amplifier

The strong trade-off between the bandwidth and sensitivity of a front-end with a simple resistor makes it impractical for many applications. The effective input resistance of the front-end can be reduced significantly by adding an active component to the design, resulting a transimpedance architecture. A Transimpedance Amplifier (TIA) is an analog front-end with reduced input impedance and a relatively high current-to-voltage gain. The addition of active components, like transistors, will add to the noise. However, with a careful design, low noise, high gain and high bandwidth TIAs can be achieved. Detailed analysis of TIAs are covered in numerous publications [72, 73, 74, 75, 76, 77, 78]. For TIAs, like any other
Noise  The noise performance of TIA is generally quoted as the input-referred noise current, $I_{n,in}$, which determines the minimum input current that yields a recognizable output voltage. The stringent TIA noise requirements limit the choice of circuit topologies and in particular the number of devices in the signal path. As will be seen throughout this chapter, the problem of noise becomes more severe when applications come to high frequency range.

**Bandwidth** The bandwidth of TIA refers to the frequency at which the transimpedance gain of the amplifier drops by 3 dB. The challenges of design of broadband TIA’s differ from that of narrow band amplifier design used in lots of wireless communication systems. The later requires a good impedance match and a high gain for only a narrow band, whereas the former demands a high, flat gain over a wide frequency range, and there are always trade-offs between the gain and the bandwidth of the amplifier if it is power constrained.

**Gain** A transimpedance amplifier converts an input current, $I_{in}$, to an output voltage, $V_{out}$. The circuit is characterized by a ”transimpedance gain”, defined as $R_T = \partial V_{out} / \partial I_{in}$. For example, a gain of 1 kΩ means the TIA produces a 1-mV change in the output in response to a 1-µA changing in the input. High gain TIA design is always desirable for high speed applications due to the signal loss in optical communication or sensing systems and the low responsivity of the photodetector.

**Input and Output Impedance** In order to isolate the photodiode capacitance from the TIA, the input impedance of the TIA is normally designed to be as small as possible, whereas an output impedance of 50-Ω is generally required for a stand-alone TIA over the entire interested frequency range in order to match the subsequent stage or the test equipment. A $S_{22}$ of lower than -10dB is acceptable in most cases.

**Power Consumption** Most of the high speed optical receivers have a larger power consumption compared to that of the Intermediate-Frequency (IF) analog circuits because of the large bandwidth required. But the power consumption of the TIA
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is limited by the system specification, particularly when it is integrated with other functional circuits.

The stringent gain-bandwidth and noise-bandwidth trade-offs prohibit complex configurations that introduce many devices in the signal path, constraining TIA circuits to primarily two topologies: open-loop (common-gate/base) stages and current-feedback (shunt-shunt) feedback amplifiers.

3.2.1 Common-Gate TIA

An amplifier stage that exhibits a low input impedance is the common-gate (CG) (for field-effect devices) or common-base (CB) (for bipolar devices) topology. A common-gate stage transimpedance amplifier is shown in Fig. 3.2 (a). Neglecting second-order effects in the transistors, it is well known that the input resistance is approximately equal to $1/g_m$, where $g_m$ denotes the transconductance of the input transistor. In fact, it ignores the load effect, below a detailed analysis of the common-gate stage performances as a transimpedance amplifier is given. Excluding body effect ($g_{mb}$) and assume $I_B$ is an idea current source, the small-signal equivalent circuit of the CG stage is shown in Fig. 3.2(b).

**Transimpedance gain** Since all of $I_{in}$ flows through $R_D$ the transimpedance gain is

$$R_T = R_D \quad (3.8)$$
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Figure 3.2: Common-gate stage (a) schematic (b) small-signal equivalent circuit.

**Input impedance** To obtain the input resistance, which is equal to \(-V_1/I_{in}\), we recognize that the current through \(r_o\) is equal to \((I_{in} + g_m V_1)\). Adding the voltage drops across \(r_o\) and \(R_D\), equating the result to \(-V_1\), we have

\[
(I_{in} + g_m V_1)r_o + I_{in}R_D = -V_1
\]

(3.9)

Thus,

\[
R_{in} = \frac{-V_1}{I_{in}} = \frac{r_o + R_D}{1 + g_m r_o}
\]

(3.10)

(3.11)

Since typically, \(g_m r_o \gg 1\),

\[
R_{in} = \frac{1}{g_m} + \frac{R_D}{g_m r_o}
\]

(3.12)
CHAPTER 3. TRANSIMPEDEANCE AMPLIFIER

The second term in equation (3.12) indicates that the input resistance of the common-gate stage depends on load resistance $R_D$. Only when $R_D \ll r_o$, $R_{in}$ can be simply equal to $1/g_m$. With short-channel devices, on the other hand, this may not be the case.

**Bandwidth** With input resistance known, it is easy to derive the -3 dB bandwidth

$$f_{-3dB} = \frac{1}{2\pi R_{in} C_D}$$

$$\approx \frac{g_m}{2\pi C_D} \quad (3.13)$$

where $C_D$ denotes the total capacitance at the input node, including the photodiode capacitance and the gate-source capacitance of M1. In a typical design, the magnitude of input pole, $g_m/C_D$, is smaller than that of the output pole, $(R_D C_{out})^{-1}$, since the photodiode capacitance is quite large (ranging from a few hundred fF to several pF depending on applications). Therefore the frequency response is usually determined by the input.

**Noise** In order to find out the noise performance of the CG stage, Fig. 3.3(a) depicts a more realistic implementation, with M2 operating as the bias current source. Adding the noise source as in Fig. 3.3(b) and neglecting channel-length modulation and body effects ($r_o = \infty$ and $g_{mb} = 0$) for simplicity, we compute the output noise current by superposition that from each noise sources. All $I_{2n,M2}$ flows through $R_D$, generating an output noise of $R_D^2 I_{2n,M2}^2$; $I_{2n,M1}$ do not contribute to the output because it consists a circuit loop with M1, based on Kirchhoff’s law, the current through $R_D$ equals to that through M2, which means $I_{2n,M1}^2$ does not appear at the output; Finally all of $I_{2n,RD}^2$ flows through $R_D$ since we have assumed the output resistance of M1, $r_o$, is infinite. It follows that the output noise voltage is

$$\overline{V_{n,\text{out}}^2} = (I_{2n,M2}^2 + I_{2n,RD}^2) R_D^2$$

$$= 4kT(\gamma g_{m2} + \frac{1}{R_D})R_D^2 \quad (3.14)$$

$$= 4kT(\gamma g_{m2} + \frac{1}{R_D})R_D^2 \quad (3.15)$$
Dividing this quantity by the transimpedance gain yields the input-referred noise current:

\[ I_{n,\text{in}}^2 = 4kT(\gamma g_{m2} + \frac{1}{R_D}) \]  
(3.16)

\[ = I_{n,M2}^2 + I_{n,RD}^2 \]  
(3.17)

Figure 3.3: (a) Common-gate stage with bias current source (b) equivalent circuit with noise sources.

Equation (3.17) suggests that the noise currents of M2 and \( R_D \) are referred to the input with a unity factor. This is the principal drawback of common-gate TIAs. Also there are trade-offs between \( I_{n,M2}^2 \) and \( I_{n,RD}^2 \). This is because for a fixed biased current for the common gate stage, we need to maximize the \( V_{dsat} \) of the M2 to make \( g_{m2} \) smaller, while this means \( R_D \) must be decreased since
the headroom for $R_D$ is shrunk by increase of $V_{dsat}$. Finally, the decrease of $R_D$ introduces more noise current to the output.

### 3.2.2 Regulated Cascode TIA

The CG input configuration relaxes the effect of large input parasitic capacitance on the bandwidth of the front-end. However, generally $g_m$ of MOS transistors are limited by the constraints of power consumption and the Common gate input stage cannot totally isolate the parasitic capacitance. Moreover, this small $g_m$ deteriorates the noise performance of the amplifier. A regulated cascode (RGC) configuration mitigates these issues and is found to be used in some TIA designs [76, 77, 78]. The RGC input mechanism enhances the effective transconductance significantly. As a result, the input node of the amplifier can sit at virtual ground and higher bandwidths are feasible.

Fig. 3.4 shows the schematic diagram of the RGC circuit. The optically generated current is converted to be a voltage at the drain of M2. The M1/Rb stage operates as a local feedback and thus reduces the input impedance by the amount of its own voltage gain.

**Transimpedance gain** the transimpedance gain of a RGC stage in Fig. 3.4 is $R_1$.

**Input impedance** the input impedance of the RGC circuit can be approximated by

$$R_{in} \approx \frac{1}{g_{m2}(1 + g_{m1}R_b)}$$

(3.18)
Clearly the input impedance is \((1 + g_{m1}R_b)\) times smaller than the CG configuration. However, the pole in the local feedback stage inherently produces a zero in the transfer function of the system, causing a peaking in the frequency response at the frequency of \(1/[2\pi R_b(C_{gs2} + C_{db1})]\). In order to avoid this peaking and stability concerns, either the resistance \(R_b\) or the gate width of \(M2\) should be reduced. Reducing \(R_b\) decreases the input transconductance \(G_m\) almost linearly. In this case, in order to obtain the same \((1 + g_{m1}R_b)\), the drain bias current of \(M1\) needs to be increased, thus resulting in larger power consumption. Reducing the width of transistor \(M2\) decreases \(G_m\) more slowly. However, it may lead to the increase of the channel thermal noise contribution from \(M2\) due to smaller \(g_{m2}\). Generally in RGC TIAs a second stage voltage amplifier usually follows this first stage RGC, to boost gain.

\(\text{in first order approximation, the thermal noise of } M1 \text{ does not contribute to the noise of the system, but it does when } C_{gs2} \text{ and } C_{gd1} \text{ are taken into account. Further analysis can be found in section 3.3.3.}\)
**Bandwidth and noise** The bandwidth and noise performance of RGC stage will be analyzed in detail in section 3.3.3. Similar to CG topology the noise of bias resistor and gain resistor directly contribute to the total noise of the TIA. However, the enhanced input transconductance reduces the high-frequency noise contribution from transistor M2, and the trade-off between the noise and bandwidth is inevitable in some cases.

### 3.2.3 Shunt-Shunt Feedback TIA

Besides common-gate circuits, the most common TIA configuration is the “voltage-current” or “shunt-shunt” feedback topology, where a negative feedback network senses the voltage at the output and returns a proportional current to the input. This type of feedback is chosen because it lowers both the input impedance—thus increasing the input pole magnitude and allowing the amplifier to absorb the big photodiode capacitance—thereby yielding better drive capability.

A typical simplified topology of a shunt-shunt feedback transimpedance amplifier is shown in Fig. 3.5 (a), where $R_F$ provides feedback around a voltage amplifier. It is assumed the core amplifier exhibits an open loop DC gain of $A_0$, and a single pole $\omega_0$, therefore its transfer function is given by

$$A(s) = \frac{A_0}{1 + s/\omega_0}$$ \hspace{1cm} (3.19)

Assume the open loop DC gain of the core amplifier, $A_0 \gg 1$, we have the transimpedance gain $Z_T$ of the feedback TIA

$$\frac{V_{out}}{I_{in}} = \frac{A(s)R_F}{A(s) + 1 + R_FC_Ds}$$

$$= \frac{A_0R_F}{\frac{R_FC_D}{\omega_0}s^2 + \left(1 + \frac{1}{\omega_0}\right)s + A_0 + 1}$$ \hspace{1cm} (3.20)
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Figure 3.5: Shunt-shunt Feedback TIA (a) the simplified schematic with a feedback resistor (b) the equivalent circuit of (a) with noise sources added

Input impedance from the principle of feedback system [80], the input of the shunt-shunt feedback amplifier and the photodiode can be approximated as\(^3\):

\[
Z_{\text{in}} = \frac{R_F}{A_0} \parallel \frac{1}{sC_D} \tag{3.21}
\]

Transimpedance and bandwidth In order to quantitize the bandwidth of feedback TIA, we examine equation (3.20) for two cases. First, suppose the second pole of the closed-loop system is much higher in magnitude than the first one (named as \(\omega_{p1}\) and \(\omega_{p2}\) respectively). Noting that

\[
\left( \frac{s}{\omega_{p1}} + 1 \right) \left( \frac{s}{\omega_{p2}} + 1 \right) = \frac{s^2}{\omega_{p1}\omega_{p2}} + (\frac{1}{\omega_{p1}} + \frac{1}{\omega_{p2}})s + 1 \tag{3.22}
\]

and \(\frac{1}{\omega_{p1}} + \frac{1}{\omega_{p2}} \approx \frac{1}{\omega_{p1}}\) if \(\omega_{p2} \gg \omega_{p1}\), we have

\[
\omega_{p1} \approx \frac{A_0 + 1}{R_F CD + \frac{1}{\omega_0}} \approx \frac{A_0}{R_F CD + \frac{1}{\omega_0}} \tag{3.23}
\]

the second pole is obtained by recognizing that \((\omega_{p1}\omega_{p2})^{-1} = R_F C_D / [(A_0 + 1)\omega_0]\).

\(^3\)The input impedance of the core amplifier and the load effect of the feedback resistor on it are ignored here.
\[ \omega_p^2 \approx \omega_0 + \frac{1}{R_F C_D} \] (3.24)

thus the second pole is equal to the sum of the open-loop poles of the circuit (so long as the assumption \( \omega_p^2 \gg \omega_p^1 \) remain valid). Here if we assume the core amplifier is an ideal one (which means \( \omega_0 = \infty, A_0 \gg 1 \)), we have \( \omega_p^1 \approx A_0 / R_F C_D \), \( \omega_p^2 \approx \infty \), which is as expected since the shunt-shunt feedback TIA has an input impedance of \( R_F / A_0 \).

With the assumption of \( \omega_p^2 \gg \omega_p^1 \), it means

\[ \omega_0 + \frac{1}{R_F C_D} \gg \frac{A_0 + 1}{R_F C_D + \frac{1}{\omega_0}} \] (3.25)

and hence

\[ (R_F C_D \omega_0 + 1)^2 \gg R_F C_D \omega_0 (A_0 + 1) \] (3.26)

If \( \omega_0 \gg (R_F C_D)^{-1} \), then \( R_F C_D \omega_0 + 1 \approx R_F C_D \omega_0 \), and

\[ \omega_0 \gg \frac{A_0 + 1}{R_F C_D} \] (3.27)

In other words, the open-loop pole of the amplifier must be much higher than the pole resulting from \( R_F \) and \( C_D \). In practice, the above condition may not hold. In this case the transfer function can be treated as a typical second-order system. To ensure a well-behaved time response, the system is preferred to have a critically-damped behavior. In a basic control theory, if the denominator of a second-order transfer function is expressed as \( s^2 + 2\zeta \omega_n s + \omega_n^2 \), then \( \zeta \), the “damping factor”, must be equal to \( \sqrt{2}/2 \) for critical damping. If \( \zeta < \sqrt{2}/2 \), then the step response exhibits ringing, or even causes stability problem. If \( \zeta > \sqrt{2}/2 \), the response is “over damping”, slowing the system speed. Rewriting equation (3.20), we have

\[ \frac{V_{out}}{I_{in}} = -\frac{A_0 \omega_0 / C_D}{s^2 + \frac{R_F C_D + 1/\omega_0}{R_F C_D / \omega_0} s + \frac{(A_0 + 1) \omega_0}{R_F C_D}} \] (3.28)
concluding that $\omega_n^2 = (A_0 + 1)\omega_0/(R_F C_D)$ and hence

$$\zeta = \frac{1}{2} \frac{R_F C_D \omega_0 + 1}{\sqrt{(1 + A_0)R_F C_D \omega_0}}$$  \hspace{1cm} (3.29)$$

If $\zeta = \sqrt{2}/2$, then

$$(R_F C_D \omega_0 + 1)^2 - 2A_0 R_F C_D \omega_0 + 1 = 0$$  \hspace{1cm} (3.30)$$

and

$$\omega_0 = \frac{A_0 \pm \sqrt{A_0^2 - 1}}{R_F C_D}$$  \hspace{1cm} (3.31)$$

Recognizing that only the sum gives a valid solution and noting that $A_0 \gg 1$, we obtain

$$\omega_0 \approx \frac{2A_0}{R_F C_D}$$  \hspace{1cm} (3.32)$$

Thus, the -3-dB bandwidth of the core amplifier must be chosen equal to twice the closed-loop bandwidth of the ideal TIA ($A_0/(2\pi R_F C_D)$) to ensure a critically-damped response. Intuitively, we expect that as $\omega_0$ exceeds this value, the feedback becomes overdamped, a trend indeed observed in equation (3.29). Conversely, if $\omega_0 < 2A_0/(R_F C_D)$, then the TIA suffers from the potential instability.

With above condition for critical damping, the other parameters of the circuit can be determined. In particular, we have

$$\omega_n = \sqrt{(A_0 + 1)\omega_0/R_F C_D}$$  \hspace{1cm} (3.33)$$

$$\approx \frac{\sqrt{2}A_0}{R_F C_D}$$  \hspace{1cm} (3.34)$$
More importantly, the -3 dB bandwidth of the TIA is obtained by setting the magnitude of (3.28) to $\sqrt{2}/2$ times its low-frequency value. Writing (3.28) in a more general form,

$$\frac{V_{out}}{I_{in}} = -\frac{R_0 \omega_n^2}{s^2 + 2\zeta \omega_n + \omega_n^2}$$ (3.35)

where $R_0$ is the low frequency transimpedance gain of the shunt-shunt feedback TIA:

$$R_0 = \frac{A_0}{(A_0 + 1)} R_F$$ (3.36)

Further we have

$$\frac{R_0 \omega_n^2}{-\omega_n^2 - 2\zeta \omega_n \omega_{-3dB} + \omega_n^2} = \frac{\sqrt{2}}{2} R_0$$ (3.37)

That is

$$(\omega_n^2 - \omega_{-3dB}^2)^2 + 4\zeta^2 \omega_n^2 \omega_{-3dB}^2 = 2\omega_n^4$$ (3.38)

which, along with $\zeta = \sqrt{2}/2$, yields

$$\omega_{-3dB} = \omega_n$$ (3.39)

Thus, the -3-dB bandwidth of the second-order TIA is equal to

$$f_{-3dB} = \frac{1}{2\pi} \frac{\sqrt{2}A_0}{R_F C_D}$$ (3.40)

Plotted in Fig. 3.6 is the -3-dB bandwidth of the shunt-shunt feedback TIA as a function of $\omega_0$, say, the -3-dB bandwidth of the core amplifier. The maximum TIA bandwidth is achieved at a critical-damped response, which is alternatively expressed as $\omega_0 \approx \sqrt{2}A_0/R_F C_D$. 
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Figure 3.6: Shunt-shunt Feedback TIA bandwidth

Noise It is also instructive to examine the noise behavior of the circuit. Modelling the input referred noise of the amplifier by a voltage source $V_{n,A}$ and neglecting its input noise current\footnote{Note that only when the input impedance of the core amplifier is much higher than that of the source we can ignore the input equivalent noise current, here the input impedance of the core amplifier is assumed to be much larger than that of $R_F$ and $C_D$ in not very high frequencies.}, we arrive at the equivalent circuit shown in Fig. 3.5(b). Since $V_x = V_{n,\text{out}}/(-A) + V_{n,A}$, we have

\begin{align*}
(V_{n,\text{out}} + \frac{V_{n,\text{out}}}{A} - V_{n,A} - V_{n,RF}) \frac{1}{R_F} &= (\frac{V_{n,\text{out}}}{A} + V_{n,A})C_Ds \quad (3.41)
\end{align*}

Note that the two noise sources ($V_{n,RF}^2$ and $V_{n,A}^2$) are uncorrelated, we must compute the total noise by superposition in rms, which can be solved as

\begin{align*}
\overline{V_{n,\text{out}}^2} &= (\frac{1}{1+R_FC_Ds/A})^2\overline{V_{n,RF}^2} + (\frac{1+R_FC_Ds}{1+R_FC_Ds/A})^2\overline{V_{n,A}^2} \quad (3.42)
\end{align*}

where it is assumed $A \gg 1$. From equation (3.42), if $C_D = 0$, then $\overline{V_{n,\text{out}}^2} = \overline{V_{n,RF}^2}$, yielding an input noise current (per unit bandwidth) of
\[ I_{n,\text{in}}^2 = \frac{V_{n,\text{in}}^2 + V_{n,A}^2}{R_F^2} \]  
\[ = \frac{4kT}{R_F} + \frac{V_{n,A}^2}{R_F^2} \]  

Thus, the noise of \( R_F \) is directly referred to the input, and the noise voltage of the amplifier is divided by \( R_F \). While the first term of equation (3.44) may appear to play the same role as the term \( 4kT/R_D \) in equation (3.16) for the common-gate structure, the critical difference is that in the topology of shunt-shunt feedback, \( R_F \) needs not carry a bias current and its value does not limit the voltage headroom. Also, if \( R_F \) is large, the second term in equation (3.44) may be much smaller than the contribution from the bias current source in CG circuits. In the other extreme case, if \( C_D \) or \( s \) approach infinity, consequently, (3.42) approaches \( A^2V_{n,A}^2 \). This is because \( C_D \) provides a low impedance from node \( X \) in Fig. 3.5 (b) to ground, allowing \( V_{n,A} \) to be amplified by \( A \).

### 3.2.4 Calculations on a typical feedback TIA

To quantize the noise \( V_{n,A}^2 \) contributed by the core amplifier, a typical implementation of the feedback TIA with the core amplifier consisting of a common source NMOS transistor is analyzed. The circuit is shown in Fig. 3.7, where M1 is the amplification core with feedback resistor \( R_F \) to lower the input impedance, \( R_D \) is the load resistor. This configuration is also a broadband amplifier and it finds popular applications in UWB, optical communications and other broad band systems. Possible variations are cascode topology and that with a source follower added between the output and the feedback resistor.
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Figure 3.7: Implementation of feedback TIA

Figure 3.8: Equivalent small signal circuit of feedback TIA in Fig. 3.7 for calculating (a) input impedance (b) output impedance.

**Input and output impedance** To characterize the input impedance, output impedance of the TIA, the equivalent small signal circuit are shown in Fig. 3.8. In Fig. 3.8 (a), a voltage source $V_X$ is applied to the input of the TIA for calculating input impedance. Based on Kirchhoff law (KCL), we have:

\[
\begin{align*}
V_{out} &= (I_X - g_m V_X)R_D \\
V_X &= V_{out} + R_F I_X
\end{align*}
\]  

(3.45)
Thus, the input impedance $R_{in}$ is

$$R_{in} = \frac{V_X}{I_X}$$

(3.46)

$$= \frac{R_F + R_D}{1 + g_m R_D}$$

(3.47)

To calculate the output impedance, the small equivalent circuit is shown in Fig. 3.8 (b), where the input of the TIA is left as open circuit because the input to a TIA is typically modeled as a current source. In this case the $R_F$ does not effect the output impedance, we have

$$V_X = (I_X - \frac{V_X}{R_F})R_D$$

(3.48)

thus

$$R_{out} = \frac{V_X}{I_X}$$

$$= R_D \parallel (1/g_m)$$

(3.49)

\footnote{It should be noted here that practically the photodiode is modeled as a parallel circuit of a current source and a parasitic capacitance. Here for simplicity we only calculate the input and output impedance of the TIA at low frequency, where the parasitic capacitance has been ignored. The high frequency analysis can be found in the section of TIA implementation.}
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Figure 3.9: Equivalent small signal circuit of feedback amplifier in Fig. 3.7 for calculating (a) transimpedance gain as a TIA (b) voltage gain as a broadband amplifier

Transimpedance gain  The transimpedance gain, $R_T$ can be derived from the equivalent small signal circuit in Fig. 3.9(a). This is similar to the calculation of the input impedance, from Kirchhoff law, we have

$$
\begin{align*}
V_{in} &= V_{out} + I_{in}R_F \\
V_{out} &= R_D(I_{in} - g_mV_{in})
\end{align*}
$$

(3.50)

then

$$
R_T = \frac{V_{out}}{I_{in}} = \frac{R_D(g_mR_F - 1)}{1 + g_mR_D}
$$

(3.51)

Voltage gain  It is also instructive to compute the input, output impedance and the voltage gain of the circuit in Fig. 3.7 as a broadband amplifier instead of a TIA. First, it is easy to find that the input impedance $R_{in}$ is the same as in equation (3.47). For output impedance calculation, the only difference between broadband amplifier and TIA is the termination of the input node in Fig. 3.8(b), which is typically terminated by 50Ω source for the case of broadband amplifier and open for the case of TIA. If $R_F$ is much bigger than 50Ω, the output impedance for a broadband amplifier is given by
\( R_{\text{out}} = R_D \parallel R_F \)  

(3.52)

The transimpedance gain of the broadband amplifier is computed from the schematic in Fig. 3.9 (b). Note that \( I_s = (V_s - V_{\text{out}})/R_F \), we have

\[
\frac{V_s - V_{\text{out}}}{R_F} - g_m V_s = \frac{V_{\text{out}}}{R_D} \quad (3.53)
\]

then the voltage gain of the broadband amplifier is

\[
G = \frac{V_{\text{out}}}{V_s} = \frac{R_D(g_m R_F - 1)}{R_F + R_D} \quad (3.54)
\]

From another aspect, we can also compute the voltage gain of the broadband amplifier as the product of the transimpedance gain of the TIA and its input admittance:

\[
G = R_T \cdot \frac{1}{R_{\text{in}}} = \frac{R_D(g_m R_F - 1)}{1 + g_m R_D} \cdot \frac{1 + g_m R_D}{R_F + R_D} = \frac{R_D(g_m R_F - 1)}{R_F + R_D} \quad (3.55)
\]

which is the same as (3.54).

**Bandwidth** The bandwidth of the circuit in Fig. 3.7 is easily obtained from equation (3.40):
From equation (3.56), it seems the bandwidth is maximized by increasing $R_D$ and reducing feedback resistor $R_F$. In fact, it is not true because equation (3.56) is achieved by the assumption in equation (3.32), $\omega_0 = 1/R_D C_L \approx 2A_0 / R_F C_D$, which is

$$\frac{2g_m R_D}{R_F C_D} \approx \frac{1}{R_D C_L} \quad (3.57)$$

where $C_L$ is the total capacitance at the output node, which includes the parasitic capacitance from the drain of M1 and $R_D$, and the input capacitance of the subsequent stage. Obviously big $C_L$ limits the bandwidth of the circuit.

Another way to calculate the bandwidth is to get the transimpedance gain transfer function of the TIA with all the parasitic capacitance taken into account. For this case, the parasitics are the input photodiode parasitic capacitance $C_D$ and output parasitic capacitance $C_L$. Adding $C_D$ and $C_L$ to the small equivalent circuit in Fig. 3.9(a), we have

$$\left\{ \begin{array}{l} (V_{in} - V_{out}) \cdot 1/R_F = I_{in} - V_{in} \cdot s C_D \\
V_{out} / (R_D + s C_L) = I_{in} - V_{in} \cdot s C_D - g_m V_{in} \end{array} \right. \quad (3.58)$$

by solving the equations, we can have the transimpedance gain

$$Z_T = \frac{V_{out}}{I_{in}} = Z_0 \cdot \frac{1}{s^2 / \omega_n^2 + s / Q_n \omega_n + 1} \quad (3.59)$$

where

$$Z_0 = \frac{R_D (g_m R_F - 1)}{1 + g_m R_D} \quad (3.60)$$
\[
\omega_n^2 = \frac{1 + g_m R_D}{R_F R_D C_L C_D}
\]  
(3.61)

\[
(Q_n \omega_n)^{-1} = \frac{1 + g_m R_D}{(R_D C_L + (R_F + R_D) C_D)}
\]

It can be seen that from 3.60, the DC transimpedance gain is the same as that in equation (3.51), while when \( \omega_0 = 1/R_D C_L \approx 2A_0/R_F C_D \), which is

\[
\frac{2g_m R_D}{R_F C_D} \approx \frac{1}{R_D C_L}
\]  
(3.62)

we have \( \omega_n^2 \) in equation (3.61) equal to \( 2g_m^2 R_D^2/R_F^2 C_D^2 \), which gives the same bandwidth as in equation (3.56). This furthers proves the previous analysis results on the shunt shunt feedback TIA.

**Noise** Finally, we check the input-referred noise current of the simple resistor feedback TIA. In section 3.2.3, the noise of a resistive shunt shunt feedback TIA was presented where a generic amplifier was employed. To obtain the input referred noise of the circuit in Fig. 3.7, first we need to have the noise property of the amplifier core, which consists of the NMOS transistor M1 and the load resistor \( R_D \). Neglecting channel-length modulation and body effect, the output noise voltage of the core amplifier is expressed as:

\[
\overline{V_n^2}_{\text{out,core}} = 4kT (\gamma g_{m1} + \frac{1}{R_D}) R_D^2
\]  
(3.63)

Dividing (3.63) by the square of the voltage gain \( g_{m1}^2 R_D^2 \) yields the input referred noise of the core amplifier:

\[
\overline{V_n^2}_{\text{in,core}} = 4kT \frac{1}{g_{m1}} + \frac{4kT}{g_{m1}^2 R_D}
\]  
(3.64)

From equation (3.44), we have
\[
I_{n,\text{in}}^2 = \frac{4kT}{R_F} + \frac{V_{n,\text{in,core}}^2}{R_F^2}
\]

\[
= \frac{4kT}{R_F} + \frac{4kT}{R_F^2} \left( \frac{\gamma}{g_{m1}} + \frac{1}{g_{m1}^2 R_D} \right)
\]  

(3.65)

### 3.3 TIA in AMS 0.35\(\mu\)m CMOS

As discussed in last section, a variety of topologies are potential candidates for the implementation of high speed, low noise CMOS TIAs. Common-Gate (CG) configurations are not suitable for CMOS implementation because of the poor device characteristic of MOSFET, such as small \(g_m\), which can not totally isolate the parasitic capacitance of the photodiode. Furthermore this small \(g_m\) deteriorates the noise and stability performance of the amplifiers. For this design, ReGulated cascode (RGC) is exploited as the input stage of the transimpedance amplifier since it mitigates the effect of large input parasitic capacitance from the bandwidth determination much better than the Common-Source (CS). As a result, the input impedance of the amplifier can sit at virtual ground and the high frequency noise contribution relating with the large input parasitic capacitance can be reduced.

The schematic of the TIA implemented in AMS 0.35\(\mu\)m is shown in Fig. 3.10. NMOS transistor \(M_1, M_2\), together with resistor \(R_{b1}, R_1\) form the RGC input stage, which is followed by a feedback amplifier consisting of NMOS transistor \(M_3, M_4\), and resistor \(R_2, R_f\). The second voltage gain stage is required to boost gain boosting since the RGC input stage operates as a current buffer. A source follower (M5) is additionally employed as an output stage in order to improve the driving capability.
The photodiode converts the incoming optical power to a signal photocurrent, which is then amplified to be a voltage at the drain of M2. M1 and $R_{b1}$ operate as a local feedback and thus reduces the input impedance by the amount of its voltage gain. Since the input impedance is very small due to the RGC input mechanism, it is not advantageous to apply the negative feedback to the input node. Rather, the feedback can be applied to a high impedance node that is the drain of M2. With this feedback application, the dominant pole of the amplifier moves to a higher frequency and thus wider bandwidth can be achieved [81, 82]. However, the circuit stability should be carefully examined because the dominant pole and the non-dominant pole of the amplifier move close to each other and may cause a peaking in the frequency response.

### 3.3.1 Small signal analysis

In order to find out the frequency response of the TIA, the small signal equivalent circuits for the input RGC stage and shunt-shunt feedback stage are first derived and analyzed individually since the outcome would be too complicated and not instructive if both stages are analyzed together.
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Fig. 3.11 shows the simplified small signal equivalent circuit of the RGC input stage, where $C_x$ denotes the total capacitance to ground at node $X$ in Fig. 3.10, including $C_{gb2}$, $C_{db1}$ and the parasitic capacitance of $R_{b1}$; $C_y$ denotes the total parasitic capacitance to ground at input node, including $C_{gs1}$, $C_{sb2}$, and photodiode capacitance $C_{PD}$; $C_{xy}$ denotes the sum of gate-source capacitance of $M_2$ and gate-drain capacitance of $M_1$ ($C_{xy} = C_{gs1} + C_{gd2}$). Here the Capacitance at the output node has been ignored, which would be taken care in analysis of subsequent stage – shunt-shunt feedback amplifier.

Based on Kirchhoff law, the summation of currents at node $X$, the input node and the output node should be equal to 0, thus we have

\[
\begin{align*}
(V_1 + V_2) \cdot \frac{1}{R_{b1}} + (V_1 + V_2) s C_x + g_{m1} V_1 + V_2 s C_{xy} &= 0 \\
V_2 s C_{xy} + g_{m2} V_2 &= V_1 s C_y + I_{in} \\
I_{out} &= g_{m2} V_2
\end{align*}
\]

(3.66)

solving these equations to get

Figure 3.11: Small signal equivalent circuit of RGC input stage
\[ I_{\text{out}}(s) = I_{\text{in}} \cdot \frac{g_m}{sC_{xy} + g_m + sC_y \cdot s(C_x + C_y + 1/R_{b1})/(sC_x + g_m + 1/R_{b1})} \]  
(3.67)

the transfer function of RGC stage is therefore

\[
\frac{I_{\text{out}}}{I_{\text{in}}} = \frac{g_m}{C_{xy}C_x + C_{xy}C_y + C_xC_y \cdot s^2 + \left[ \left( g_m + \frac{1}{R_{b1}} \right) C_{xy} + g_m C_x + C_y \frac{1}{R_{b1}} \right] s + g_m(g_m + \frac{1}{R_{b1}}) \]
(3.68)

where

\[
z_1 = \frac{(g_m + 1/R_{b1})}{C_x} \quad \text{(3.69)}
\]

\[
Q_1 \omega_{n1} = \left[ \frac{C_x}{(g_m + 1/R_{b1})} + \frac{C_y \cdot R_{b1}}{g_m(g_m + 1/R_{b1})} + \frac{C_{xy}}{g_m} \right]^{-1} \quad \text{(3.70)}
\]

\[
\omega_{n1}^2 = \frac{g_m \left[ g_m + 1/R_{b1} \right]}{C_{xy}C_x + C_{xy}C_y + C_xC_y} \quad \text{(3.71)}
\]

It is clear from equation (3.68) that the zero of the RGC, \(z_1\) comes from the pole of local feedback path, which is exactly the RC time constant of node X. As a current buffer, RGC has a unit current gain at low frequency. But as frequency increases, the current gain drops because of the parasitic capacitances at input node and X shunt signal to ground. Furthermore, the Miller capacitance \(C_{xy}\) lowers the local feedback gain \((1 + g_m R_{b1})\) at high frequency, canceling the virtual ground effect of input node. The bandwidth of the RGC stage can be estimated as \(\omega_{n1}\) based on the conclusion in section 3.2.3.

Since the input resistance of RGC stage is \(1/g_m(1 + g_m R_{b1})\), we conclude from equation (3.71) that decrease the input resistance, minimizing the parasitic capacitance
at input node and node $X$, result in wider bandwidth. Since $C_y$ is dominated by the large capacitance of the photodiode, it is usually much bigger than $C_x$, thus we have

$$\omega_n^2 = \frac{g_{m2}(g_{m1} + 1/R_{b1})}{C_y(C_{xy} + C_x)}$$

$$= \frac{1}{R_{b1}R_{in}} \cdot \frac{1}{C_y(C_{xy} + C_x)} \quad (3.72)$$

Fig. 3.12 shows the simplified small signal equivalent circuit of the shunt-shunt feedback amplifier stage of the TIA in Fig. 3.10, where the source follower transistor M3, M5 have been treated as unit gain buffer for simplicity, and they are not taken into account in Fig. 3.12. Similar to the analysis of RGC stage, the parasitic capacitances in the circuits are summed and include the device parasitic capacitances, i.e., $C_2$ denotes the total capacitance at the drain of $M_2$ in Fig. 3.10, including $C_{db2}$, $C_{gs3}$ and the parasitic capacitance of $R_1$, $R_f$; $C_4$ denotes the total capacitance at the drain of $M_4$, including $C_{db4}$, $C_{gs5}$ and the parasitic capacitance of $R_2$, $R_f$. With a current $I_{in}$ from RGC stage, the feedback amplifier provides a voltage output $V_{out}$ by a transimpedance gain of $R_T$. The summation of currents at input node and output node give
\[
I_{in} - V_1 \left( \frac{1}{R_1} + sC_2 \right) - (V_1 - V_{out}) \frac{1}{R_f} = 0
\]
\[
(V_1 - V_{out}) \frac{1}{R_f} = g_{m4} V_1 + V_{out} \left( \frac{1}{R_2} + sC_4 \right)
\]

(3.73)

To solve these equations, we have

\[
\frac{V_{out}}{I_{in}} = \frac{1 - g_{m4} R_f}{(\frac{1}{R_2} + sC_4)(1 + \frac{R_f}{R_1} + sR_f C_2) + \frac{1}{R_1} + g_{m4} + sC_2}
\]
\[
= \frac{1 - g_{m4} R_f}{R_f C_2 C_4 s^2 + (\frac{R_2 + R_f}{R_2} C_2 + \frac{R_1 + R_f}{R_1} C_4) s + g_{m4} + \frac{R_1 + R_2 + R_f}{R_1 R_2}}
\]

(3.74)

To make it more intuitive, below can be obtained

\[
\frac{V_{out}}{I_{in}} = \frac{1 - g_{m4} R_f}{g_{m4} + \frac{R_1 + R_2 + R_f}{R_1 R_2}} \cdot \frac{1}{1 + s/(Q_2 \omega_{n2}) + s^2/\omega_{n2}^2}
\]

(3.75)

where

\[
Q_2 \omega_{n2} = (g_{m4} + \frac{R_1 + R_2 + R_f}{R_1 R_2}) \cdot (\frac{R_2 + R_f}{R_2} C_2 + \frac{R_1 + R_f}{R_1} C_4)^{-1}
\]

(3.76)

\[
\omega_{n2}^2 = (\frac{g_{m4}}{R_f} + \frac{R_1 + R_2 + R_f}{R_1 R_2 R_f}) \cdot (C_2 C_4)^{-1}
\]

(3.77)

Combine equation (3.68) and (3.75), we have the transfer function of TIA in Fig. 3.10:

\[
\frac{V_{out}}{I_{in}} = R_T \cdot \frac{1 + s/z_1}{1 + s/(Q_1 \omega_{n1}) + s^2/\omega_{n1}^2} \cdot \frac{1}{1 + s/(Q_2 \omega_{n2}) + s^2/\omega_{n2}^2}
\]

(3.78)

\[
R_T = \frac{1 - g_{m4} R_f}{g_{m4} + (R_1 + R_2 + R_f)/(R_1 R_2)}
\]

(3.79)
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Transimpedance gain  The TIA is basically a fourth-order system, a cascade of two second order low pass filters. The second term in (3.78) is contributed by the regulated cascode input stage, while the third term is determined by the shunt feedback amplifier in the second stage in Fig. 3.10. It has a transimpedance gain of $R_T$ which is mainly decided by the transconductance of $M_4$ and the feedback resistor $R_f$ in the second stage.

Bandwidth  For a second order low pass filter which has a transfer function of $1/(1 + s/\omega_n + s^2/\omega_n^2)$, it achieves a maximum bandwidth of $\omega_n$ when the filter presents two complex poles and $Q = \sqrt{2}/2$, corresponding to a butterworth response. By choosing appropriate $g_{m1}$, $g_{m2}$ and $R_{b1}$, the impact of photodiode parasitic capacitance $C_y$ on $\omega_n$ can be minimized and the bandwidth of the TIA can be extended to $\omega_{h2}$ if $\omega_{h1} > \omega_{h2}$ [78]. In addition, the RGC input stage introduces another zero $z_1$, which can be placed at the roll-off region of the gain curve for bandwidth extension. The expression of $\omega_{h2}$ in (3.77) reveals the trade-offs between the transimpedance gain and bandwidth. For instance, under the constraint of power consumption, increasing the size of $M_4$, thus the transconductance, $g_m$, improves the transimpedance gain of the amplifier, but it tends to deteriorate the bandwidth because of the increased $C_4$. Similarly, there are optimizations of the values of $R_1$, $R_2$. Considering the equation (3.79), high transimpedance gain $R_T$ is achieved with large $R_1$, $R_2$ whilst bandwidth in (3.77) requires reasonably small $R_1$, $R_2$.

3.3.2 Inductive-series peaking

It has been shown in last section that the inherent parasitic capacitors of devices are the main cause of bandwidth limitation in transimpedance amplifiers. Several bandwidth enhancement methods have been proposed in the past[83, 84]. First-order shunt peaking has historically been used to introduce a resonant peaking at the output as the amplitude starts to roll off at high frequencies. It improves the bandwidth by adding an inductor in series with the output load to increase the effective load impedance as the capacitive reactance drops at high frequencies. Stripped to its essentials, a shunt-peaking amplifier is sketched in Fig. 3.13(a).
where capacitor C can be taken to represent all the capacitive loading on the output node, the resistor R is the effective load resistance at the output node and inductor L provides the bandwidth enhancement. We can model the amplifier in Fig. 3.13(a) for small signals as shown in Fig. 3.13(b), where the current source $i_d = g_m V_{in}$ ($g_m$ is the transconductance of the transistor). It is then clear that the gain of the amplifier can be expressed as product of $g_m$ and the impedance of the RLC network.

The impedance of the RLC network can be written as

$$Z(s) = (sL + R) \parallel \frac{1}{sC}$$

$$= \frac{R(sL/R) + 1}{s^2LC + sRC + 1} \quad (3.80)$$

The magnitude of $Z(s)$ is.
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\[
|Z(j\omega)| = R \sqrt{(\frac{\omega L}{R})^2 + 1 \over (1 - \omega^2 LC)^2 + (\omega RC)^2}
\]

\[
= R \sqrt{(\omega \tau)^2 + 1 \over (1 - \omega^2 \tau^2 m)^2 + (\omega \tau m)^2}
\]

where \( \tau \) is the defined as time constant of \( L/R \), \( m \) is ratio of the \( RC \) time constant and \( \tau (L/R) \). Different values of \( m \) leads to different desired behavior of the amplifier which is summarized in table 3.1. The maximum bandwidth is 1.85 times as large as the uncompensated bandwith with \( m = 1.41 \). But it is achieved at the cost of about 20% overshooting in frequency response.

<table>
<thead>
<tr>
<th>Condition</th>
<th>( m = R^2 C/L )</th>
<th>Norm. BW</th>
<th>Norm. peak response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max BW</td>
<td>1.41</td>
<td>1.85</td>
<td>1.19</td>
</tr>
<tr>
<td>Max flat freq response</td>
<td>2.41</td>
<td>1.72</td>
<td>1</td>
</tr>
<tr>
<td>Best group delay</td>
<td>3.1</td>
<td>1.6</td>
<td>1</td>
</tr>
<tr>
<td>No shunt peaking</td>
<td>( \infty )</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1: Shunt-peaking summary

Inductive shunt-peaking is widely used in wide-band amplifier design for its simplicity. But for multistage wide-band amplifier, inductive-series peaking finds more popular application for its efficiency. Considering a single-stage amplifier in Fig. 3.14, where the intrinsic output resistance and capacitance of the transistor, i.e. \( R_1 \) and \( C_1 \), are separated from those of the load, namely, \( R_2 \) and \( C_2 \) by an inductor \( L \). If there is no series inductor between the two stages (node A is shorted to node B), then the combination of capacitors \( C_1 \) and \( C_2 \) limits the bandwidth of the amplifier, i.e.,

\[
{V_{out} \over V_{in}} = -g_m(R_1 \parallel R_2) \over 1 + s(R_1 \parallel R_2)(C_1 + C_2)
\]
A passive two-port network can be inserted between the transistor’s intrinsic components ($R_1$ and $C_1$) and load ($R_2$ and $C_2$) to increase the bandwidth. This two-port passive network can be designed to maintain an constant impedance over a wide frequency range, as it separates and isolates $C_1$ and $C_2$. Therefore, $C_1$ is the only capacitor that affects GBW at the input port of the network. The passive two-port network is generally implemented by a simple inductor as shown in Fig. 3.14. The gain is then

\[
\frac{V_{\text{out}}}{V_{\text{in}}} = \frac{-g_m R_p}{1 + s(C_t R_p + \frac{L}{R_1 + R_2}) + s^2(\frac{R_p C_2 L}{R_1} + \frac{R_p C_1 L}{R_2}) + s^3 C_1 C_2 L R_p}
\]  

Equation (3.82) is a third-order system and so is computationally difficult to calculate the optimized component value $L$ for the frequency response. Instead, graphical or numerical methods based on simulation can be used. Fig. 3.15 shows the simulated frequency responses in ADS of the single stage amplifier in Fig. 3.14. Here the input resistance of the second stage, $R_2$, is assumed to be infinite according to the implementation of the TIA in AMS C35. The resistance $R_1$, capacitances $C_1$ and $C_2$ are normalized to be $1\Omega$, and $0.5 \, \text{pF}$ to achieve 0-dB gain at low frequency and a 1-rad/s 3-dB bandwidth when $L = 0$. Values of normalized 3-dB bandwidth due to different $L$ are summarized in table 3.2, where the bandwidth optimization assumes no gain peaking constraints.
### Table 3.2: Normalized 3-dB bandwidth with different inductance $L$ for amplifier in Fig. 3.14.

<table>
<thead>
<tr>
<th>L value (H)</th>
<th>0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-dB bandwidth (rad/s)</td>
<td>1</td>
<td>1.2</td>
<td>3.4</td>
<td>2.8</td>
<td>2.4</td>
<td>2.17</td>
</tr>
</tbody>
</table>

Figure 3.15: Simulated gain of amplifier in Fig. 3.14 with different inductor values ($R_1 = 1\Omega$, $R_2 = \infty$, $C_1 = C_2 = 0.5F$)

### 3.3.3 Noise analysis

It is preferred to do the noise analysis of the TIA step by step. First, assume the input equivalent current of TIA’s second stage, the shunt feedback amplifier, is $i_{eq.fb}$. Hence the input referred noise current of TIA can be computed based on the small signal equivalent circuit of RGC input stage, which is shown in Fig. 3.16. It takes the channel thermal noise sources of active devices and the thermal noise sources the resistors into account, whereas ignores the gate current noise of the CMOS transistors.

Superposition method is used to calculate the input equivalent noise current of TIA ($i_{eq}$), i.e., the generated output noise currents $i_o$ from different noise sources.
are mean squared at the output node and then referred back to input port by dividing by the transimpedance gain.

Figure 3.16: Noise equivalent circuit of the TIA (the input equivalent noise current of the shunt feedback amplifier is referred as $i_{eq,fb}$)

First, the output noise current $i_{o1}$ due to the thermal noise of current source $i_{b1}$ can be directly obtained from equation (3.68)\(^6\):

$$i_{o1} = \frac{[g_m(g_m + \frac{1}{R_b}) + g_m C_x s] i_{b1}}{(C_{xy} C_x + C_{xy} C_y + C_{x} C_y) s^2 + [(g_m + \frac{1}{R_b}) C_{xy} + g_m C_x + C_y \frac{1}{R_b}] s + g_m (g_m + \frac{1}{R_b})}$$

Recall that $C_x = C_{gs} + C_{db1}$, which is much smaller compared with $C_{xy}$, $C_y$. Furthermore, if the circuit operation frequency $\omega$ is far below the transistor’s cut off frequency $f_T (g_m/(C_{gs} + C_{gd}))$, we have

\(^6\) $i_{b1}$ is a practically implemented by a NMOS transistor $M_{b1}$. 
To calculate output noise current $i_{o2}$ due to channel thermal noise of M2, $i_d2$, we sum the currents at node X, input port and output port in Fig. 3.16 and obtain

$$\begin{align*}
\begin{cases}
(V_1 + V_2) \cdot \frac{1}{R_{b1}} (V_1 + V_2) \cdot sC_x + g_{m1}V_1 + V_2sC_{xy} = 0 \\
V_2sC_{xy} + g_{m2}V_2 + i_{d2} = V_1sC_y
\end{cases}
\end{align*}$$

(3.84)

solving the above equation (3.84) and ignoring the effect of $C_x$ as mentioned before, we have

$$i_{o2} = g_{m2}V_2 + i_{d2}$$

(3.85)

Similarly, the output noise current $i_{o3}$ due to channel thermal noise of M1 and resistor $R_1$ ($i_B = i_{d1} + i_{RB1}$) is given by

$$i_{o3} = \frac{g_{m2}sC_y \cdot (i_{d1} + i_{RB1})}{(g_{m1} + \frac{1}{R_{b1}})(g_{m2} + sC_{xy}) + (\frac{1}{R_{b1}} + sC_{xy})sC_y}$$

(3.86)

The output noise current $i_{o4}$ due to the equivalent noise current from next stage, $i_{eq.fb}$, is

$$i_{o4} = i_{eq.fb}$$

(3.87)

Finally, refer the total noise current at the output node $I_{o.toa}$ to the input port of
TIA based on equation (3.68)\(^7\):

\[
\overline{i_{o,tot}^2} = \overline{i_{o1}^2} + \overline{i_{o2}^2} + \overline{i_{o3}^2} + \overline{i_{o4}^2}
\]

\[
= \left| \frac{gm_2(gm_1 + \frac{1}{Rb_1})}{(gm_1 + \frac{1}{Rb_1})(gm_2 + sC_{xy}) + \left( \frac{1}{Rb_1} + sC_{xy} \right) sC_y} \right|^2 \cdot \overline{i_{eq}^2} \quad (3.88)
\]

where \(i_{o1}, i_{o2}, i_{o3}, i_{o4}\) refer to (3.83), (3.85), (3.86), (3.87). Further we have

\[
\overline{i_{eq}^2} = \overline{i_{b1}^2} + \left| \frac{(gm_1 + \frac{1}{Rb_1})sC_{xy}}{gm_2(gm_1 + \frac{1}{Rb_1})} \right|^2 \cdot \overline{i_{d2}^2} + \left| \frac{sC_y}{gm_1 + \frac{1}{Rb_1}} \right|^2 \cdot \overline{(i_{d1}^2 + i_{Rb1}^2)}
\]

\[
+ \left| \frac{(gm_1 + \frac{1}{Rb_1})(gm_2 + sC_{xy})}{(gm_1 + \frac{1}{Rb_1})gm_2} \right|^2 \cdot \overline{i_{eq,fb}^2} \quad (3.89)
\]

Here it is assumed in (3.89) that, \(gm_1, gm_2\) are much bigger than \(1/Rb_1, sC_{xy}, sC_y\).

This simplicity is reasonable when TIA operation frequency is far below \(f_T\), and more importantly, it makes the final noise expression more intuitive. It is also easy to find out

\[
\overline{i_{eq,fb}^2} = \left| \frac{sC_2}{gm_4} \right|^2 \cdot \overline{(i_{d4}^2 + i_{R2}^2)} + \overline{i_{R1}^2 + i_{Rf}^2} \quad (3.90)
\]

where \(i_{d4}, i_{R2}, i_{R1}, i_{Rf}\) are noise currents of transistor M4, resistor \(R_2, R_1, R_f\);

\(C_2\) is the total parasitic capacitance at the drain of M2 in Fig. 3.10. The noise contribution of two source followers (M3, M5) are omitted in (3.90). Replace \(\overline{i_{eq,fb}^2}\) in equation (3.89) by (3.90); transistor’s channel thermal noise current by \(4kT \gamma gm\); resistor’s noise current by \(4kT / R\), we have

\(^7\)Note that all the noise source are summed in \(rms\) since they are uncorrelated.
It can be seen from (3.91) that the noise currents from the input current source $I_{b1}$, resistor $R_1$, $R_f$ directly refer to the input without any gain suppression. The noise from the the local feedback transistor M1 and resistor $R_{b1}$ in RGC stage are attenuated by the transconductance of $g_{m1}$, which reminds us to choose $g_{m1}$ as large as possible. It is also noted that channel thermal noise from M2 is referred to the input by the Miller capacitor $C_{xy}$, but suppressed by $g_{m2}$. Sizing M2 then should be very careful since it effects $C_{xy}$, $g_{m2}$, and the zero location in RGC transfer function (3.68), which further influences the TIA’s noise, gain and bandwidth.

### 3.3.4 Design consideration

**Transimpedance gain calculation based on S parameters** TIA sub-circuits were fabricated separately for performance evaluation (tape out code: Atto1b). It is difficult to measure the transimpedance gain directly, $S$ parameters of the circuits are generally first derived for the convenience, from which transimpedance gain is then calculated. But how to relate the transimpedance gain $Z_T$ to $S$ parameters? To do that, we first convert the $S$ parameters into $Z$ parameters for a two-port network. The diagrams for the definitions of $S$ parameters and $Z$ parameters are drawn in Fig. 3.17 (a) and Fig. 3.17 (b) respectively.
Figure 3.17: 2-port network parameters (a) S parameters (b) Z parameters (c) Z parameters for calculating transimpedance gain $Z_T$

For $S$ parameters:

\[
\begin{align*}
  b_1 &= S_{11} \cdot a_1 + S_{12} \cdot a_2 \\
  b_2 &= S_{21} \cdot a_1 + S_{22} \cdot a_2
\end{align*}
\]

(3.92)

(3.93)

where $a_j$ and $b_j$ ($j = 1, 2$) are defined as:

\[
\begin{align*}
  a_j &= \left[ \frac{Z_{0j} + Z_{0j}^*}{2} \right]^{1/2} \cdot i_{ji} \\
  b_j &= \left[ \frac{Z_{0j} + Z_{0j}^*}{2} \right]^{1/2} \cdot i_{jr}
\end{align*}
\]

(3.94)

(3.95)

where $*$ indicates complex conjugate and $Z_{0j}$ is the normalized impedance for $j$th port. For two-port networks, $Z_{01}$ and $Z_{02}$ are the source and load impedance of the system in which the $S$ parameters of the two-port are measured or calculated. $i_{ji}$ and $i_{jr}$ are the incident and reflected currents for the $j$th port. Knowing that,
\[ i_j = i_{ji} - i_{jr} \] (3.96)

we can solve (3.94), (3.95) for \( i_{ji} \) and \( i_{jr} \) and substitute them into (3.96) to get

\[ i_j = \left[ \frac{2}{Z_{0j} + Z_{0j}^*} \right]^{1/2} \cdot (a_j - b_j) \] (3.97)

On the other hand,

\[ v_j = v_{ji} + v_{jr} \] (3.98)

where \( v_{ji} \) and \( v_{jr} \) are the incident and reflected voltage at the \( j \)th port, we can substitute the expressions for \( i_{ji} \) and \( i_{jr} \) along with \( v_{ji} = i_{ji} \cdot Z_{0j}^* \) and \( v_{jr} = i_{jr} \cdot Z_{0j} \), we have

\[ v_j = \left[ \frac{2}{Z_{0j} + Z_{0j}^*} \right]^{1/2} \cdot (a_j \cdot Z_{0j}^* + b_j \cdot Z_{0j}) \] (3.99)

Solving (3.97) and (3.99) for \( a_j \) and \( b_j \) gives

\[ a_j = \frac{v_j + Z_{0j} i_j}{\left[ 2(Z_{0j} + Z_{0j}^*) \right]^{1/2}} \] (3.100)

\[ b_j = \frac{v_j - Z_{0j} i_j}{\left[ 2(Z_{0j} + Z_{0j}^*) \right]^{1/2}} \] (3.101)

Substitute \( a_j \) and \( b_j \) in equation (3.92) and (3.93) we have the \( v_j \) and \( i_j \) expressed in \( S \) parameters. While from \( Z \) parameters in Fig. 3.17 (b), we have

\[ v_1 = Z_{11} \cdot i_1 + Z_{12} \cdot i_2 \] (3.102)

\[ v_2 = Z_{21} \cdot i_1 + Z_{22} \cdot i_2 \] (3.103)
Finally we finish the conversion from $S$ parameters to $Z$ parameters, we have

\[
Z_{21} = Z_0 \cdot \frac{2S_{21}}{(1 - S_{11})(1 - S_{22}) - S_{12}S_{21}} \tag{3.104}
\]

\[
Z_{22} = Z_0 \cdot \frac{(1 - S_{11})(1 - S_{22}) + S_{12}S_{21}}{(1 - S_{11})(1 - S_{22}) - S_{12}S_{21}} \tag{3.105}
\]

To calculate the transimpedance gain $Z_T$, a load with impedance of $Z_0$ is added to the output of the two-port network in Fig. 3.17 (c), where we have

\[
i_2 = -\frac{v_2}{Z_0} \tag{3.106}
\]

replace $i_2$ in (3.103) and rearrange

\[
\frac{v_2}{i_1} = \frac{Z_{21}}{1 + Z_{22}/Z_0} \tag{3.107}
\]

Substitute $Z_{21}$ and $Z_{22}$ with $S$ parameters in equations (3.104), (3.105) to get

\[
Z_T = Z_0 \cdot \frac{S_{21}}{1 - S_{11}} \tag{3.108}
\]

Note that the $S$ parameters and $Z$ parameters are not measured by open source and load. For $S$ parameters, they are measured with source impedance and load impedance of $Z_0$. While for $Z$ parameters, it is most convenient to open circuit the ports in succession to determine the various $Z$ parameters experimentally, because various terms then become zero. For instance, determination of $Z_{11}$ is easiest when the output port is open circuited because $i_2$ in equation (3.102) is zero under that condition [83]. Similarly to the determination of $Z_{11}$, open-circuiting the output port, driving the input port with a current source, and measuring the voltage of $v_2$ allows determination of $Z_{21}$. Note $Z_{21}$ is not equal to transimpedance gain $Z_T$, which is defined as $V_{out}/I_{in}$ with an appropriate load. Since we are using the $S$ parameters to express the transimpedance gain $Z_T$, a load impedance of $Z_0$ is connected to the network as shown in Fig. 3.17 (c).
**TIA Circuit implementation**  The final schematic of the TIA is shown in Fig. 3.18. Current sources $I_{b1}$, $I_{b2}$ and $I_{b3}$ are all implemented by single NMOS transistor. An external voltage bias controls the input biasing current, which is then replicated to the three current sources. M1-5 are implemented by NMOS transistor in AMS C35 with fixed length of $0.35\mu m$ and finger width of $5\mu m$, while their sizes are determined by different finger numbers. No PMOS transistors are used for TIA because of their relative large parasitic capacitance than the poly resistors.

Two kind of poly resistors are available in AMS C35 process, poly resistor (rploy2) and high resistive poly module (rployH), both are silicide-blocked and implemented by poly 2. Rploy2 has a typical sheet resistance of $50\Omega/\square$, while rployH has a typical value of $1.2K\Omega/\square$. For small resistance values of a few hundred $\Omega$, like $R_1$, $R_2$ and $R_f$, rploy2 is preferred for higher precision. But another design constraint that has to be taken into account is the current density of poly2, is only $0.3mA/\mu m$. To accommodate a current of 2~3 mA, a $500\Omega$ resistor must have at least a width of $10\mu m$, and a length about $100\mu m$. This introduces an intolerable parasitic capacitance into signal path of the circuit. Alternatively, rployH can be
used to implement a 500Ω resistor. With the same width of 10µm, the resistor has only a length of about 4.2µm, reducing the parasitic capacitance magnificently. In AMS C35 design rules, it is not allowed to make the length of rpolyH resistor shorter than the width for precision consideration. In this design, this warning was ignored since trade off has to be made between the large parasitic capacitance of poly resistors and the resistor value variations (absolute resolution). From another point of view, it is possible to replace $R_{b1}$ and $R_1$ with PMOS transistors as the load of the amplifier stage. However simulation shows that the PMOS transistor introduces higher parasitic capacitance compared with rpolyH resistor. For speed consideration, rpolyH resistors are used instead.

Two inductors are inserted between the stages of the TIA as shown in the Fig. 3.18. As mentioned in section 3.3.2, this inductive-series peaking technique effectively improves the bandwidth of the multistage amplifier. $L_1$ serves as the passive network between the parasitic capacitance of M3, Mb2 and the input parasitic capacitance of M4; $L_3$ isolates the parasitic capacitance at the drain of M4 from the input parasitic capacitance of source follower M5. Fig. 3.19 shows the simulation results with inductive-series peaking and without inductive-series peaking. A bandwidth enhancement ratio (the ratio of the bandwidth of the TIA with inductive-series peaking to the bandwidth of the TIA without) of 1.9 is observed.
$L_1$ and $L_3$ are implemented by the top metal of AMS C35 process, which has the largest thickness of 900 nm among the 4 metal layers. All the inductors provided by AMS C35 RF library are square shaped, with a metal width of 15 $\mu$m or 8 $\mu$m. The inductors have inductance ranging from 1.4 $nH$ to 9.0 $nH$, $Q$ factor from 2.5 to 6.2, respectively. In practical design, $L_1$ and $L_3$ are chosen to be 3.7 $nH$ and 5.0 $nH$ for optimizing the bandwidth and gain flatness.

There are many factors that need to be taken into consideration when choosing the size of the NMOS transistors (M1-M5) (schematic shown in Fig. 3.18). M1 is expected to be as large as possible in order to minimized the noise from M1 and $R_{b1}$, but if the size of M1 is too large, its parasitic capacitance adversely affects the bandwidth performance due to the parasitic capacitance at node X. Equation (3.91) indicates by increasing the transconductance of M2, $g_{m2}$, to reduce the noise contribution from M2 and the components of shunt feedback stage. On the other hand, simulation reveals that a large value of $g_{m2}$ makes it difficult to match the input impedance to 50$\Omega$ at low frequency. For transistor M3, it was chosen to provide an appropriate DC operating point for M4 while not consuming
too much current. $g_{m4}$ is critical to the transimpedance gain of the TIA, based on equation (3.79). $g_{m4}$ was chosen to be large to increase transimpedance gain, whilst keeping its input gate capacitance $C_{gs4}$ as small as possible to mitigate its impact on bandwidth. $M5$ is chosen to give a $50\Omega$ output impedance over a wide frequency range from DC to -3dB bandwidth with a limited current consumption.

Table 3.3 gives the optimized component values of the TIA. All the transistors have a minimum length of 0.35$\mu m$. The width of resistors are chosen not only to meet current density requirement, but also to achieve good matching. $||$ in table 3.3 means the resistors are in parallel, i.e, $R_1$ has a design parameter of $6/5 \parallel 3$ ($\mu m$), which denotes it comprises of three resistor in parallel with length of $6\mu m$ and width of $5\mu m$.

<table>
<thead>
<tr>
<th>component</th>
<th>design parameter</th>
<th>design value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M1$</td>
<td>$20 \times 5/0.35$ ($\mu m$)</td>
<td></td>
</tr>
<tr>
<td>$M2$</td>
<td>$8 \times 5/0.35$ ($\mu m$)</td>
<td></td>
</tr>
<tr>
<td>$M3$</td>
<td>$24 \times 5/0.35$ ($\mu m$)</td>
<td></td>
</tr>
<tr>
<td>$M4$</td>
<td>$24 \times 5/0.35$ ($\mu m$)</td>
<td></td>
</tr>
<tr>
<td>$M5$</td>
<td>$40 \times 5/0.35$ ($\mu m$)</td>
<td></td>
</tr>
<tr>
<td>$R_{b1}$</td>
<td>$7/5 \parallel 3$ ($\mu m$)</td>
<td>$1750\Omega/3$</td>
</tr>
<tr>
<td>$R_1$</td>
<td>$6/5 \parallel 3$ ($\mu m$)</td>
<td>$1500\Omega/3$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$5/5 \parallel 3$ ($\mu m$)</td>
<td>$1250\Omega/3$</td>
</tr>
<tr>
<td>$R_f$</td>
<td>$10/5 \parallel 2$ ($\mu m$)</td>
<td>$2500\Omega/3$</td>
</tr>
<tr>
<td>$L_1$</td>
<td>$3.7$ ($nH$)</td>
<td></td>
</tr>
<tr>
<td>$L_2$</td>
<td>$5.0$ ($nH$)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Optimized component values of the TIA
Figure 3.20: Simulation results of $S_{11}$ and $S_{22}$ of the TIA in AMS C35 with different inductor models
Fig. 3.20 and 3.21 show simulation results of S parameters and the transimpedance gain of the TIA under different inductor models (low Q, typical means and high Q), where transimpedance gain $Z_T$ is calculated by the method described in section 3.3.4. Fig. 3.22 and Fig. 3.23 show simulation results of S parameters and the transimpedance gain of the TIA under different resistor models (typical means,
worst speed and worst power). Under all these conditions $S_{12}$ of the amplifier is below -40dB.

Fig. 3.24 shows the simulation result of the input referred noise current of the TIA, a typical value of around $22 \, \text{pA/} \sqrt{\text{Hz}}$ is achieved at the frequency of 5GHz. When frequency exceeds 5GHz, the input-referred noise current increases quickly caused by the degradation of the transimpedance gain.

Figure 3.22: Simulation results of $S_{11}$ and $S_{22}$ of the TIA in AMS C35 with different resistor models
Figure 3.23: Simulation results of $S_{21}$ and $Z_T$ of the TIA in AMS C35 with different resistor models.
Figure 3.24: Simulated input-referred noise current of the TIA in AMS C35

3.3.5 Layout

To avoid the parasitics from the packaging and bonding, the TIA prototype circuit was designed to be tested with coplanar probes G-S-G (Ground-Signal-Ground). Correspondingly, G-S-G pads were employed for the input and output ports off-chip connection, which consist of three $95\mu m \times 95\mu m$ naked pads with centre to centre separation of 100-$\mu m$. In fact, the parasitic capacitance of the pad has been absorbed into the input and output matching network, and all the previous simulation results have included the parasitic effect of the pad\(^8\). Thus the deembedded measurement of pad impedance is not necessary for TIA testing, which simplifies the measurement procedure. Simulation also shows that the RGC input stage can even accommodate an input capacitance up to 600 $fF$ without significant degradation on -3 dB bandwidth.

Layout of the TIA is shown in Fig. 3.25, the chip area is $500\mu m \times 775\mu m$ (pads included). As can be seen from the diagram, passive components, i.e., inductors $L_1$, $L_3$ and pads, occupy most of the space of the amplifier, causing unavoidable

---

\(^8\)The parasitic capacitance has a typical value of 306$fF$ (maximum of 400$fF$), caused mainly by the capacitance between metal 1 and substrate.
long inter-connections between different cells. To minimize the parasitic capacitance and resistance of wiring, metal 4 is used as far as possible for inter-connections in signal path. For the TIA in Fig. 3.18, node X and A are most sensitive to parasitic capacitance whilst node B is alleviated partially by inductor-series peaking of $L_3$. Simulation shows that additional 60 $fF$ at node X or 30 $fF$ at node A would shrink the -3 dB bandwidth of the amplifier to be lower than 6-GHz. For this reason, transistors M1, M2, M3 and resistors $R_1, R_f$ are put as close as possible to minimize the inter-connection capacitance. Moreover, since the output port is more sensitive to parasitic capacitance than the input port, active components (M1-5) are placed near the output pad whilst long wiring is used from input pad to the active region.

![Layout of the TIA in AMS C35](image)

*Figure 3.25: Layout of the TIA in AMS C35*

The components are laid out in one direction (from left to right in Fig. 3.25) in order to avoid signal feedback caused by crossover parasitics. This technique also aids stability of the amplifier. Decoupling capacitors are filled in the corners and spare space, which helps shunt high frequency noise in power supply and bias voltage. With Cadence Assura parasitic extraction tool, post layout simulation was
done with all the parasitic resistors and capacitors taken into account (parasitic inductors are ignored here for its tiny effect). Post layout simulations show little differences from pre-layout simulation results.

3.4 Measurement

3.4.1 Calibration for on wafer measurement

For on wafer measurements, the reference plane of calibration must be set at the tips of probes. SOLT (Short Open Load Through) is the mostly used calibration method with fair accuracy for measurement frequency up to 10 GHz [86]. LRM (Line Reflection Matched) can be used if further accuracy is needed. Standard SOLT calibration kit can be used if the DUT has standard coaxial connectors. For on wafer measurement, the calibration circuits, i.e., short, open, load, through can be made on wafer for calibration test structure, but it is difficult to ensure the electrical parameters of these circuits, i.e., the load impedance, the delay of the transmission line, to be accurate, fixed and not dependant on process, temperature or environment variations. Hence, generally a standard calibration substrate is provided together with the probes, which includes the standard calibration devices, and verification devices on it.

For this TIA measurement, G-S-G probes from Cascade Microtech Ltd were used for the measurement of TIA and the optical front end, which features a 100μm pitch separation. The calibration substrate used is 101-190B, also from Cascade Microtech Ltd, with the parasitic coefficients listed in table 3.4:

<table>
<thead>
<tr>
<th>$C_{open}$ (fF)</th>
<th>$L_{short}$ (pH)</th>
<th>$L_{term}$ (pH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-9.3</td>
<td>2.4</td>
<td>-3.5</td>
</tr>
</tbody>
</table>

Table 3.4: The calibration coefficients for 100μm G-S-G probe from Cascade Microtech

Generally each time prior to the measurement, the calibration procedure should be conducted before the test, Fig. 3.26 shows a typical calibration verification result.
with a standard delay of 14 ps for the verification transmission line.

![Graph](image.png)

**Figure 3.26**: The verification delay time after calibration from 40 MHz to 10 GHz (standard 14 ps)

### 3.4.2 Frequency response measurement of the TIA

The frequency measurement set up of the TIA is shown in Fig. 3.27, while the micrograph of the TIA is shown in Fig. 3.28. Compared to the optical measurement set up, less instruments are used here. The input and output of the TIA are connected to the 2 ports of VNA (Anritsu 37397D) via G-S-G probes which provide 50Ω match. No bias Tee is needed here since VNA 37397D integrates bias Tee inside for port 1 and port 2. It greatly simplifies the cable and adapter connections. A needle probe was used to give power supply for the TIA since enough decoupling capacitors were integrated on chip, and the inductance of the needle can be ignored. Simulation further verifies that even with around 100 nH parasitic inductance from the needle probe, the TIA has no significant loss on gain or bandwidth. To monitor the power consumption of the TIA, a multimeter was connected in series with the voltage source Keithley 230.
The TIA was fully characterized under different power supply voltage ranging from 2.5 V to 3.6 V. With the S parameters recorded, the frequency response of the TIA can be post processed with the following equation (see section 3.3.4):

\[
Z_T = Z_0 \cdot \frac{S_{21}}{1 - S_{11}}
\]  

(3.109)
It should be noted here that the recorded file on the VNA for this TIA measurement must have S2P format to reserve both the magnitude and phase information since in equation (3.109), S21 and S11 are complex. If TXT file format was chosen for data recording, only the on screen displayed data will be saved. S11 here is only meaningful for the calculation of transimpedance gain, there is no design specs or constraints for S11 since the input impedance of the TIA was intended to be minimized (in this design is much smaller than 50Ω) to conduct more current from the photodiode to the amplifier. On the other hand, a good match is desired at the output of the TIA for the consideration of driving the mixer. For this reason, the following measurement results of the TIA only include S22 but not S11.

![Measured S22 of the TIA](image)

**Figure 3.29:** Measured S22 of the TIA under different power supply

Fig. 3.29 and Fig. 3.30 give the measured S22 and S21 of the TIA under different power supply. Fig. 3.31 shows the transimpedance gain of the TIA when power supply varies from 2.5 V to 3.3 V. In Fig. 3.32, the TIA’s performance was summarized with a typical transimpedance gain of 51 dB, -3 dB bandwidth of 6.02 GHz. The S22 is lower than -8 dB from DC to 7 GHz. The TIA still presents a -3 dB bandwidth of 3.2 GHz at 2.5 V power supply. It achieves a fairly good
gain flatness with gain variation smaller than ±2 dB within its -3 dB bandwidth.

Figure 3.30: Measured S21 of the TIA under different power supply

Figure 3.31: Measured transimpedance gain (ZT) of the TIA under different power supply
Figure 3.32: Measured transimpedance gain (ZT), S21 and S22 of the TIA at power supply of 3.3 V

For comparison, Fig. 3.33 shows the measured results and simulation results of the TIA for both S11 and transimpedance gain ZT at normal power supply of 3.3V. Very good agreement between the measured results and simulated has been achieved.
Figure 3.33: Comparison between the measured and simulated results of the TIA at 3.3 V power supply

### 3.4.3 Noise measurement of the TIA

The test setup for the noise measurement is shown in Fig. 3.34. The differences between noise test set up and frequency response test set up for the TIA are the spectrum analyser and the floating of TIA’s input port. For noise measurement, it is important to set up the spectrum analyser correctly, particularly the set up of RBW (Resolution bandwidth) and VBW (video bandwidth). Generally for a spectrum analyser, RBW is determined by its intermediate frequency filter bandwidth, since noise is often broadband in nature, the broader the RBW, the higher the noise floor; the narrower the RBW, the lower the noise floor. The choice of RBW depends on the measurement frequency accuracy requirement, and signal or noise power level.

VBW is the bandwidth of the spectrum analyser’s internal video filter, which is placed after the detector. In video filtering, the average level of the noise remains the same but the variation in the noise is reduced. Hence, the effect of video filtering is a “smoothing” of the noise. This is an important parameter that must be set appropriate when carrying the noise measurement.
Besides correct settings for RBW and VBW, low noise level of spectrum analyser is needed for the TIA noise measurement. Simulation predicts an input referred noise current of around $20 \text{ pA} / \sqrt{\text{Hz}}$ at 5GHz for the TIA, with $51 \text{ dB}\Omega$ transimpedance gain and $50\Omega$ input impedance of the spectrum analyser, a rough estimate of the noise power density at the output port of the TIA can be written as

$$P_{nd} = 10 \times \log[(20 \text{ pA}/\sqrt{\text{Hz}} \times 10^{51/20} \Omega)^2 / 50\Omega \times \frac{1}{10^{-3}}] \approx -150 \text{ dBm/Hz}$$

(3.110)

If the RBW is set to 10 Hz, the output noise level should be around -140 dBm, which is a reference parameter for choosing the appropriate spectrum analyser. The chosen spectrum analyser used to measure the output noise power of the TIA was Anritsu MS2721A, which has a measurement frequency ranged from 100 KHz to 7.1 GHz, with tuning resolution of 1 Hz. Its SSB phase noise is -100 dBc/Hz at 10, 20, 30 KHz offset. MS2721A features a low noise floor when its
embedded preamplifier is set on. Table 3.5 gives the displayed average noise level for the spectrum analyser. The gain of the pre amplifier is 25 dB and the RBW is set to 10 Hz.

<table>
<thead>
<tr>
<th>Freq</th>
<th>noise level (dBm, RBW = 10 Hz)</th>
<th>NF (dB, preamp on)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 MHz ~ 1 GHz</td>
<td>-153</td>
<td>11</td>
</tr>
<tr>
<td>1 GHz ~ 2.2 GHz</td>
<td>-150</td>
<td>14</td>
</tr>
<tr>
<td>2.2 GHz ~ 2.8 GHz</td>
<td>-146</td>
<td>18</td>
</tr>
<tr>
<td>2.8 GHz ~ 4 GHz</td>
<td>-150</td>
<td>14</td>
</tr>
<tr>
<td>4 GHz ~ 7.1 GHz</td>
<td>-148</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 3.5: The noise level of MS2721A at different frequencies with RBW=10 Hz.

Sometimes to reduce the noise floor of the spectrum analyser, an additional amplifier can be inserted in the test path just before the spectrum analyser. However there is a stringent demand on the noise figure and gain flatness for this amplifier, otherwise it introduces additional uncertainty and variation to the measurement. For TIA noise measurement, amplifier ZX60-6013E from minicircuits was used to lower the noise level of the spectrum analyser, while giving insignificant differences on the measurement results.

The input referred noise current of the TIA was derived from the measured output noise power density divided by it transimpedance gain at that frequency spot. Fig. 3.35 shows the measured TIA input referred noise current with 3.3 V power supply and 3.0 V power supply. Fig. 3.36 compares the measured TIA input referred noise current and simulated one.

In summary, the TIA consumes 16 mA current from 3.3 V power supply, while the current drops to 9 mA at 2.5 V power supply. Typically it presents a transimpedance gain of 51 $dB\Omega$, with a -3 dB bandwidth of 6.02 GHz. The input referred noise current is about 25 $pA/\sqrt{Hz}$ at 5 GHz. This is the fastest TIA ever reported in 0.35 $\mu$m CMOS technology according to author’s knowledge. Table 3.6 lists the recently published papers on high speed CMOS transimpedance amplifier.
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Figure 3.35: Measured TIA input referred noise current at 3.3 V and 3.0 V power supply

Figure 3.36: Measured and simulated TIA input referred noise current
Table 3.6: Comparison of recently published high speed TIA in CMOS technology

<table>
<thead>
<tr>
<th>Author</th>
<th>Technology</th>
<th>Gain (dBΩ)</th>
<th>B.W. (GHz)</th>
<th>PD. Cap. (pF)</th>
<th>input-ref. Noise (pA/√Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001, Kuo [89]</td>
<td>0.35µm CMOS</td>
<td>54</td>
<td>1.35</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2002, Schrodinger [88]</td>
<td>0.35µm CMOS</td>
<td>–</td>
<td>1.25</td>
<td>1.0</td>
<td>16</td>
</tr>
<tr>
<td>2003, Chiang [87]</td>
<td>0.35µm CMOS</td>
<td>52</td>
<td>2.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2004, Park [77]</td>
<td>0.25µm CMOS</td>
<td>80</td>
<td>0.67</td>
<td>1.0</td>
<td>21</td>
</tr>
<tr>
<td>2006, Chen [105]</td>
<td>0.35µm CMOS</td>
<td>55</td>
<td>2.2</td>
<td>0.3</td>
<td>16</td>
</tr>
<tr>
<td><strong>This work</strong> [91]</td>
<td>0.35µm CMOS</td>
<td><strong>51</strong></td>
<td><strong>6</strong></td>
<td><strong>0.6</strong></td>
<td><strong>21</strong></td>
</tr>
</tbody>
</table>
Chapter 4

Mixer

4.1 Introduction

In addition to the proposed high speed photodiode and TIA implemented in CMOS, mixer is another important circuit block in the optical front end. Fig. 4.1 shows the block diagram of the proposed CMOS optical front end. Different from general optical receivers for high speed communication systems where signals are broadband and non-modulated, an acoustic wave imaging system has useful signals only located at the mode lock frequency and its harmonics. Therefore a broadband mixer is placed after the TIA for downconversion of the discrete high frequency harmonics. The IF amplifier and output buffer follow the mixer to give further amplification and provide 50 Ω matching to the measurement equipment.

Figure 4.1: Block diagram of the optical front-end
Mixers perform frequency translation by beating two signals in a nonlinear element to produce sum and difference frequencies. They are critical components in receivers and transmitters to attach or remove the baseband signal to or away from the carrier. Mixer was first utilized in the superheterodyne receiver, reported by Armstrong [90] and called as the “first detector”, to convert the incoming high frequency signal to a lower intermediate frequency. By lowering the signal frequency with mixers, it is much more easier to obtain requisite gain and signal filtering in the receiver chain. Additionally, the potential oscillation problem due to the high receiver gain does not exist because the overall gain is distributed over different frequency bands [83]. Basically mixers are nonlinear time variant circuits, their operation is based on either switching of the signal path, or the modulation of a nonlinear component by a large signal tone, with the presence of the information-contenting signal to be converted in frequency. The nonlinearity caused mixing property is discussed in following section.

### 4.1.1 Mixing phenomena

The simplified nonlinear transfer function of a circuit can be described as equation (4.1):

\[ V_o = \alpha_1 V_s + \alpha_2 V_s^2 + \alpha_3 V_s^3 + \ldots + \alpha_n V_s^n + \ldots \tag{4.1} \]

where \( V_s \) and \( V_o \) are the input and output signals respectively. The \( n \)th harmonic of \( V_s \) is generated by the power harmonics of \( V_s \) in equation (4.1). For instance, if \( V_s \) is a single-tone signal represented by \( A \cos(\omega t) \), where \( A \) is the amplitude and \( \omega \) is the fundamental frequency, the square of \( V_s \) generates the second harmonic \( \cos(2\omega t) \) while the cube of \( V_s \) generates the third harmonic \( \cos(3\omega t) \) as:

\[ V_s^2 = (A \cos(\omega t))^2 = \frac{A^2}{2} (1 + \cos(2\omega t)) \tag{4.2} \]

\[ V_s^3 = (A \cos(\omega t))^3 = \frac{3}{4} A^3 \cos(\omega t) + \frac{1}{4} A^3 \cos(3\omega t) \tag{4.3} \]
It is also noted that the \( n \)’th even power of \( V_s \) also generates other even harmonics (including DC component) with lower order than \( n \) whilst the \( n \)’th odd power of \( V_s \) also generates other odd harmonics (including fundamental component) with lower order than \( n \).

The nonlinear terms in equation (4.1) generates frequency-mixing products if \( V_s \) comprises more than one signal with different frequencies. This phenomena is known as intermodulation. For instance, if \( V_s \) is the sum of two signals of different frequencies \( \omega_a \) and \( \omega_b \) :

\[
V_s = A_a \cos(\omega_a t) + A_b \cos(\omega_b t)
\]  

(4.4)

the square of \( V_s \) generates

\[
V_s^2 = (A_a \cos(\omega_a t) + A_b \cos(\omega_b t))^2 = \frac{A_a}{2} (1 + \cos(2\omega_a t)) + \frac{A_b}{2} (1 + \cos(2\omega_b t)) + A_a A_b [\cos(\omega_a + \omega_b) t + \cos(\omega_a - \omega_b) t] 
\]

(4.5)

where \( \cos(2\omega_a t) \) and \( \cos(2\omega_b t) \) terms are the second harmonics of the two signals respectively. In addition, the \( \cos(\omega_a + \omega_b) t \) and \( \cos(\omega_b - \omega_b) t \) terms are the second-order intermodulation products which are located at the sum and difference frequencies of \( \omega_a \) and \( \omega_b \) respectively.

Similarly, the cube of \( V_s \) generates intermodulation products at frequencies \( (2\omega_a \pm \omega_b) \) and \( (2\omega_b \pm \omega_a) \) where the second harmonic of one signal mixes with the fundamental harmonic of the other signal. This phenomena is known as third-order intermodulation. Unlike the second-order intermodulation products, the third-order intermodulation products at frequencies \( (2\omega_a \pm \omega_b) \) and \( (2\omega_b \pm \omega_a) \) are located close to the fundamental signals. This may result in undesirable consequences, for instance, corruption of the information-contending signal at frequency \( (\omega_a - \omega_b) \).

Generally, if \( V_s \) consists of several frequency tones or a modulated channel, the separate frequency tones intermodulate each other, thus influencing linear combinations of all excitation frequencies. Their harmonics producing a response
\[ f_{n,m,k} = nf_1 + mf_2 + kf_3 + \ldots, \quad n, m, k \in \mathbb{Z}. \] (4.6)

### 4.1.2 Mixer topologies

In terms of frequency conversion direction, there are basically two kinds of mixers, i.e., down-conversion mixers in receiver which convert the RF signal to an IF (Intermediate Frequency) and up-conversion mixers in transmitter which convert IF to RF. From the equation (4.5), the mutual dependencies of the IF, RF, and local oscillator (LO) frequencies are simplified as:

\[ f_{IF} = |f_{RF} \pm f_{LO}| \] (4.7)

This chapter focuses on the down conversion mixer since we are trying to demodulate the high frequency signal from the laser for post processing. A typical RF receiver architecture is illustrated in Fig. 4.2. RF filter and low noise amplifier perform the pre-selection and amplification, which are necessary for the specified selectivity and sensitivity of the system. Mixer then converts the RF signal to IF by mixing the RF signal from the preamplifier with LO (Local Oscillator), which is a very important building block within the receiver front-end as its performance affects the system performance and the performance requirements of adjacent building blocks. For instance, a mixer with low noise reduces the gain requirement on the previous amplifier; a mixer with high gain suppresses the noise contribution from the following stages; a mixer with high IP3 improves the system’s linearity and selectivity.
In terms of conversion gain, downconversion mixers can be categorized into passive and active mixers. Passive mixers, i.e., diode mixers and passive field effective transistor (FET) mixers generally introduce conversion loss although the circuits are very linear and can operate at very high frequencies. On the other hand, active mixers provide conversion gain to reduce the noise contribution from the following stages. For the application in this thesis, active mixers with conversion gain are explored aiming to suppress the noise from the off-chip circuits.

A typical single-balanced active mixer shown in Fig. 4.3 is a common kind of balanced active mixer. By means of balanced, it implies that there is no LO-to-RF feedthrough and LO-to-IF feedthrough since the LO signal has no DC component. The mixer comprises of a driving stage (a common-source transconductance stage in Fig. 4.3) and a differential switching pair. The common-source transconductance stage amplifies the RF signal to compensate for the attenuation caused by the switching operation, and to reduce the noise contribution from the switching stage. The amplified RF signal is converted down to IF (or up in upconversion mixers) by the LO switching pair. Single-balanced mixer is advantageous for the simple architecture, but it suffers from the LO feedthrough at the IF output port caused by the DC component in the RF signal.

Figure 4.2: A typical RF receiver architecture
Double-balanced active mixer shown in Fig. 4.4 is another most frequently used balanced mixer. The core is a Gilbert cell which comprises a differential pair driving stage and a switching quad. Resistors instead of PMOS transistors are commonly employed as load of the mixer for lower parasitic capacitances. Degeneration components \((Z_e)\) sometimes are added in series with the source of the transconductance transistor in order to increase the linearity of the driver stage, but at the cost of loss of conversion gain.

The operation of Double balanced mixers is similar to that of single-balanced mixers. However, it has the advantage of rejecting the strong LO component and even-order distortion products due to the double-balanced structure [92]. Moreover, it offers high port to port isolation, greater immunity from certain interference mechanisms such as supply voltage noise, substrate noise compared with other kinds of mixers.

Besides single-balanced and double-balanced mixers, there is a third group of active mixers, namely the unbalanced mixers. Fig.4.5 and Fig. 4.6 show two different circuit topologies of unbalanced mixers. In both topologies, the mixing operation is performed by modulating transconductance of the driving stages with
the LO signals. In the single-transistor active mixer shown in Fig. 4.5, the LO signal modulates the transconductance of the common-source driving stage by varying the gate-source voltage ($V_{gs}$) of the NMOS transistor. In the dual-gate FET mixer shown in Fig. 4.6, the LO signal modulates the transconductance of the common-source driving stage by varying the drain-source voltage ($V_{DS}$) of the lower transistor. Since there are DC components in both RF and LO signals, unbalanced mixers do not reject LO-to-IF and RF-to-IF feedthrough signals.
Both single-balanced and double-balanced mixers reject LO-to-RF feedthrough if the differential switching stages are driven differentially. However, in the unbalanced
mixers, LO-to-RF feedthrough is not rejected because the LO signal is unbalanced. In the single-transistor active mixer shown in Fig. 4.5, the LO signal is injected into the RF port through the RF filter. In the dual-gate FET mixer shown in Fig. 4.6, the LO signal is injected into the RF port through the gate-to-drain capacitance of the lower transistor.

The unbalanced mixers have the best noise performance due to the simplicity of the circuitry. In other words, there are fewer noise contributors, compared to both single-balanced and double-balanced designs. However, the unbalanced mixers suffer from their unbalanced properties. For instance, the RF and LO feedthrough cause self mixing problem and interferences to adjacent circuit blocks. Moreover, the stringent requirements on RF filter and LO filter limit their applications.

### 4.1.3 Mixer performance parameters

**Noise Figure**  The noise performance of the mixer is expressed usually by the noise factor or noise figure. The noise factor is defined as degradation of signal-to-noise ratio (SNR) caused by the circuit [93]. The noise figure is the noise factor in decibel scale. There are two types of noise figure measures for downconversion mixers, namely, single-sideband (SSB) noise figure and double-sideband (DSB) noise figure. The difference is, in the definition of DSB noise figure, both sidebands of LO signal (the RF signal and its image signal) are treated as desired input signal, while only one side of the LO frequency is retrieved in the definition of SSB noise figure (as shown in Fig. 4.7). Therefore, the downconversion of a DSB signal can be considered to have twice as much signal power as the downconversion of a SSB signal. With the same noise power, the SSB noise figure is about 2 times (3-dB) higher than DSB noise figure for a mixer.

Generally, the switching operation in mixers can be viewed as multiplication of the RF input by a rectangular waveform. Consequently, if the LO signal has a 50% duty cycle, the RF input is multiplied by all the odd harmonics of the LO signal. This suggests that RF noise components around $3\omega_{LO}$, $5\omega_{LO}$, etc., are downconverted to the IF band, further increasing the output noise (shown in Fig. 4.7). Nonetheless, this effect is suppressed by low conversion gain (even
conversion loss) at high frequencies and small magnitude of higher order harmonics.

**Figure 4.7: Noise aliasing from harmonic LO sidebands**

**Conversion Gain** A downconversion mixer should provide sufficient power gain to compensate for IF filter loss, and to reduce the noise contribution from the following stages. However, this gain is not expected to be too large, as a strong signal may saturate the output of the mixer. Two kinds of gain, namely, power gain ($G_p$) or voltage gain ($G_v$) are typically referred in mixer specification. They can be related as

$$G_p = \left(\frac{V_o}{V_i}\right)^2 \cdot \frac{R_S}{R_L} = \left(G_v\right)^2 \cdot \frac{R_S}{R_L} \tag{4.8}$$

where $V_o$ and $V_i$ are output and input voltages respectively; $R_L$ and $R_S$ are load and source impedance respectively. If the load impedance and source impedance of the mixer are equal, its power gain and voltage gain would have the same values in dB (decibel scale).

**Nonlinearity** Input referred intercept points are used as figures-of-merits to characterize the linearity performance of a receiver or a separate block like a mixer. They are extrapolated input amplitudes at which the desired signal becomes equal to the
spectral component, which is generated by the respective intermodulating signals, as described in section 4.1.1. Fig. 4.8 shows conceptions of the 3-order intercept point\(^1\), which is extrapolated input amplitudes at which the desired signal becomes equal to the third order harmonics.

Also shown in Fig. 4.8 is another widely used linearity performance parameter, the input 1-dB compression point (ICP), which is used to describe the large signal handling capabilities of the circuit. The gain compression occurs because of either the odd-order nonlinearity or voltage clipping and current limiting at high input signal power. The point where the large signal is 1-dB below the small-signal gain is defined as 1-dB compression point.

![Figure 4.8: 3-order intercept- and compression points](image)

**Port Isolation** The isolation between LO and RF ports of the mixer is important, as LO-to-RF feedthrough causes the self mixing from LO and its leakage. LO-to-IF and RF-to-IF feedthrough may saturate the IF output and decrease the 1-dB compression point of the mixer.

---

\(^1\)It is noted that the intercept points are determined by a two-tone test at small input signal levels, when the nonlinear response is linearly dependent on the stimulus, as illustrated in Fig. 4.8.
Port Return Loss  The impedance of the RF and LO ports are typically matched to 50Ω, while the impedance of IF output port is matched to that of the following stage, i.e., the IF filter. Impedance matching is necessary to avoid signal reflection and power loss in the mixer. Typically, return losses of less than -10 dB are required at RF port. At LO port, the return loss specification can be more relaxed since the amplitude of LO can be increased by delivering more power to the LO port, but at the expense of increased power consumption of the overall system.

4.2  Gilbert Cell Mixer Analysis

The principle of Gilbert cell has been briefed in section 4.1.2. The detailed operation of MOS FET Gilbert cell can be divided into two modes in terms of different LO amplitude: analog multiplier mode at small LO amplitude and mixing mode at large LO amplitude.

Small Signal Mode  If a voltage with small differential amplitude of 2x (DC set at X) is applied to a MOS differential pair, as illustrated in Fig. 4.9(a), the output currents can be given as below by assuming all the transistors are in saturation region

\[
\begin{align*}
I_1 & = \frac{1}{2} K (V_{gs1} - V_T)^2 \\
I_2 & = \frac{1}{2} K (V_{gs2} - V_T)^2
\end{align*}
\]  

\((4.9)\)  \(\text{\(4.10\)}\)
Figure 4.9: (a) Small signal analysis for differential pair (b) Gilbert cell as multiplier

where $K = \mu C_{ox}W/L$ and $V_T$ is the conventional notation for the transconductance parameter and the threshold voltage of the MOS transistor, respectively. $V_{gs1}$ and $V_{gs2}$ are the gate source voltages of $M_1$ and $M_2$, respectively. It is assumed that the differential transistors ($M_1$ and $M_2$) have the same size ($W_{1,2}/L_{1,2}$) and $V_T$. Since the differential pair has the common source and the tail current is fixed as $I_s$, we have

\begin{align*}
I_s &= I_1 + I_2 \quad (4.11) \\
2x &= V_{gs1} - V_{gs2} \quad (4.12)
\end{align*}

solving for $V_{gs1}$ and $V_{gs2}$ from equations (4.9) and (4.10)
Replacing the $V_{gs1}$ and $V_{gs2}$ in equation (4.12), we have

$$\sqrt{I_1} - \sqrt{I_2} = \sqrt{2} K \cdot x \quad (4.15)$$

with $(I_1 + I_2)$ and $(\sqrt{I_1} - \sqrt{I_2})$ known, it can be derived that $I_1 \cdot I_2 = (I_s / 2 - Kx^2)^2$. So the differential output current is

$$I_1 - I_2 = \sqrt{(I_1 + I_2)^2 - 4I_1 \cdot I_2} = \sqrt{KI_s \cdot 2x \cdot \sqrt{1 - Kx^2 / I_s}} \quad (4.16)$$

If the differential input voltage amplitude $(2x)$ is small, we have

$$I_1 - I_2 = \sqrt{KI_s \cdot 2x} = g_m \cdot 2x \quad (4.17)$$

where $g_m$ is the transconductance of transistor $M_1$ and $M_2$; $2x$ is the differential input voltage amplitude. As expected, the above derivation leads to the same result as the simple equation $\Delta I = g_m \Delta V$ gives with the small signal mode assumption, $Kx^2 \ll I_s^2$.

Based on the above conclusion, we can have the quantitative analysis of Gilbert cell in small signal mode. In Fig. 4.9 (b), the output differential current is
\[ I_{o1} - I_{o2} = (I_{o1+} + I_{o2-}) - (I_{o2+} + I_{o1-}) \]
\[ = (I_{o1+} - I_{o1-}) - (I_{o2+} - I_{o2-}) \]
\[ = \sqrt{K_{LO}}I_{x1} \cdot 2V_{LO} - \sqrt{K_{LO}}I_{x2} \cdot 2V_{LO} \]
\[ = 2V_{LO} \sqrt{K_{LO}} \cdot (\sqrt{I_{x1}} - \sqrt{I_{x2}}) \quad (4.18) \]

where \( K_{LO} = \mu C_{ox} W_3 / L_3 \) represents the conventional notation for the transconductance parameter and it is assumed that the quad transistors have the same size. From the equation (4.15), we have \( (\sqrt{I_{x1}} - \sqrt{I_{x2}}) = \sqrt{2K_{RF}} \cdot V_{RF} \). Thus, the MOS Gilbert multiplier shown in Fig. 4.9 (b) yields

\[ I_{o1} - I_{o2} = 2\sqrt{2K_{RF}K_{LO}} \cdot V_{RF}V_{LO} \quad (4.19) \]

where \( V_{RF} \) and \( V_{LO} \) are the half voltage amplitude of the input RF port and LO port of the Gilbert cell. With a load resistance of \( R \), the gain of the Gilbert cell in small signal mode is \( (2\sqrt{2K_{RF}K_{LO}} \cdot V_{LO} \cdot R) \). It is noted that the voltage gain is not effected by the tail current \( I_s \) under the small signal assumption \( Kx^2 \ll I_s^2 \).

**Large Signal Mode** For general mixer applications, the quad transistors in Gilbert cell as shown in Fig. 4.9 (b) are operating in nonlinear, large signal mode (with large \( V_{LO} \)) for gain and noise considerations. In equation (4.19), the voltage gain of the Gilbert cell increases as \( V_{LO} \) increases under the assumption that \( V_{LO} \) is small and all transistors remain in saturation region. However, further increment of \( V_{LO} \) pulls the quad transistors out of saturation region in the peaking phase. The transistors are in fact in a “switching” mode when the \( V_{LO} \) is large enough. For simplicity, assuming an ideal square wave is applied to the LO ports. Mathematically, the square wave with a frequency of \( \omega_{LO} \) can be described as

\[ S(t) = \frac{1}{2} + \frac{2}{\pi} \sum_{n=1,2,3,...} (-1)^{n+1} \frac{\sin(n\pi)}{n} \cos(n\omega_{LO}t) \]
\[ = \frac{1}{2} + \frac{2}{\pi} \cos(\omega_{LO}t) - \frac{2}{3\pi} \cos(3\omega_{LO}t) + \frac{2}{5\pi} \cos(5\omega_{LO}t) + ... \quad (4.20) \]
and its complementary square wave $S(t)$ is written as

$$S(t) = \frac{1}{2} - \frac{2}{\pi} \cos(\omega_{LO}t) + \frac{2}{3\pi} \cos(3\omega_{LO}t) - \frac{2}{5\pi} \cos(5\omega_{LO}t) + \ldots \quad (4.21)$$

Although the quad transistors are in switching mode, the transconductance transistors $M_{1,2}$ stay in small signal mode because of the small RF input power, and so the output currents are given by

$$I_{x1} = \frac{I_s}{2} + g_m V_{RF} \cos(\omega_{RF}t)$$
$$I_{x2} = \frac{I_s}{2} - g_m V_{RF} \cos(\omega_{RF}t)$$

where $g_m$ is the transconductance of the driving stage transistors $M_{1,2}$. Assuming the quad transistors $M_{3,4,5,6}$ are in ideal switching mode, the circuit can be simplified as in Fig. 4.10 (a). An expression for the output currents can be found to be

$$I_{o1} = I_{o1+} + I_{o2-}$$
$$I_{o1} = I_{x1} \cdot S(t) + I_{x2} \cdot S(t)$$
$$= \left[ \frac{I_s}{2} + g_m V_{RF} \cos(\omega_{RF}t) \right] \cdot \left[ \frac{1}{2} + \frac{2}{\pi} \cos(\omega_{LO}t) - \frac{2}{3\pi} \cos(3\omega_{LO}t) + \ldots \right]$$
$$+ \left[ \frac{I_s}{2} - g_m V_{RF} \cos(\omega_{RF}t) \right] \cdot \left[ \frac{1}{2} - \frac{2}{\pi} \cos(\omega_{LO}t) + \frac{2}{3\pi} \cos(3\omega_{LO}t) + \ldots \right]$$
$$= I_s + \frac{2}{\pi} g_m V_{RF} \left[ \cos(\omega_{LO} - \omega_{RF})t + \cos(\omega_{LO} + \omega_{RF})t + \ldots \right] \quad (4.22)$$

Similarly, $I_{o2}$ can be derived as

$$I_{o2} = I_s - \frac{2}{\pi} g_m V_{RF} \left[ \cos(\omega_{LO} - \omega_{RF})t - \cos(\omega_{LO} + \omega_{RF})t + \ldots \right] \quad (4.23)$$

finally, the differential output current $I_o$ is

$$I_o = \frac{4}{\pi} g_m V_{RF} \left[ \cos(\omega_{LO} - \omega_{RF})t + \cos(\omega_{LO} + \omega_{RF})t + \ldots \right] \quad (4.24)$$
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Noting that $V_{RF}$ is the half amplitude of the RF input, the conversion gain of the mixer with a load resistance of $R$ in large signal mode is

$$G_{conv} = \frac{2}{\pi} g_m R$$  \hspace{1cm} (4.25)

Figure 4.10: (a) Gilbert cell in switching mode (b) mixer simplified circuit with LO between RF and IF (c) mixer simplified circuit with RF between LO and IF

**Ports Assignment** It is interesting that most of the Gilbert cells employed as mixers apply the LO signals between the driving stage (where the RF signal is applied) and the IF output ports without explanation. For instance, LO signals are applied to the gates of transistors $M_{3,4,5,6}$ while RF signals are applied to transistors $M_{1,2}$ in Fig. 4.9 (b). Simplified circuits for this comparison are shown in Fig. 4.10 (b) and Fig. 4.10 (c), where LO is placed between RF and IF in the former whereas RF is placed between LO and IF in the later. The difference lies in the fact that, the DC operation of the driving stage ($M_1$) is greatly disturbed in the mixer circuit of Fig. 4.10 (c) because of the LO switching. For most mixer applications, RF input has a small power (amplitude) and the driving stage is used
to amplify and convert the small input signal into a current one, which declares
the impracticality of the configuration in 4.10 (b).

**Noise** Noise analysis of current-commutating CMOS mixers, i.e., Gilbert cell are
reported in papers [95, 97, 96]. An active mixer comprises of an input transconductance,
switches, and an output load. Noise is present in all the transistors making up
these functions. Frequency translation of noise is dealt with approximately, using
a simple analysis and qualitative reasoning. In [96], the output noise of a Gilbert
mixer can be written as:

\[
V_{n, o}^2 = 8kT R_L \left( 1 + \frac{R_L I}{\pi A} + \gamma g_m R_L \right) \tag{4.26}
\]

where \( R_L \) is the resistance of load resistors, \( I \) is the total bias current of the mixer,
\( A \) is the LO amplitude. \( g_m \) is the transconductance of the transistors from the
transconductance stage. The first term in equation (4.26) is the noise due to the
load resistor; second term comes from the switches (here we assume the square
wave applied to the quad switches of the Gilbert cell); the third term reveals
the thermal noise of the transconductance stage transferred to the mixer output.
Note that in Gilbert cell there are two load resistors and two transconductance
transistors, corresponding to the superposed thermal noise of \( 2 \cdot 4kT R_L \) and
\( 2 \cdot 4kT \cdot \gamma g_m \cdot R_L \). In [96], switches are assumed to contribute noise to the mixer
output over the time when they are both ON. If a switch is OFF, it obviously
contributes no noise, and neither does the other switch that is ON because it acts as
a cascode transistor whose tail current is fixed to \( I \) by the RF input transconductance
stage. This is further illustrated in Fig. 4.11. If the channel modulation effect
of \( M_1 \) is ignored, the impedance of node X is infinite, which means that all the
current flowing through load resistor \( R \) will flow through \( M_1 \). The noise current of
\( i_{n2} \) then has no effect on the output. Here the noise current is offset by \( M_2 \) itself,
\( i_{n2} + i_{D2} = 0 \). In practical design, the parasitic capacitances at node \( X \) magnify the
noise from \( M_2 \) since which bypass the \( M_1 \) and conduct the current to ground.
4.3 5 GHz Mixer in AMS 0.35\(\mu\)m CMOS

4.3.1 Optimization techniques in AMS 0.35\(\mu\)m CMOS

Austria Microsystems (AMS) 0.35-\(\mu\)m CMOS (C35B4C3) has been chosen as the prototype fabrication technology for the mixer fabrication. The double poly, four-metal, n-well process has a typical transit frequency \(f_T\) of about 25 GHz. RF models for transistors, resistors, capacitors, varactors, and inductors are also provided from the foundry, which cover the frequency range from DC to 6 GHz. AMS provides three inductor libraries, but only fourth-metal module is valid for C35B4C3 which contains 7 square inductors with values range from 1.4 \(nH\) to 9.1 \(nH\). All these 7 inductors have a single layer of metal 4 and are modeled with a lumped RLC equivalent circuit.

It is difficult to operate the mixer at 5 GHz in 0.35-\(\mu\)m CMOS process, which demonstrates a typical \(f_T\) of about 25 GHz and \(f_{\text{max}}\) of 40 GHz. To minimize the gate series resistance, all the RF transistors are fingered with a fixed finger width.
of 5 $\mu m$. Referred to the RF models for NMOS transistors, the current density should be around $10^{-4} \, A/\mu m$ to achieve a maximum $f_{\text{max}}$, while $V_{ds}$ should be as large as possible. In practical design, there are trade-offs between the circuit operation speed and power consumption since the current of the mixer is limited by the system specification and $V_{ds}$ cannot exceed the power supply in a Gilbert cell\textsuperscript{2}.

Fig. 4.12 shows the maximum oscillation frequency ($f_{\text{max}}$) versus $I_{ds}$ for a typical NMOS transistor in AMS C35 with different $V_{ds}$. When the NMOS transistor is biased at $V_{ds} = 1.5 \, V$, the maximum $f_{\text{max}}$ of 43 GHz is achieved at an optimum $I_{ds}$ of

\[ I_{ds} = 10^{-4} \, A/\mu m \times 24 \times 5 \, \mu m = 12 \, mA \]  

(4.27)

For a double balanced mixer with two RF transconductance transistors, it means the total bias current consumed is $2 \times 12 \, mA = 24 \,mA$. This is unacceptable for the optical front-end. In fact, the target power consumption for the mixer is 10 mA, which means that $I_{ds}$ is equal to 5 mA for each RF transconductance transistor. For NMOS transistor of size $24 \times 5 \times 0.35 \, \mu m$, a $f_{\text{max}}$ of 40 GHz is available from Fig. 4.12. It can be seen that for only 8% reduction in $f_{\text{max}}$, a saving of 60% in power consumption is achieved! For NMOS transistor with size of $40 \times 5 \times 0.35 \, \mu m^3$, a $f_{\text{max}}$ of 37 GHz is available based on simulation results. Still there is a significant power consumption cut with acceptable $f_{\text{max}}$ for the NMOS transistors.

\textsuperscript{2}In fact, $V_{ds}$ is smaller than the power supply $V_{dd}$, which can be expressed as $(V_{dd} - 1/2 \cdot I \cdot R_L - V_{sat})$ if ideal switching is assumed.

\textsuperscript{3}$40 \times 5 \times 0.35 \, \mu m$ is the maximum size of NMOS RF transistors allowed by the RF models in AMS C35.
Because of the slow mobility of the holes in silicon, PMOS transistors are avoided to be used in the signal path when speed of the circuits are of great importance. Besides the transistors, the RF models for passive components have a big impact on the RF circuit performance. The accuracy of RF models of the passive components sometimes imposes as the bottleneck for RF design [83]. Fortunately, the RF models provided from AMS predict well of the high frequency performances of the inductors, capacitors and resistors in the libraries. Fig. 4.13 and Fig. 4.14 show the simulation results of Q factors for inductor SP037S180D and poly-poly capacitor (1 pF) with lumped RLC models from AMS C35 and ADS (Advanced Design System from Agilent) was used to do the simulation work for the mixer.
4.3.2 Matching network

Impedance matching for high frequency circuit design is important to avoid signal reflection and excessive ripples in the frequency responses. The impedance of the RF and LO input ports are typically matched to 50 $\Omega$, while the impedance of IF port does not need to be 50 $\Omega$ since the signal frequency has been downconverted...
to a low intermediate frequency and it is generally followed by high impedance IF amplifier or filter, i.e., D2S in this design. But for the consideration of evaluating the mixer, D2S output has to be matched to 50 \( \Omega \), the typical impedance of a spectrum analyser. Basically, return losses of less than -10 dB (voltage wave standing ratio of less than 2) are required. On the other hand, the return loss specification on the LO port can be more relaxed because it can be compensated by higher LO power. However, excessive return loss would result in increased power consumption of the overall system.

Any arbitrary port resistance \( R_p \) can be matched to the source resistance \( R_s \) (for input port) or load resistance \( R_L \) (for output port) using a two-element impedance-matching network. If \( R_p \) is larger than \( R_s \) (or \( R_L \)), the impedance-matching network shown in Fig. 4.15(a) can be used. If the \( R_p \) is smaller than the \( R_s \) (or \( R_L \)), we can have the two elements matching network by just exchanging \( R_s \) and \( R_p \), as shown in Fig. 4.15(b).

![Diagram](image)

Figure 4.15: Matching network for (a) \( R_p \) larger than \( R_s \); (b) \( R_p \) smaller than \( R_s \).

The reactive elements \( X_s \) and \( X_p \) are used for impedance transformation. The quality factor (Q) of the network is given by

\[
Q_N = \sqrt{\frac{R_p}{R_s}} - 1
\]  

(4.28)

The value of \( Q_N \) specifies the Q of \( X_p \) in parallel with \( R_p \) and the Q of \( X_s \) in series with \( R_s \). In other words,
The reactive elements $X_s$ and $X_p$ can be implemented by either inductors or capacitors. If $X_s$ is capacitive, $X_p$ has to be inductive. Similarly, if $X_s$ is inductive, $X_p$ has to be capacitive. The difference between these two configurations is that one is a lowpass network while the other is a highpass network. If the port impedance is not purely resistive, the reactive part of the port impedance can be tuned out by a reactive element, or absorbed into the matching network.

In practical design, the reactive elements ($X_s$ and $X_p$) of the impedance-matching network can be implemented by either on-chip or external components. Generally on-chip components are preferred for system integration, although they have lower Q (due to the parasitic series resistance and substrate loss) than external components. Sometimes bond wires are utilized as the part of the matching network because of their parasitic inductance.

If the ratio of $R_s$ to $R_p$ is very large, the matching network is very sensitive to component variations. Correspondingly, $S_{11}$ demonstrates a sharp notch to the frequency response. In this case, multi-stage matching network could be used to transform the impedance of $R_p$ to an intermediate value, i.e., $R_m$ before it is transformed to match the value of $R_s$. The sensitivity of the network can therefore be degraded.

For this design, the source impedance is 50 $\Omega$, the input impedance of the RF port and LO port are capacitive and the resistance is much smaller than 50 $\Omega$. On-chip matching-network is chosen for this design because the prototype chip was not to be packaged and all the measurements were to be based on-wafer. ADS design guide was chosen to do the matching-network, which provides different type of matching networks and gives the synthesized component values.

Because of the low Q of on chip inductors (Fig. 4.13 and 4.14), the synthesized components values are only approximated, the final matching-network was optimized as a simple inductor for both RF port and LO port, with values of 3.7 nH and 4.7 nH, respectively. The simulated reflection coefficients for RF port, LO port and D2S output port are shown in Fig. 4.16.
Figure 4.16: The reflection coefficients at the RF port ($S_{11}$), LO port ($S_{22}$) and D2S output port ($S_{33}$)

### 4.3.3 LO driver and D2S

For the purpose of saving RF pads and for the convenience of measurement, LO driver and Differential to Single (D2S) circuits were designed and fabricated on chip together with the mixer. Besides, these auxiliary circuits are necessary for a realistic optical front-end system which intends to integrate more function blocks on chip. The LO driver schematic is shown in Fig. 4.17. $M_1$ and $M_2$ form the differential pair to amplify the input LO from off-chip. The gate of $M_2$ is AC grounded by a 7 pF capacitor. Resistor $R_b$ provides DC operating point of $M_2$ by shorting the gates of $M_1$ and $M_2$. In this design, $R_b$ is implemented by poly2 resistor and has a value of around 4 $K\Omega$ which together with the AC grounded capacitor form a low pass filter with a cut-off frequency of 6 MHz. For measurement set up of the mixer, DC bias voltage of the LO driver has been chosen to be around 1.4 V. It guarantees a reasonable $V_{ds}$ for $M_1$ and $M_2$, at a tail current of 5 mA (2.5 mA for each branch of the differential pair), which is necessary for a $f_{max}$. On the other hand, it leaves enough headroom for the load.
resistors, for the consideration of the gain.

To achieve the maximum gain for the circuit, an inductive load would have been preferable for the LO driver since it give better impedance and gain at high frequencies, but this comes with the cost of large chip area, which is unbearable because of the unavoidable inductors in TIA and input matching circuits of the mixer. Besides, another inductor is reserved for the LO driver which provides matching from off-chip to the input of the circuit. Simulation shows that at 5 GHz, appropriate resistor load still provides gain for the LO driver. With a tail current of 5 mA, the load resistor is chosen to be 300 Ω which is optimized for bandwidth, gain and the DC coupling to the LO ports of the Gilbert mixer.

It is difficult to have the two outputs of the LO driver with the same amplitude because of unmatched input to the differential pair, and the gate to drain parasitic capacitances $C_{gd}$ of $M_1$ and $M_2$. In fact, $V_{outp}$ has a larger amplitude than $V_{outn}$. Fortunately it does not impose a big problem so long as the output amplitude is large enough and the two outputs are out of phase. The design values for the components are listed in table 4.1.
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<table>
<thead>
<tr>
<th>component</th>
<th>design parameter</th>
<th>design value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>$30 \times 5/0.35\mu m$</td>
<td></td>
</tr>
<tr>
<td>$M_2$</td>
<td>$30 \times 5/0.35\mu m$</td>
<td></td>
</tr>
<tr>
<td>$M_s$</td>
<td>$30 \times 5/0.35\mu m$</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>$6 \times 100/3\mu m$</td>
<td>$1818\Omega/6$</td>
</tr>
<tr>
<td>$R_b$</td>
<td>$2 \times 120/3\mu m$</td>
<td>$2182\Omega \times 2$</td>
</tr>
<tr>
<td>$L$</td>
<td>$4.7 \text{nH}$</td>
<td>$4.7 \text{nH}$</td>
</tr>
<tr>
<td>$C_{ac\text{ grounded}}$</td>
<td>$7 \times 33.9 \times 33.9\mu m$</td>
<td>$7 \text{pF}$</td>
</tr>
</tbody>
</table>

Table 4.1: Design values of the LO driver

The AC simulation results of the LO driver are shown in Fig. 4.18. Without inductive peaking, the LO driver demonstrates 7.7 dB voltage gain at 5 GHz, which greatly reduces the power requirement of the LO input.

Figure 4.18: The frequency response of the LO driver
Both the prototype chips of the mixer subcircuit and the optical front-end were not packaged for this project, and all the measurements were to be conducted with probe station. G-S-G probes and needles probe are used for RF signal coupling (both input and output) and DC connection, respectively. The probes are expected to be as few as possible since their mechanical arms occupy a lot of space on the test platform and the system would get congested. Therefore the differential output from the proposed Gilbert cell is preferred to be converted to single ended one. This was done by the Differential to Single (D2S) circuit, as shown in Fig. 4.19. It is basically a single stage amplifier followed by an output buffer. Since the signal has been downconverted to IF by the mixer, the design constraint on the bandwidth of D2S has been relaxed. The tail current for the differential pair $M_1$ and $M_2$ in Fig. 4.19 can be chosen smaller than that in the LO driver, 3 mA for this design. $M_5$ and $M_6$ form source follower which provide 50 Ω impedance match to the measurement instruments. Note that the source follower output impedance can be roughly written as $1/g_{m}$, to have more gain at the output resistor $R_L$, it is expected $g_{m}$ to be chosen as large as possible because the source follower gives a gain of $g_{m}R_L/(1 + g_{m}R_L)$. On the other hand, to avoid distortion at the output, DC operating point should be close to the mid of power supply, which results a large DC current through $M_5$, $M_6$ and $R_L$.

For the mixer in RF1, however, some design issues in the D2S circuit were discovered after the tape out. First, the load resistor $R$ can be replaced by PMOS transistors which saves chip area; secondly, for the D2S output in Fig. 4.19 (the load $R_L$ is 50 Ω to emulate the input impedance of the measurement instruments, i.e., spectrum analyser), it must be DC coupled to the spectrum analyser, otherwise, there is no DC current supply for $M_5$ and $M_6$. But most of the spectrum analyzers have DC block at the RF input port for DC protection. In the tape out of the optical front end (tape out series No. Atto1b), these issues were removed and the D2S circuit was re-designed.

---

4The probe station used for the measurement is not a commercial one, instead, it was built up manually in the EEE Department, University of Nottingham.
5RF1 is the MPW (Multi-Project Wafer) tape out series number, which includes prototype circuits for RF applications, i.e., 5 GHz frequency divider for frequency synthesizer; 4 GHz LNA for breast cancer imaging system, and 5 GHz mixer for the high speed optical front end.
The simulation result of D2S is shown in Fig. 4.20. As the IF frequency is around 100 MHz, D2S provides about 6.9 dB gain. These should be deducted from the mixer measurement results to get the net gain of the mixer core. The simulation results did not take into account of the effects of parasitic capacitances, i.e., that from the pads and wirings. Its - 3 dB bandwidth is estimated to be in fact about few hundred MHz, which means that if higher IF frequency is chosen, more current needs to be assigned to the D2S circuit to improve its bandwidth.
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4.3.4 Mixer core

The mixer core in RF1⁶ is a Gilbert cell as shown in Fig. 4.21. $M_{IB}$ is the current source of the mixer which determines the DC current flowing through the $M_1$–$M_6$ and load resistors. By selecting appropriate $V_{bias}$, the current through $M_1$ and $M_2$ are chosen to be around 5 mA which balances the $f_{max}$ requirement of $M_1$, $M_2$ and the power consumption of the mixer. It is noted that the DC operating points of the circuit are also affected by $V_{bias}$ since load resistors consume a voltage headroom of $1/2 \cdot R \cdot I_B$.

RF transconductance stage consists of transistors $M_1$ and $M_2$. From Gilbert mixer noise expression (4.26), $M_1$ and $M_2$ are chosen to have the maximum size $40 \times 5 \mu m/0.35 \mu m$. From another point of view, large sizes of $M_1$ and $M_2$ are also beneficial for conversion gain, $2/\pi \cdot g_m \cdot R_L$. Although compared to smaller NMOS transistors, the $f_{max}$ of $M_1$ and $M_2$ degrades because of the decreased current density, simulation shows that the mixer works well up to 5 GHz.

⁶RF1 is the tape out series number.

Figure 4.20: AC simulation result of the D2S
Trade-offs exist for the size of switching quad $M_3 \sim M_6$. As mentioned previously about the noise of Gilbert cell in section 4.2, short switch-on time is preferable to shorten the time of both ON state of the switching pair. This means a reasonable large size of switching quad. On the contrary, large $M_3 \sim M_6$ introduce large parasitic capacitance at the common source node (i.e., node X in Fig. 4.21), which causes a rectifying effect at this node, after downconversion by the noisy LO, it leads to a noise current at the mixer output [96]. The rough physical model demonstrates a Gilbert mixer noise expression (4.26) independent of switching quad size. Finally, from the point of LO driving, $M_3 \sim M_6$ should be sized relatively small since 4 large transistors (quad) tend to be heavy loads of the driving circuits, resulting more power consumption.

Poly2 resistors instead of PMOS transistors are employed as the load of the Gilbert mixer. This is for: 1) poly resistor demonstrates better linearity than PMOS transistor; 2) PMOS transistor has a larger resistance variation at the process corners which could be problematic to the DC operating points of the mixer.
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Because of the current density limit of poly2 (0.3 mA/µm), resistor R in Fig. 4.21 was implemented with 8 poly2 resistors in parallel. This consumes more chip area and causes much larger parasitic capacitances at the output ports. But the later is not a problem because the signal frequency at output ports has been downconverted, the parasitic capacitances can be absorbed into the low pass filter, to filter out the LO feedthrough. Here capacitor C, as part of the low pass filter, was implemented by poly-poly capacitor. The design values for the components in the mixer core are listed in table 4.3.

<table>
<thead>
<tr>
<th>component</th>
<th>design parameter</th>
<th>design value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{1,2}$</td>
<td>$40 \times 5/0.35\mu m$</td>
<td></td>
</tr>
<tr>
<td>$M_{3,4,5,6}$</td>
<td>$20 \times 5/0.35\mu m$</td>
<td></td>
</tr>
<tr>
<td>$M_{IB}$</td>
<td>$40 \times 5/0.35\mu m$</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>$8 \times 120/3\mu m$</td>
<td>$2182\Omega/8$</td>
</tr>
<tr>
<td>$L$</td>
<td>$3.7$ nH</td>
<td>$3.7$ nH</td>
</tr>
<tr>
<td>$C_{ac\text{ grounded}}$</td>
<td>$33.9 \times 33.9\mu m$</td>
<td>1 pF</td>
</tr>
</tbody>
</table>

Table 4.3: Design values of the mixer core

All the pre-layout simulations of the mixer were conducted in ADS. For large signal mode, nonlinear circuits and systems, frequency-domain based Harmonic Balance offers lot of benefits over conventional time-domain transient analysis [99]. The post-layout simulations of the mixer were done in Cadence, but only with several periods of transient simulation results which aimed to verify the functionality of the mixer$^7$.

Fig. 4.22 and Fig. 4.23 show the simulated conversion gain of the mixer at 5 GHz with IF at 100 MHz. The mixer in RF1 gives a total gain (including the 6.9 dB gain of D2S) around 18 dB, with 11 dB contributed from the mixer core (Gilbert cell). As expected when the input RF power increases to a certain level, the output drops and the mixer runs out of the linear region. The RF sweep simulation results indicate a 1 dB compression point of around -15 dBm for the mixer.

$^7$It is quite time-tedious to run transient simulation for the post layout circuits which contain huge number of extracted parasitics.
Figure 4.22: Mixer IF output vs RF input power at 5 GHz RF input and 100 MHz IF.

Figure 4.23: Mixer conversion gain vs RF input power at 5 GHz RF input and 100 MHz IF.

Fig. 4.24 shows the simulated noise figure and conversion gain of the mixer.
versus input LO power. In general, the noise figure of the mixer decreases as the LO power is increased to a certain level. This is easy to understand since large LO power reduces the simultaneous ON states of the switching quad, and thus reduces the noise contributions from them, as mentioned in section 4.2. However the further increase of the LO amplitude leads to more LO coupled noise to the common source node of the switching quad through the gate-source capacitors $C_{gs}$ of the switching quad, which deteriorates the noise performance. Similar situation happens to the conversion gain, it follows the changes of LO amplitude initially, but gain drops after a certain value of LO power. Besides the feedthrough effect of gate-source capacitors $C_{gs}$, simulation shows that the increased imbalance between the two outputs from LO driver also makes things worse when LO power increases.

Because of the amplification of LO driver, small power can be applied to the mixer circuit, which saves power consumption of the system. An optimized value of -5 dBm for LO power can be found from Fig. 4.24, at which point the mixer demonstrates a maximum conversion gain of 17.8 dB and a minimum noise figure of 12.6 dB.
Figure 4.24: Simulated mixer noise figure and conversion gain vs LO power. RF=5 GHz, IF=100 MHz.

Fig. 4.25 shows the simulated output power of the mixer with 2 tones RF input. The frequencies of the two RF input tones are 5.001 GHz and 4.999 GHz, respectively. With 2 MHz frequency separation, the fundamental tone and the third order tone at the output port of the mixer are plotted in Fig. 4.25, from this diagram the output third order interception point (OIP3) and input third order interception point (IIP3) of the mixer can be calculated as

\[
\begin{align*}
OIP3 & = \frac{(P_{fd} - P_{3rd})}{2} + P_{fd} \\
IIP3 & = OIP3 - G_{mix}
\end{align*}
\]

where \(P_{fd}\) stands for the power of the fundamental tone at the mixer output, \(P_{3rd}\) denotes the output power of the third order distortion at the mixer output, it can

\[\text{In fact, there are two sidebands for the third order harmonics, in Fig. 4.25 only the lower side band is plotted.}\]
be lower side band or upper side band, $G_{mix}$ is the mixer conversion gain.

Fig. 4.26 shows the simulated mixer conversion gain and IIP3 versus the LO amplitude. For mixers used in wireless communication systems where the RF signal can vary from under -100 dBm to around 0 dBm, IIP3 of the mixer is a very important performance parameter, which describes the linearity of the mixer, and generally the linearity of the system. For the proposed mixer, it is seen that -5 dBm, the optimized LO input power for mixer conversion gain, is nearly the worst case for IIP3 of the mixer. In other words, by setting LO input power to be -5 dBm, the mixer is very likely to get corrupted by harmonics at large RF input. Fortunately, it is not a problem for this application since the optical front-end would only need to handle the input optical power on the order of $\mu W$ or smaller, which translates to a voltage of no more than 10 $\mu V$ at the TIA output. For this input power, the mixer is still far away from saturated. Moreover, there is no in band or out band inter modulation for our application, since the desired input signal frequencies are discrete and well separated.

Figure 4.25: Simulation of Input IP3 of the mixer vs input RF power
Monolithic integration of analog circuits provides opportunities for good device matching and isothermal operation, but it also comes with the coupling and cross talk problems. The capacitive coupling to the substrate and resistive coupling through the substrate is the dominant on-chip effect of the LO-to-RF feedthrough because bonding wires and packet leads are excluded in the design. Layout issues play an important role in these considerations. Generally the RF and LO signal routings should be kept well apart and should be orthogonal to each other in order to prevent any on-chip magnetic coupling between the lines. For this design, the magnetic on-chip coupling can be considered almost insignificant, the RF and LO signals were not kept orthogonal but kept well separated. The LO switching devices were placed into their own well surrounded by a grounded guard-ring, and the transistors of the driver stage into another. The on-chip LO signal routing was also shielded from the substrate. This can be done in $P^-$ substrate by placing a n-well underneath the LO wires. By connecting the n-well to the positive supply-voltage, the reverse biased PN junction provides a proper shield.
The layout of the mixer is shown in Fig. 4.27. The chip has a size of \(1127 \mu m \times 915 \mu m\), while most of the chip area are occupied by pads, decoupling capacitors, and inductors.

![Figure 4.27: Layout of the mixer in RF1](image)

### 4.4 Measurement

#### 4.4.1 Mixer measurement set up

The mixer measurement setup is shown in Fig. 4.28. The die micrograph is shown in Fig. 4.29. Anritsu 37397D VNA is used as RF signal generator while Agilent 40 GHz signal generator E8257C generates 5 GHz LO signal for the mixer. A bias Tee was inserted between Agilent signal generator and mixer LO input to set the DC for LO ports. In the experiment, two needle probes were used to supply the power of the chip since the whole chip consumes a total current of over 40 mA (10 mA for mixer core), including the power consumption of auxiliary circuits such as
biasing, LO driver, D2S, and output buffer. Again, spectrum analyser MS2721A was used to measure the output power from the mixer.

![Figure 4.28: Mixer measurement setup](image)

It should be noted here that because of the mentioned DC coupling problem of
D2S circuit (section 4.3.3), a 50 Ω terminator was connected to the output of the D2S (which is also the output of the mixer sub circuit) before it was input to the spectrum analyser. With this redeemed setup, calibration has to be made to compensate the loss power in the 50 Ω terminator. Notice that the source follower gives a voltage gain of $g_m R_L / (1 + g_m R_L)$. Now $R_L$ changes from 50 Ω to $50 \Omega / 2 = 25\Omega$, if the output impedance of source follower $1 / g_m$ is 50 Ω, we can compute the power loss of this setup is

$$P_{\text{loss}} = 10 \cdot \log\left(\frac{25}{50 + 25}\right)^2 \left(\frac{50}{50 + 50}\right)^2$$

$$= 3.5 \text{ dB} \quad (4.31)$$

Simulation results gives a power loss of around 3 dB for the redeemed 50 Ω terminator setup, which is close to the above hand calculation. We conclude that the measured gain of the mixer should be increased by 3 dB to compensate the loss of the terminator\(^9\).

Calibration of the mixer measurement is different from that of TIA measurement as auto calibration can be applied to the later. For mixer test set up, besides the mentioned power loss on the 50 Ω terminator, the power loss of cables, adapters and probes must be taken into account. In Fig. 4.28, the RF input power calibration reference plane should be set at the end of RF input probe (Ref A in Fig. 4.28), while the output power calibration reference plane should be set at Ref B. No calibration was applied to the LO input power, the LO input power and DC were set to give an optimized mixer performance, as described in section.

### 4.4.2 Conversion gain measurement

As mentioned earlier, the prototype mixer consumes over 40 mA current because of the auxiliary circuits inside the chip. From simulation results, a DC current of

---

\(^9\)The simulation results in section 4.4.1 give the gain of the mixer core and mixer subcircuit which assumes a DC 50 Ω load. They do not count in the 50 Ω terminator loss when the output is AC coupled to the spectrum analyser.
10 mA comes from the mixer core; 5 mA from LO driver; 3 mA from D2S and 25 mA from output buffer, which gives 43 mA in total for typical process parameters. From the measurement, however, the chip consumes a DC current ranging from 40 mA to 42 mA depending on the needle probe position and stress. This could be caused by the probe contact resistance for the power supply, especially when a large current like 40 mA flows through the needle probe. During the measurement, we have managed to land two needle probes onto a single pad (vdd) to partially solve the large current problem. Because of the same problem, all the measurement results shown in this section are taken under the condition of a power supply of 3.3 V and no measurement results dependent on power supply variation were conducted for the mixer. Without notification, the LO DC is set to 2.5 V and LO power is 0 dBm, RF DC is equal to 1.5 V.

Fig. 4.30 shows the measured mixer input reflection coefficient S11. This was done when LO was applied with an input power of 0 dBm at 5 GHz and the DC equal to 2.5 V. The point here is the mixer input S11 needs be measured under active switching state, which reflects the real operation condition of the mixer. It can be seen from Fig. 4.30 that the RF port of mixer has a S11 lower than -10 dB at the frequency range of 4.5 GHz to 5.5 GHz.
Fig. 4.31 shows the measured mixer conversion gain at a fixed IF=100 MHz while LO is equal to 4.9 GHz and 5 GHz, respectively. The measured gain is about 16 dB including the gain from the D2S stage, and the power loss on the 50 Ω DC terminator was taken into account as well. No significant gain difference was observed between LO equal to 4.9 GHz and 5 GHz, which means both the RF port and LO port have a tolerable matching sensitivity. Moreover, it can be seen from Fig. 4.31 that the input 1 dB compression point of the mixer is about -16 dBm, very close to -15 dBm from the simulation results.

Roughly, the measured mixer conversion gain is 1.8 dB lower than simulation simulation results, as shown in Fig. 4.32. One reason for the gain loss could come from the output probe in the measurement. All the on chip G-S-G pads, including at RF port, LO port, IF output port, have a separation distance of 150 µm, while only two 150 µm separation G-S-G probes from picoprobe Ltd were available in the lab. The compromise is using a 100 µm separation G-S-G probe from cascade microtech Ltd instead at the IF output port during the measurement, which just touches the edge of the Ground pad. Another reason for that is the IF output port
is less sensitive to the impedance matching comparing to RF port or LO port.

Figure 4.31: Measured mixer gain at IF=100MHz, LO=4.9GHz and 5.0GHz

Figure 4.32: Measured and simulated mixer gain at IF=100MHz, LO=4.9GHz

Fig. 4.33 gives the mixer conversion gain versus the IF frequency while LO frequency is fixed at 4.9 GHz. For both cases of IF equal to 50 MHz and 100
MHz. The conversion gain is about 16 dB, but it drops to around 13 dB when IF frequency equals to 200 MHz. This is due to the bandwidth limitation from D2S circuit. With 3 mA current consumption, the D2S only has a -3 dB bandwidth of a few hundred MHz, as mention in section 4.3.3.

Figure 4.33: Measured mixer gain at IF=50MHz, 100MHz, and 200MHz (LO=4.9GHz)

4.4.3 Linearity and noise measurement

A mixer’s linearity is generally characterized by two parameters, namely, $P_{1dB}$, -1 dB compression point and $IIP_3$, Input 3rd order Interception Point (IIP3). The former is quoted at large signal mode while the later is used at small signal level. The measurement set up for $IIP_3$ is almost the same as the setup of gain measurement, the only difference is a power combiner is introduced at the RF input which synthesize the two tone input signal for the mixer RF input. Then at the output port, both the output power for the fundamental tone and third order harmonics were recorded. The mixer’s $IIP_3$ can then be extrapolated from the diagram of input-output power curves, as shown in Fig. 4.34. The fundamental output power increases proportionally with the input power, while the third order
harmonics increases 3 times faster than the fundamental one. By extrapolating the two lines the mixer’s $IIP_3$ can be found.

Two-tone input signal to the mixer’s RF port was set to have the discrete frequencies of 4.8 GHz and 4.805 GHz, with equal RF power sweeping from -50 dBm to around -10 dBm. The LO frequency is fixed at 4.9 GHz. Fig. 4.34 shows a measured $IIP_3$ of 1.5 dBm for the RF1 mixer. Compared to a simulated value of 0 dBm, it is higher and better. One of the important reason causing the improved $IIP_3$ of the mixer is of course the measured gain degradation compared to simulation results.

![RF1 MIXER IIP3](image)

Figure 4.34: Measured mixer’s fundamental and 3rd harmonics output power at two-tone RF input at 4.8 GHz and 4.805 GHz while LO=4.9 GHz. $IIP_3$ can be extrapolated to be about 1.5 dBm.

Mixers are a noisy circuitry in receiver chain, especially for active mixers, which includes more active components (noise sources), compared to passive mixers. For noise measurement of RF circuits, generally there are 3 kinds of methodologies. The first one and the most straight forward one is to use a noise figure meter, which generates a high voltage to drive the noise source (i.e., NC346B from Anritsu). Since the input noise and ENR (excessive noise ratio) is known to the noise figure analyser, the noise figure of the DUT can be displayed directly. However, noise
figure meter generally has frequency limitations, moreover, it is no accurate when measuring high noise figures such as mixers with noise figure beyond 10 dB. It is more suitable for low noise amplifier measuring.

The second one for noise measuring is so called gain method, which is based on the noise factor definition:

\[
NF = \frac{P_{n,\text{out}}}{P_{n,odi}}
\]

where \( P_{n,\text{out}} \) denotes the total output noise power; \( P_{n,odi} \) denotes the output noise power due to input source only. In this definition, “noise” is due to two effects, one comes from the noise sources inside the circuitry, which could be from transistors, resistors, etc.; another comes from the input sources and the noise power is amplified by the gain at the output port of the devices, generally this kind of noise is treated as thermal equivalent and has a broadband characteristics, its available noise power is

\[
P_{n,ava} = kT \cdot \Delta f
\]

NF is defined at temperature of 290 K, so the available noise power density from the input source is:

\[
P_{nD,ava} = kT = -174 \text{ dBm/Hz}
\]

and the noise figure of DUT is

\[
NF = \frac{P_{n,\text{out}}}{P_{nD,ava} \cdot B} = P_{n,\text{out}} - (-174 \text{ dBm/Hz} + 20 \cdot \log(BW) + \text{Gain}) = P_{\text{out}} + 174 \text{ dBm/Hz} - \text{Gain}
\]  

(4.32)

The problem associated with this method is that the measurement results strongly
depend on the power meter’s accuracy, which generally requires a well calibrated power meter with very low noise floor. In practice, the gain method is only used to give a rough noise figure estimate of a high gain system, such as receiver with 80 dB gain.

Y factor method is another popular way to measure the noise figure. To use the Y factor method, an ENR noise source is connected at the input of the DUT. The noise source is generally a calibrated diode which provides different levels of shot noise at different biased voltage. The noise figure at specified frequency is set and generally provided in a table with the product. Turning the noise source on and off, a change in the output noise power density, called Y, can be measured by the spectrum analyser, and the ENR is specified as

\[ ENR = \frac{T_h - 290K}{290K} \]  (4.33)

where \( T_h \) is the noise temperature of the noise source when it is turned on; 290K is the standard temperature of noise figure definition. On the other hand, we have

\[ Y = \frac{G \cdot (T_h + T_n)}{G \cdot (290K + T_n)} \]  (4.34)

where \( T_n \) is the noise temperature of the DUT (Device Under Test) and G is the gain of it. Using noise factor definition, \( NF = (1 + T_n/290K) \), we have

\[ NF = ENR - 10 \cdot \log(10^{Y/10} - 1) \]  (4.35)

where the recorded power difference Y should be in dB. The Y method for noise figure measuring is more accurate compared to gain method since here the difference of the output noise power is measured instead of the absolute noise power value. And the measuring procedure is simple, but Y method is generally used to measure the devices which have the noise figure in the range of \((ENR \pm 10 \, dB)\), since for large NF devices, Y is close to 0 dB, which means no clear difference of output noise power can be observed; for small NF devices, Y is on the order of several tens dB, causing measuring difficulties as well.
For RF1 mixer, the Y method were chosen to characterize its noise performance. MS2721A was used to record the noise power difference Y; noise source is Anritsu NC346B, which has a typical ENR of 15 dB at the frequency of 5 GHz. During the measurement, the LO input DC is set as 2.5 V and the power is set to be 0 dBm at 5 GHz.

It is worth noting here that the RBW and VBW of MS2721A should be set correctly during the measurement, otherwise no clear power difference can be observed. For this measurement, RBW=1MHz, VBW=3KHz, and spectrum span was 10 MHz. A typical value of 2.9 dB for Y was observed in the measurement, which gives a NF of 15.7 dB based on equation (4.35).

From simulation results the implemented Gilbert cell mixer gives a noise figure of 12.6 dB at LO input power of -5 dBm. Correspondingly, a maximum conversion gain of 17.8 dB is achieved at the same LO input power. But in the experiment, an optimized LO input power for maximum conversion gain is around 0 dBm, which differs from that of simulated. The measured Noise Figure of 15.7 dB differs from simulated 12.6 dB as well, the reason for this difference can be caused by LO port matching, the amplitude and phase imbalance at the output of LO driver and the process variation.
Chapter 5

Optical Front end

5.1 Review of CMOS Optical Receiver

Optical receivers with photodetectors integrated in a standard CMOS technology are attractive due to the advantages of low cost, low power consumption, high reliability and potential for large scale integration. However, it is not an easy task to implement high speed photodetector in CMOS process due to the slow photo-generated diffusive carriers caused by relatively long optical absorption length of silicon (about 14 µm at incident light wavelength of 850 nm) [42], as mentioned in chapter 2. For high speed CMOS optical receivers, high speed photodiodes, transimpedance amplifiers (TIA), Limiting Amplifiers (LA) or broad band mixers must be monolithically integrated together, which brings much more challenges than fabricating a fast CMOS photodiode or TIA alone. Under the driving of huge market from long haul, short range optical communications and optical sensing systems (such as in this thesis), numerous designs and solutions have been proposed in literature. An overview of some important recently published results are given in table 5.1.
Table 5.1: Comparison of published fully integrated optical receivers. (* refers to analog bandwidth instead of data rate. **Ge-SOI PD bonded on 0.13-μm CMOS)

<table>
<thead>
<tr>
<th>Author</th>
<th>Technology</th>
<th>B.W. * (GHz)</th>
<th>sensitivity (dBm)</th>
<th>PD. area. (μm²)</th>
<th>λ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001, Woodward</td>
<td>0.35-μm CMOS</td>
<td>&lt; 1</td>
<td>-6.3</td>
<td>274</td>
<td>–</td>
</tr>
<tr>
<td>2005, Swoboda</td>
<td>0.6-μm BiCMOS</td>
<td>2.4</td>
<td>-20.5</td>
<td>2070</td>
<td>660</td>
</tr>
<tr>
<td>2005, Radovanovic</td>
<td>0.18-μm CMOS</td>
<td>1.5</td>
<td>-19</td>
<td>2500</td>
<td>850</td>
</tr>
<tr>
<td>2006, Schow</td>
<td>SOI &amp; CMOS**</td>
<td>6.6</td>
<td>-7.4</td>
<td>100</td>
<td>850</td>
</tr>
<tr>
<td>2006, Swoboda</td>
<td>0.5-μm BiCMOS</td>
<td>7.7</td>
<td>-10.8</td>
<td>2500</td>
<td>850</td>
</tr>
<tr>
<td>2006, Hermans</td>
<td>0.18-μm CMOS</td>
<td>0.5</td>
<td>-8</td>
<td>6400</td>
<td>850</td>
</tr>
<tr>
<td>2005, Jutzi</td>
<td>0.18-μm CMOS</td>
<td>1.1</td>
<td>-8</td>
<td>–</td>
<td>850</td>
</tr>
<tr>
<td>This work</td>
<td>0.35-μm CMOS</td>
<td>4.7</td>
<td>–</td>
<td>2500</td>
<td>850</td>
</tr>
</tbody>
</table>

In [61], polysilicon is used to implement the photodiode due to its carrier’s shorter life time and larger diffusion bandwidth. However, the polysilicon photodiode suffers from the poor responsivity, i.e., a typical value of 1.2 mA/W was reported in [61]. [61] described a new method of high speed photodiode implementation in CMOS, but it was only about the photodiode and not the whole receiver. In [100], the frequency response of n-well p− substrate photodiode in CMOS process is compensated by an analog equalizer which is placed after the TIA, and a bit rate of 3 Gb/s (-3 dB bandwidth of 1.5 GHz) was achieved for the optical front-end which integrated photodiode, preamplifier, equalizer and output buffer in a 0.18-μm CMOS. The optical receiver demonstrates a sensitivity of -19 dBm with a bit error rate (BER) < 10^{-11}. The power consumption of the system is 50 mW. However, the problem with this optical front-end is that the equalizer only works for small input signals which limits its applications [61].

In [103] and [104], a different way to effectively cancel the effect of slowly diffusive carriers in fully standard CMOS is presented\(^1\). It has a fully-differential interdigitated structure with n-well p− substrate photodiodes alternatively shielded.

\(^1\)Section 2.4 gives more details about the so named Spatial Modulated Light (SML) CMOS photodetector.
and exposed. By subtracting the response of the shielded diodes and exposed ones, it eliminates the slow carriers and achieves a high speed rate. Photodetector, transimpedance amplifier, post-amplifier and output buffer were integrated in a 0.18-\(\mu\)m CMOS in [103]. Although a BER of \(5 \cdot 10^{-12}\) at the Bit rate of 3.5 Gbit/s with an input \(V_{pp}\) of 10mV was measured for the post-amplifier with output buffer, the whole system only demonstrates a BER of \(3 \cdot 10^{-10}\) at the Bit rate of 500 Mbit/s with an input \(V_{pp}\) of 10mV in [103]. The reported power consumption is 143 \(mW\). In [104], a responsivity of 0.02 A/W and a -3 dB bandwidth of 1.1 GHz was measured for the spatial modulated light photodiode. The photodiode together with transimpedance amplifier, limiting amplifier and output buffer gives an input sensitivity of -8 dBm at the Bit rate of 2Gb/s and BER of \(10^{-9}\). The reported optical receiver, which was fabricated in an unmodified 0.18-\(\mu\)m CMOS process, has a total power consumption of 50 \(mW\) from a power supply of 3.3 V. It was specially noted in the paper that the 3.3 V was only for photodiode reverse bias and input output (IO) MOSFETs. The core MOSFETs in the circuits were not operated from 3.3 V in order to prevent breakdown.

T. K. Woodward in [42] reviewed the monolithically integrated photodetectors, and reported his own work of a photodiode in CMOS technology without any process modification. N-well was used as a screen terminal to block the slow diffusive carriers generated in the substrate. In [42], the \(p^+\) diffusion, which formed the anode of the photodiode, were in parallel in the centre area of n-well. The \(n^+\) diffusion inside the n-well, which formed the cathode of the photodiode, on the other hand, were only made along the boundary of n-well for well contact\(^2\). The reported photoreceiver integrated the \(p^+\) diffusion to n-well photodiode and a simple three-stage inverter like TIA. The entire circuit was fabricated in Lucent 0.35-\(\mu\)m CMOS. Measurement revealed an input sensitivity of -6.3 dBm at the bit rate of 1 Gb/s with a BER of \(10^{-9}\). The measurement on the \(p^+\) to n-well photodiode alone showed a responsivity of 0.04 A/W under a reverse bias voltage of 10 V. The reported power consumption for the receiver is 6 \(mW\) from 3.3 V power supply.

The \(p^+\) to n-well CMOS photodiode in [42] is an attractive way to implement high

\(^2\)the photodiode reported in [42] has a square shape with a size of 16.54\(\mu\)m \(\times\) 16.54\(\mu\)m.
speed photodiode for its simplicity, but there are still many design considerations. One of the potential risks is, the photogenerated carriers inside the n-well still demonstrate diffusive process because of the far aparted electrodes. This problem was solved in this thesis by interdigitated the $p^+, n^+$ diffusion with a separation width of $s$ as shown in Fig. 2.10. The interdigitation of $p^+$ and $n^+$ diffusion is important since it reduces the collection time of the diffusive carriers from inside n-well to the electrodes of the photodiode. Moreover, it minimizes the photodiode’s series resistance which could be problematic in the presence of parasitic capacitances of the photodiode.

Silicon-on-insulator (SOI) and BiCMOS technology have advantages in implementation of optical receivers due to their intrinsic insulator layer or buried layers which can be readily used to stop slow diffusive carriers. -3 dB bandwidth of 6.6 GHz and 7.7 GHz optical receivers were addressed in [101] and [102].

In [101], a Ge-on-SOI photodiode was reported, which uses the 350 nm thick, single-crystal Ge as the absorbing layer, sitting on a thin Si layer, with isolation layer underneath. The $p^+$ and $n^+$ diffusion are formed and interdigitated on Ge. Anti reflection coating are passivated on the top of the diode. The reported photodiode has an active area of only 10$\mu$m $\times$ 10$\mu$m. The transimpedance amplifier, limiting amplifier and output buffer were fabricated in a standard eight-metal-layer 0.13$\mu$m CMOS process. The Ge-on-SOI photodiode was wire bonded to the TIA, LA, output buffer chip. The receiver exhibits an input sensitivity of -7.4 dBm at bit rate of 15 Gb/s with a BER of $10^{-12}$. The small transimpedance gain of the receiver is 91 dB$\Omega$ and -3 dB bandwidth is 6.6 GHz. The photodiode shows a responsivity of 0.32 A/W at $\lambda = 850$ nm and reverse bias voltage of 2 V. The power consumption of the receiver at 10 Gb/s is 30 $mW$ from the power supply of 1.5 V.

In [102], a modified 0.5-$\mu$m BICMOS process with $f_T = 25$ GHz that offers a vertical PIN photodiode was used to implement the optical receiver. The PIN photodiode has a thickness of 10$\mu$m and is formed by $P^+$ diffusion, $N-$ intrinsic region (process modified) and $N^+$ buried layer. A minimum optical power of -8.9 dBm was detected at a bit rate of 11 Gb/s for a BER of $10^{-9}$. The 3 dB cut-off frequency of the photodiode at a reverse voltage of 17 V and a wavelength of
850 nm was measured to be 2.2 GHz. The whole optical receiver has a power consumption of 310 mW from a power supply of 5 V.

However, these stand-alone implementations clearly can not be fully compatible with today’s mainstream technology: CMOS. In our efforts of integration of photodiode in standard CMOS process, we developed a high speed optical front-end which integrated improved photodiode based on the approach mentioned previously in [42] of treating n-well as a screening terminal of slow photo-generated diffusive carriers. But before the above mentioned optical front-end, another initiate, novel idea of implementing optical receiver with a single-balanced mixer was first consolidated in CMOS. Section 5.2 described it in more details.

5.2 Mixer based Optical Front-end

5.2.1 System architecture

In an optical receiver, photodiodes convert the input light into electrical current, which is then converted to voltage by a transimpedance amplifier. If the transimpedance amplifier is followed by a mixer, the transconductance stage in the mixer (i.e., $M_1$ and $M_2$ in Fig. 4.21) converts the voltage back into current, which is finally commutated by the switching quad and signal frequency is mixed down to IF. Here it comes up with the new idea of how about directly using the photodiode as the transconductance stage of the mixer? In this way the conversions of light into current and then current into voltage can be omitted and circuits can be greatly simplified. An example of this kind of optical receiver based on single balanced mixer is shown in Fig. 5.1. PD is used as the current source of the single balanced mixer and LO are applied to the gates of transistor $M_1$ and $M_2$, the DC component in the incident light gives the bias current of the single balanced mixer while the high frequency components in the incident light are downconverted by the LO. The load of the mixer can be PMOS transistors or resistors which convert the current into voltage for post processing. The most attractive point of this optical front-end is its simplicity, which saves silicon area. Another advantage is its ultra low power consumption, which is determined by the DC component of the
incident light. Here we assume that a CMOS n-well photodiode was used in the optical receiver with a responsivity of around 0.3 A/W for an input laser power of 600 $\mu$W at wavelength of 850 nm. It is further assumed that the coupling efficiency of the laser to the PD is 40% and the incident laser modulation depth is 5%, the DC current of the mixer then is written as

$$I_{dc} = 600 \mu W \times 0.3 A/W \times 40\% = 70 \mu A$$

(5.1)

With all these advantages, this optical receiver does have drawbacks. First, it is difficult to achieve high speed. If we assume the mixer is loaded by small transistors or capacitors, the dominant pole of the circuit is located at common source node of the differential pair $M_1$ and $M_2$. The large parasitic capacitor of the photodiode shunts the high frequency signal to ground. Ignoring the body effect of MOSFET, the input impedance of $M_1$ and $M_2$ at their common source node can be roughly estimated as $1/g_m$, thus the RC time constant at the common source node is written as $g_m/C$. With 70 $\mu$A current, the $g_m$ of the transistor is about 0.1 $m$, together with 0.6 pF photodiode capacitance, it gives a cut off frequency of lower than 300 MHz. It is noted here that increasing the size of the differential pair does NOT help much since the $C_{gs}$ increases as well, which offsets the benefits of $g_m$ increasing.

Figure 5.1: Block diagram of the mixer based optical front-end
Noise would be another problem for this kind of optical receiver. It is well known that for a cascade system, the noise factor of the whole system can be written as

\[ NF_{total} = NF_1 + (NF_2 - 1)/A_1 + (NF_3 - 1)/A_1 \cdot A_2 + \ldots \]  (5.2)

where \( NF_i \) denotes the noise factor of the \( i_{th} \) stage, and \( NF_{total} \) is the equivalent noise factor of the cascade system. It is clear that the system’s noise figure is dominated by the first few stages. To achieve a low noise figure system, the first stage of the system is most crucial, not only a low noise figure is required, it is generally desired to have enough gain for the purpose of noise suppression from following stages. For the optical receiver as in Fig. 5.1, the first stage provides no gain at all, which means that all the noise from the switching effects and the differential pair would be referred to the input directly.

### 5.2.2 PD and circuit design

The photodiode used for the mixer based optical front end is a n-well CMOS photodiode. This n-well photodiode has been silicon proved by the VLSI group in Electrical and Electronic Engineering Department. It gives a typical responsivity of 0.32 \( A/W \) and the size is 50\( \mu m \) \( \times \) 50\( \mu m \). The reason why n-well photodiode was chosen for mixer based optical front end was its superior responsivity to the \( p^+ \) n-well photodiode. As calculated in section 5.2.1, with 600 \( uW \) light power, we can have 70 \( \mu A \) current for the DC biasing of the differential pair with n-well photodiode; if \( p^+ \) n-well was used instead, only 3.5 \( \mu A \) DC current can be derived from the incident light assuming a responsivity of 0.016 \( A/W \). It would be extremely difficult to operate the circuit at high frequency.
The schematic of the single balanced mixer based optical front end is shown in Fig. 5.2. The photodiode converts the modulated light into current, which is then commutated by the differential pair. The modulation depth of the laser decides the AC magnitude of the RF input to the mixer, while the input laser power decides the DC biasing of the circuit. A current mirror was chosen to convert the differential current to a single ended voltage output. For pad driving purpose, a common gate output stage was placed after the single balanced mixer. The transimpedance gain of the optical front end can be written as

\[ Z_T = r_{o2} \parallel r_{o4} \]

where \( r_{o2} \) is the output resistance of \( M_2 \) and \( r_{o4} \) is that of \( M_4 \). It can be seen that the transimpedance gain can be much higher than that of the transimpedance amplifier mentioned in chapter 3. But it comes with the sacrifices on bandwidth and noise. Since \( r_{o4} \), the output resistance of \( M_4 \), not only decides the gain of the mixer, it imposes a pole at the output node of the mixer that can not be ignored in the transfer function of the optical front end. This pole could exceed the RC time constant at the common source node of the switching pair and become the dominate one of the front end if the output buffer has a big size. The output buffer
has a self biased circuit on chip to simplify the measurements. Fig. 5.3 gives the simulated frequency response of the optical front end. A -3 dB bandwidth of around 200 MHz was achieved with a fixed IF frequency of 300 KHz. Fig. 5.4 shows a simulated transient response of the optical front end at a DC of 100 nA and modulation depth of 10%. The LO and IF frequency are 5 MHz and 300 KHz, respectively. The design values for all the devices are listed in table 5.2.

Figure 5.3: Simulated bandwidth of the mixed based optical front end with a DC=100nA.

Figure 5.4: Transient simulation on the mixed based optical front end with a DC=100 nA and a modulation depth of 10%. LO= 5 MHz, IF=300 KHz.
Table 5.2: Design values for the devices in the mixer based optical front end

<table>
<thead>
<tr>
<th>devices</th>
<th>design parameter</th>
<th>design value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD</td>
<td>50µm × 50µm</td>
<td></td>
</tr>
<tr>
<td>M₁,₂</td>
<td>5µm/1µm</td>
<td></td>
</tr>
<tr>
<td>M₃,₄</td>
<td>2µm/5µm</td>
<td></td>
</tr>
<tr>
<td>M₁ₛ</td>
<td>20µm/2µm</td>
<td>mf = 2</td>
</tr>
<tr>
<td>M₀ᶠ</td>
<td>10µm/0.8µm</td>
<td></td>
</tr>
</tbody>
</table>

The layout of the optical front end is shown in Fig. 5.5. In practical design, a shield layer of Metal 4 covers all the chip area excluding the photodiode and pads for the purpose of protection on the circuits from laser light interferences. The mixer based optical front end has a very small core area of 50µm × 75µm. Most of the test chip space was occupied by the I/O pads as can be seen in Fig. 5.5.

![Figure 5.5: Layout of the mixed based optical front end in AMS 0.35µm CMOS](image)

5.2.3 Measurement results

The mixer based optical front end was investigated in the early stage of the PhD research, which was mainly focused on the functionality verification of the idea of
mixer based optical receiver. It was integrated and fabricated on a MPW, the tape out series number is PC3. The chip was packaged and soldered on an evaluation board, as shown in Fig. 5.6. In order to generate differential LO input to the mixer, a transformer (ADT1-6T from minicircuits) was embedded on the PCB, which operates from 0.02~325 MHz with insertion loss lower than -3 dB. The transformer is a 2-port input, 3-port output device, which means that the DC output can be defined by a fixed bias to the middle point of the output winds. For the purpose of saving I/O pads, the power supply of the optical front end was shared by all the circuits inside the chip, which means the power consumption unmeasurable. The optical measurement setup for the mixer based optical front end is basically the same as that of the photodiode measurement set up. The PCB board was sit and fixed on the optical platform while the light from the laser source was coupled to a 50\(\mu\)m optical fibre and then fed into the photodiode on chip directly. The alignment was achieved by a three dimensional positioner which the optical fibre was assembled.

![Figure 5.6: Evaluation board of the mixed based optical front end](image)

During the measurement of the frequency response of the optical front end, the LO DC was set to be 2.0 V for a 3.3 V power supply, and 1.6 V for a 2.5 V power supply, respectively. The RF power from VNA 37397D was fixed at 3 dBm. Fig. 5.7 gives the measured output power from the mixer based optical front end versus the frequency sweep. Typically it gives a -3 dB bandwidth of 250 MHz.
at 3.3 V power supply and 210 MHz at 2.5 V power supply. This results were in good agreement with the hand calculated bandwidth in section 5.2.1, where the dominant pole of the system was assumed to be determined by the parasitic capacitance of the photodiode and the input impedance of the differential pair.

Because the DC current can not be measured due to the power supply sharing with the other circuits, it was not known that at which DC this bandwidth was achieved. However based on the measured responsivity of 0.3 A/W for the n-well photodiode in AMS 0.35µm CMOS in chapter 2, and the input laser power 600 µW, the DC current through the mixer can be estimated to be around 70µA. What should be noted here is, for this measurement, the laser source used was HFE4080-32X-XBA instead of HFE6391-561, since during the measurement, the later was found to have ripples in the front-end’s output at the interested frequencies (DC to several hundred MHz). Furthermore, there is no worry about the bandwidth of HFE4080-32X-XBA (6 GHz of analog bandwidth from the data sheet), which is enough to cover the bandwidth of the mixer based optical front-end.

![Figure 5.7: Measured frequency response of the mixer based optical front end](image)
5.3 TIA based optical Front end

5.3.1 System architecture

Besides the consideration of speed, photodiodes generally present relatively large parasitic capacitance (from 100 fF to several pF depending on applications), which introduces great difficulties to the design of high speed optical front end. A transimpedance amplifier with low input impedance and a certain gain is necessary for speed consideration and noise consideration. To further alleviate the burden of the photodiode’s capacitances on the TIA, ReGulated-Cascade (RGC) input stage can be used as the input stage which reduces the input impedance of the amplifier significantly by applying a local feedback network to a common-gate stage [77]. In this work, an improved RGC transimpedance amplifier was designed and implemented with a current shunt-shunt feedback for gain boosting. The details on the design of the TIA can be found in chapter 3.

Fig. 5.8 re-plots the block diagram of the proposed CMOS optical receiver. PD converts the light energy into electrical one (in current). The TIA amplifiers the tiny current and gives a voltage output. As mentioned in Chapter 4, a broadband mixer is placed after the TIA for downconversion of the discrete high frequency harmonics since an acoustic wave imaging system has useful signals only located at the mode lock frequency and its harmonics. The IF amplifier and output buffer are for further amplification and match to the measurement equipment.
5.3.2 Circuits and simulation results

The TIA based optical front end consists of three main circuit blocks, namely, photodiode, transimpedance amplifier and mixer. The individual circuits have been described thoroughly in the previous chapters. There is a big change for the D2S circuit in the tape out ATTO1B, compared to the D2S circuit in tape out RF1, as shown in Fig. 5.9 and Fig. 4.19. Resistor load has been changed to PMOS transistor load for this design to save silicon area and improving efficiency. Generally Resistor load is superior in the noise performance compared to PMOS load. But for D2S circuit, the noise is not a problem since D2S is the last stage in the chain of optical receiver. The gain of transimpedance amplifier and mixer greatly suppress its noise contribution to the overall noise performance. Furthermore, the resistor load in Fig. 5.9 directs the signals in both paths of the differential pair to the output by the current mirror, while the resistor load in Fig. 4.19 wastes half of the signal energy since only one signal path of the differential pair is conducted to the output.

![Diagram of Differential to Single circuit](image-url)

Figure 5.9: Schematic of the Differential to Single circuit in the 5 GHz optical front end
Another update on the D2S circuit is the source follower output buffer. A current source $M_{IS}$ was added to bias the common gate transistor on chip, while in the original design, a DC terminator (50 $\Omega$) is necessary to bias the output buffer. With this modification, the optical front end can be directly measured by the AC input coupled spectrum analyser and no additional 50 $\Omega$ DC terminator is needed in the measurement as mentioned in section 4.4. Moreover, the configuration in Fig. 5.9 saves a lot of current compared to the original one, which relieve the burden of large power current through the needle probe, as mentioned again, in section 4.4. in Fig. 5.9, M5 consumes only 3 mA current, while in Fig. 4.19, the common gate transistors (M5 and M6) consumes a current of 23 mA because of the low resistance of the DC terminator.

Figure 5.10: Simulated frequency response of the 5GHz optical front end

Fig. 5.10 gives the simulation results of the frequency response of the TIA based optical front end, where the photodiode is modeled as a capacitance of 0.6 pF with a DC current source of 10 $\mu$A. It can be seen that the optical front end achieves a conversion gain of 52 dB and a -3 dB bandwidth of 5.39 GHz. Here the conversion
gain of 52 dB can be translated into a transimpedance gain of 85 $dB\Omega$ using the equation of $Z_T = Z_0 \cdot S21/(1 - S11)$.

However, the simulation shows only the bandwidth of the TIA and mixer, as the frequency of the photodiode has not been taken into account since it is just modeled here as a input capacitance to the TIA. No doubt, the photodiode would dominate the bandwidth of the optical front end if its intrinsic bandwidth is lower than 5.39 GHz, while the techniques to improve the speed of CMOS photodiode have been addressed in details in chapter 2. The layout of the optical front end is shown in Fig. 5.12, with a size of 1037 $\mu m \times 500 \mu m$, again, most of the chip area is consumed by the inductors, pads, and the decoupling capacitors.

Figure 5.11: Post layout transient simulation results of the 5 GHz optical front-end
5.3.3 Measurement results

For characterization purpose, a sub circuit of TIA and mixer (named TIA_mixer) was also taped out in Atto1b, where the photodiode was excluded. With this option, the bottleneck on the speed performance of the optical front end can be clarified. In the case that the optical front end is not fast enough, we can figure out that which devices or circuits are not within the specification requirements. The measurement on the TIA_mixer was performed first since it does not need an optical input signal and the test setup was relatively simple and can be referred as in Fig. 4.28. During the measurement, the LO DC was set to 2.5 V and LO input power was set to 0 dBm for conversion gain optimization. Fig. 5.13 shows the measured results of the conversion gain of the optical front-end. With RF input power varying from -80 dBm to -60 dBm, the power gain of the optical front end is almost the same, around 50 dB from DC up to 5 GHz. The -3 dB bandwidth is about 5.3 GHz, which is very close to the simulation results. The 50 dB conversion gain is equal to a $83 \, dB\Omega$ transimpedance gain, as mentioned earlier. Again, it is in a good agreement to the simulation result. The frequency responses of the optical front end with different IF frequency were also done, as shown in Fig. 5.14. Although there was a peak for the conversion gains at the frequency of about 4.8 GHz, the frequency response at IF=50 MHz and 100 MHz demonstrates a relative flat conversion gain at the frequency range from DC to 5
GHz. On the other hand, when IF is 200 MHz, the optical front end suffers from a gain drop of 7-8 dB at the frequency range from 2 GHz to 4 GHz. This is believed to be caused by the limited bandwidth of the D2S circuit, as stated in 4.3.3. The measurement results on the mixer gave similar results when IF increased to 200 MHz, as mentioned in section 4.4.

Figure 5.13: The measured frequency response of the TIA based optical front end with different RF input power
Figure 5.14: The measured frequency response of the TIA based optical front end with IF frequency of 50 MHz, 100 MHz and 200 MHz

The optical measurement setup of the front end is similar to that of the mixer, except that the the electrical RF input signal to the mixer was replaced by a high frequency optical input signal to the photodiode, as shown in Fig. 5.15. On the other hand, it reused the test setup of the photodiode, where the laser light was coupled to photodiode on chip through a 50 μm optical fibre. No additional anti-reflective coating on the top of the photodiode is applied to enhance responsivity. The alignment was achieved by the 3 dimensional positioner under the microscope. Note that the optical fibre should be well flat cleaved by about several cms depending on the fibre’s positioning angle to the chip, otherwise it is not easy to have a clear observation of the end of the fibre. The die micrograph of the optical front end is shown in Fig. 5.16.
Anritsu VNA 37397D was used as the 5 GHz signal generator to drive the laser source HFE6391-561 while a 40 GHz signal generator Agilent E8257C was employed to provide the LO signal to the optical front end. During the measurement, the RF power to the laser source is set to be 3 dBm, this value was optimized to have a reasonable output power dynamic range from the optical front end, typically it varies from -70 dBm to around -20 dBm depending on the input frequency and the reverse biased voltage of the photodiode. For instance, a typical output
power increment of 10 dB was observed during the measurement when the reverse biased voltage of the photodiode changed from 7 V to 9 V with an input frequency ranging from DC to 5 GHz. The LO DC was set to 2.5 V and LO input power was set to 0 dBm for conversion gain optimization. The optical front end consumes a total current of 42 mA (including that from the bias circuits and LO driver, Differential to Single circuit and output buffer) from a power supply of 3.3 V.

One of the points that is worth noting here is the set up of the evaluation board of HFE6391-561, which is designed to drive both the differential photodiode and single ended photodiode. Since in our case HFE6391-561 is an anode driven one, only the DATA+ port on the broad was used. However it is better not to let DATA- port float, instead it can be terminated with 50 Ω to give the best high frequency performance.

Fig. 5.17 gives the measured frequency response of the optical front end. The output power from the optical front end was measured by an Anritsu spectrum analyser with a fixed IF frequency of 100 MHz while RF and LO frequency were swept from DC to 6 GHz. Again, similar to the photodiode’s frequency response, at the frequency range from DC to around several hundred MHz, the front end seems to suffer from some ringing or instability issues, a gain ripple of about
±3 dB was observed for both the reverse biased voltage of 7 V and 9 V. The optical front end demonstrates a -3 dB bandwidth of 4.7 GHz and 4.9 GHz at the photodiode’s reverse biased voltage of 7 V and 9 V, respectively. Measurement shows that the optical front end has a slight larger bandwidth than that of the photodiode (4.5 GHz for PD1, which was used in the optical front end). In fact, it is caused by the gain peaking effects of the TIA_mixer circuit at the frequency range of 4.5 GHz to 5 GHz, which was clearly illustrated in Fig. 5.13 and Fig. 5.14. For this gain peaking effects, the TIA_mixer circuit after the photodiode is a “equalizer” which compensates the excessive signal loss from the photodiode at the frequency range of 4.5 GHz to 5 GHz. Radovanovic reported a high speed optical receiver in 0.18µm CMOS process which operates up to 3 Gb/s[100], despite the n-well photodiode having only a cut off frequency of only several hundred MHz! The secret behind this is, the equalizer employed after the TIA which behaves like a high pass filter, balances the frequency responses of the photodiode and TIA.

![Graph](image)

Figure 5.18: The measured input referred noise current of the TIA based optical front end

Sensitivity is an another important performance parameter for optical receivers in communication systems which denotes the smallest detectable optical input power.
at a specified bit error rate. For our application, sensitivity does not make sense because of the frequency downconversion by the mixer. Instead, the input referred noise current is used to characterize the optical front-end noise performance. For the noise measurement, first the output noise density of the optical front-end was measured with Anritsu spectrum analyser MS2721A which features a noise floor of lower than -150 $dBm/Hz$. The input referred noise current was then computed by dividing the measured output noise density by the measured transimpedance gain ($Z_T$) of the whole system. A typical value of $35 \ pA/\sqrt{Hz}$ for the input referred noise current was achieved at 5GHz, contributed mostly from the transimpedance amplifier. Fig. 5.18 shows the measured input referred noise current of the optical front-end. Table 5.3 gives a summary of the front end’s performance.

<table>
<thead>
<tr>
<th>performance parameters</th>
<th>measured value</th>
</tr>
</thead>
<tbody>
<tr>
<td>process</td>
<td>0.35 $\mu m$ CMOS</td>
</tr>
<tr>
<td>chip area</td>
<td>$1037 \mu m \times 500 \mu m$</td>
</tr>
<tr>
<td>transimpedance gain</td>
<td>$83 \ dB\Omega$</td>
</tr>
<tr>
<td>-3 dB bandwidth</td>
<td>4.9 GHz</td>
</tr>
<tr>
<td>input referred noise current</td>
<td>$35 \ pA/\sqrt{Hz}$@5GHz</td>
</tr>
<tr>
<td>power consumption</td>
<td>42 mA @ 3.3 V</td>
</tr>
</tbody>
</table>

Table 5.3: The performance summary of the optical front end

Since the optical front end was not packaged, it brings difficulties to the on wafer measurement. One of the issues during the measurement was that the output power of the optical front end is relatively sensitive to the accuracy of the optical alignment, specifically, the alignment of the optical fibre to the photodiode on chip. To minimize the effect of the possible drifting of the optical fibre during the measurement, the measurement of the frequency sweep (the frequency of RF and LO were swept simultaneously with a fixed IF frequency) should not last very long time. Or, alternatively, for each frequency sweep, record the maximally achieved output power by slightly tuning the alignment between the optical fibre and the photodiode.
Chapter 6

Conclusion

The work presented in this thesis has concerned the realization of a CMOS optical front end for an optical sensing system. The silicon implementation of the chip as a whole, and its sub block circuits including photodiode, transimpedance amplifier, mixer, has been designed and demonstrated. Although optical receivers for high speed application exist, in the main they are fabricated in expensive III, V compound process, i.e., GaAs (Gallium arsenide), or InP (Indium Phosphorus). Monolithic, high speed optical receiver is difficult to be implemented in CMOS because of silicon’s relatively long optical absorption length (above 10 µm at light wavelength of 850 nm) and relatively slow carrier mobility. On the other hand, signal processing after the front end is generally done in a CMOS chip, which makes high speed CMOS optical front end an attractive solution. The technical bottle neck about high speed CMOS photodiode was detailed in chapter 2. In brief, it is the slow photogenerated carriers in the bulk of silicon that limits the speed of photodiode in CMOS, which presents a “long tail” in the photodiode’s transient response at high frequency. Our solutions to overcome the problems caused by the slow diffusion carriers problems were proposed after the review and evaluation of the ideas appearing in publications to improve CMOS photodiode. By treating the N-well as a terminator to screen the slow photogenerated bulk carriers, two kinds of high speed CMOS photodiodes were developed and fabricated using AMS 0.35µm CMOS process. Detailed design considerations were addressed in later part of chapter 2. Measurement results give a -3 dB bandwidth of 4.9 GHz for the
CMOS photodiode and a responsivity of 0.016 A/W.

6 GHz transimpedance amplifier was demonstrated in chapter 3. A significant work was done to implement the high speed, broadband amplifier in 0.35µm CMOS process. For the first gain stage in the optical front end, not only the bandwidth of the transimpedance amplifier is of great concern, but also the transimpedance gain, noise are taken into account carefully when doing the design optimization of the block circuit. By applying a local feedback on a common gate stage, a so called Regulated Cascode (RGC) circuit was designed to be the input stage of the amplifier. It features a very small input impedance, which is important to alleviate the impact of the parasitic photodiode capacitance on the amplifier’s bandwidth. The second stage of the transimpedance amplifier is a shunt shunt feedback common source stage, which behaves as the main gain stage of the TIA. For further bandwidth enhancement, multiple inductive series peaking was applied to the shunt shunt feedback stage by isolating the inter stage parasitic capacitances. A bandwidth enhancement ratio of 2.1 has been observed from simulation results. Throughout chapter 3, the principles and the design optimizations for the noise, gain and bandwidth were described by small signal equivalent circuit analysis on the amplifier. The test set up and on wafer measurement was summarized in the last section of chapter 3. The TIA has a typical power consumption of 53 mW from 3.3 V power supply, while the power supply can be as low as 2.5 V (with the same transimpedance gain while the -3 dB bandwidth and power consumption drop to 3.4 GHz and 29 mW, respectively). It presents a transimpedance gain of 51 dBΩ, with a -3 dB bandwidth of 6.02 GHz. The input referred noise current is about 25 pA/√Hz at 5 GHz.

Different from the transitional optical receiver for high speed communication systems where signals are broadband and non-modulated, an acoustic wave imaging system has useful signals only located at the mode lock frequency and its harmonics. Therefore a broadband mixer is placed after the TIA for downconversion of the discrete high frequency harmonics. The design of a 5 GHz mixer in 0.35 µm CMOS was given in chapter 4. The different categories and topologies of mixer were reviewed first in this chapter, and Gilbert cell was then analyzed in detail. For the mixer design, the key challenge comes from the optimizations and trade
offs between gain, power consumption, noise and port matching. For instance, the current of the mixer core, the LO amplitude, the size of the switching transistors, have different and sometimes opposite effects on the mixer’s noise, gain and power consumption performances. Optimizations thus need to be done to balance all the specifications. Although the linearity of the mixer plays a important role in wireless receiver communications, it is not a problem in this work since the optical front end only deals with very low power signal. The auxiliary circuits such as LO driver and Differential to Single circuit were also included in the prototype mixer. In fact, the tape out of the high frequency mixer was before the tape out of the transimpedance amplifier and the whole system, the optical front end. Thus some of the design flaws in the D2S circuit were identified and corrected at the subsequent chip fabrication of the whole system, which was mentioned both in chapter 4 and 5. The measurement results show that the mixer achieves a power gain of 16 dB including the IF amplifier at 5 GHz LO frequency. The noise figure was measured to be 17.3 dB. Two tone measurement gave an $IIP_3$ of 1.5 dBm for the Gilbert cell mixer. The mixer core consumes a current of 10 mA.

The recent publications on CMOS optical receiver were reviewed at the beginning of chapter 5. The system architecture has several choices, namely, single balanced mixer based optical front end and TIA based optical front end. Mixer based optical front end has the advantages of simple topology, low power consumption and small silicon area while the problems associated are the noise and speed. However since there is no gain stage, the noise from the switching pair is directly referred to the input port which has a great impact on the sensitivity of the optical front end. Moreover, the photodiode parasitic capacitance dominates the high frequency response of the mixer based optical front end at the common source node of the differential pair. The proposed optical front end consists of a photodiode, a transimpedance amplifier, and a broadband mixer, auxiliary circuits such as biasing circuits, LO driver, differential to single stage, and output buffer are integrated in the prototype chip as well. High speed, directly modulated VCSEL from Honeywell was used as high speed optical source for the optical front end on wafer measurements. The optical front-end was measured to have a -3 dB bandwidth of 4.9 GHz, with a transimpedance gain of 83 $dB\Omega$. The whole system consumes a current of 40 mA from 3.3 V power supply, while occupying an area of $1037 \mu m \times$
500 \mu m in AMS 0.35 \mu m CMOS process. The results were published in proceedings, optoelectronics, SPIE 2007[106].

Of the future work that could be done with the optical front end, passive mixer is perhaps the most exciting. The passive mixer is now popularly employed in wireless receiver for its simple architecture, low power consumption and high linearity. The concern is the power loss (instead of power gain for active mixers) because of passive property. However this can be partially compensated by increasing the gain of the transimpedance amplifier. Currently in the implemented optical front end, mixer occupies a significant silicon area and the current is 10 mA for the core circuit. If passive mixer could be used instead without significant degradation of the front end’s noise performance, 40% of the silicon area and 25% of the power consumption would be saved. Besides from the circuit point of view, it is also desirable to implement the optical front end in advanced CMOS process, i.e., using SiGe BiCMOS from AMS would be an optimum choice between cost and system performances. Although the price would go up from 810 \textit{euro/mm}^2 for 0.35 \mu m CMOS to 1220 \textit{euro/mm}^2 0.35 \mu m SiGe BiCMOS\(^1\), but this would be offset by the shrinkage of the chip area since the inductors in the optical front end could be removed with transistor’s \(f_t\) jumping from 25 GHz to 60 GHz. And another advantage that BICMOS offers is the buried layer in the technology that can be significantly beneficial for the implementation of high speed photodiode in the optical receiver.

Finally, it is worth summarizing the contributions of the thesis in main and the publications on this subject.

- Design, analysis and implementation of a 6 GHz, 51-dB\(\Omega\) transimpedance amplifier in 0.35\(\mu m\) CMOS process. This is the fastest TIA ever reported in 0.35 \mu m CMOS technology according to author’s knowledge, details can be referred to section 3.4 and reference [91].

- Design and implementation of a 5 GHz, monolithically integrated optical front end in 0.35\(\mu m\) CMOS process. This is the first reported fully integrated

\(^1\)refer to MPW shuttle pricelist 2007, Austria Microsystems.
CMOS optical front end that demonstrates a -3 dB bandwidth over 4 GHz, referring to [106].

- high speed photodiode designed and implemented in 0.35$\mu$m CMOS process.
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