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Abstract

The main focus of this thesis is the investigation of structure and motion of different materials by applying different solid-state NMR techniques. In the first section (1) some of the bases of NMR are described both in a Classical (1.1) and Quantum Mechanical (1.2) approach, while the next two sections deal with the experimental part of the work. In section 2 solid-state NMR studies of CsC₆₀ are described and an unambiguous assignment of the $^{13}$C NMR spectrum of the polymer phase of CsC₆₀, which is based solely on our experimental data, is presented. In contrast to previous work, the assignment does not rely on the knowledge of the electronic structure of this material and our results support a fully three-dimensional electronic structure as opposed to a quasi one-dimensional one. This is achieved using a two-dimensional $^{13}$C MAS NMR correlation experiment, which identifies nuclei coupled via a through-bond scalar interaction, the Refocused INADEQUATE.

In section 3 solid-state NMR experiments performed on polyethylene and long-chain $n$-alkanes corresponding to the formula C$_{24n}$H$_{49n}$ are described. Particular attention is given to some specific issues such as chain folding and a detailed study of the saturation-recovery curves ($T_1$) obtained is carried out for different materials. The model elaborated is able to simulate all the data recorded and the presence of an interphase between the crystalline and the amorphous parts of the samples is proposed.

To help the understanding of the structure and the motion of long-chain $n$-alkanes in section 3 some deuterated samples such as C$_{216}$H$_{434}$-d$_{24}$ and C$_{12}$H$_{25}$(CH$_2$)$_{192}$CHDC$_{11}$D$_{23}$+C$_{162}$H$_{326}$ (“the mixture”) are also studied. Deuterium NMR is widely used and we fit all the experimental line shape of the different samples at different temperatures. Diverse models for the structure and motion of such materials are given, which take into account all the experimental results obtained.
1 Fundamentals

1.1 The Classical Approach

1.1.1 The Bloch Vector Model
The classical description of magnetic resonance has close analogies with the behaviour of the quantum system and the physical picture provided can be of great benefit\(^1\). Consider the behaviour of a magnetic moment, \(\mu\), in the presence of a magnetic field \(B_0\); the former will experience a torque \(\mu \times B_0\). The magnetic moment associated with the nucleus also possesses angular momentum and the equation of motion of \(\mu\) may be obtained by equating the rate of change of angular momentum (\(\mathbf{P}\)) with the torque experienced by \(\mu\) in the magnetic field,

\[
\frac{d\mathbf{P}}{dt} = \mu \times B_0 \quad (1.1)
\]

Usually, nuclear magnetic moments are described in terms of magnetic ratios \(\gamma\). The value of \(\gamma\) is defined by the equation (1.2):

\[
\mu = \gamma \mathbf{P} \quad (1.2)
\]

Combining (1.1) and (1.2) we obtain:

\[
\frac{d\mu}{dt} = \gamma \mu \times B_0 \quad (1.3)
\]

If the magnetic field is independent of time and directed along the \(z\)-axis so that

\[B_0 = B_z k\]

Then equation (1.3) becomes

\[
\frac{d\mu_x}{dt} = \gamma \mu_y B_z \quad \frac{d\mu_y}{dt} = -\gamma \mu_x B_z \quad \frac{d\mu_z}{dt} = 0
\]
The solutions to these are given by
\[
\begin{align*}
\dot{\mu}_x(t) &= \mu(t)\cos\gamma B_z t + \dot{\mu}_y(t)\sin\gamma B_z t \\
\dot{\mu}_y(t) &= -\mu(t)\sin\gamma B_z t + \dot{\mu}_x(t)\cos\gamma B_z t \\
\dot{\mu}_z(t) &= \dot{\mu}_z(0)
\end{align*}
\]

The motion of the magnetic moment described by the above is one of precession. \(\mu\) experiences a torque that is perpendicular to both \(\mu\) and \(B_0\). The angle between \(\mu\) and \(B_0\) does not change and so the tip of the vector \(\mu\) undergoes precession about the magnetic field axis and traces out a cone as a function of time. The angular frequency of precession is given by \(\omega_L = \gamma B_z\) and we can define \(\nu_L = \omega_L / 2\pi = \gamma B_z / 2\pi\), the Larmor precession frequency that is identical to the photon frequency required to drive transitions between the states of the spin system.

So far, only the behaviour of individual nuclear spins has been considered. However, a macroscopic sample contains an ensemble of many such spins, which will be distributed at random around many precessional cones. If the sample consists of many identical molecules, each with one magnetic nucleus of spin \(I = \frac{1}{2}\), the population of the two states is:

\[
n_\alpha - n_\beta = \Delta n_0 = N \Delta U / 2kT \quad (1.4)
\]

where \(N\) is the total number of nuclei in the relevant sample, \(\Delta U = \gamma \hbar B_0\) is the energy difference between the states and \(\Delta n_0\) refers to the equilibrium situation. The total magnetic moment of the sample (\(\mathbf{M}\)) is the resultant of the individual magnetic moments \(\mu\). At equilibrium \(\mathbf{M}\) is along the +z direction and has a magnitude:

\[
M_0 = n_\alpha \dot{\mu}_\alpha + n_\beta \dot{\mu}_\beta = \Delta n_0 \dot{\mu}_\alpha = \frac{1}{2} \gamma \hbar \Delta n_0
\]
since $\mu_n = -\mu_0$. Substitution for $\Delta n_0$ gives expression:

$$M_0 = \frac{1}{4} N \gamma \hbar \Delta U/kT = \frac{1}{4} N(\gamma \hbar)^2 B_0/kT \quad (1.5)$$

which is analogous to the Curie expression.

Let us apply radio-frequency (rf) radiation to a sample in the presence of a static field $B_0$. The important component of the rf radiation is the oscillating B-field, $B_1(t)$, this is commonly applied perpendicular to $B_0$,

$$B_0 = kB_z$$

$$B_1(t) = i2 B_1 \cos \omega_{rf}t$$

$B_1(t)$ is linearly polarized along the x-axis, it may be resolved into two components

$$B_x(t) = B_1(i \cos \omega_{rf}t + j \sin \omega_{rf}t)$$

$$B_y(t) = B_1(i \cos \omega_{rf}t - j \sin \omega_{rf}t)$$

Only the field, which rotates in the same direction as the magnetisation, has an appreciable effect. The solution to the torque equation is made possible by a transformation to a co-ordinate system rotating at the transmitter frequency, $\omega_{rf}$, in the same sense as the Larmor precession. In this frame, a time-independent effective field, $B_{\text{eff}}$, can be defined as:

$$B_{\text{eff}} = B_y + \frac{\Omega}{\gamma} k \quad (1.6)$$

Where $\Omega$ is the offset of the Larmor frequency from the transmitter:

$$\Omega = \omega_L - \omega_{rf}$$

The resonant nature of the NMR phenomenon is made clear from this treatment since only an applied field with $\omega_{rf}$ in the vicinity of the Larmor frequency will cause the effective field to tilt appreciably away from the z-axis.
If the new axis system is designated \((x',y',z')\), the application of \(B_1\) has the effect of rotating the sample magnetisation, \(M\), about the \(x'\)-axis at the angular frequency \(\omega_L = -\gamma B_1\) (the Larmor frequency in the rotating frame). This is illustrated in Figure 1.

![Figure 1: vector representation of the magnetization in the rotating frame.](image)

In a time \(t_w\), \(M\) rotates through the angle

\[
\theta = \gamma B_1 t_w
\]

This analysis indicates how a magnetic resonance experiment may be performed. If an rf pulse of duration \(t_w\) and frequency \(\omega_L\) is applied to the system polarised in a plane perpendicular to the applied static magnetic field, then \(M\) will be tipped through an angle \(\theta\). Once the \(B_1\) field is switched off, the magnetisation precesses about the static field, inducing a voltage in the receiver coil. It is this voltage that is detected as the NMR signal.
1.1.2 The Bloch model of Relaxation

In order to express the return of the transverse magnetisation produced to its equilibrium value, the vector model can be extended in the following fashion. This is based on the observation that, after pulsed excitation, the z-component of magnetisation, $M_z$, eventually regains its equilibrium value, $M_{eq}$, and the transverse components, $M_x$ and $M_y$, decay away to zero. In the Bloch model, these two processes are assumed to be first order with different time constants such that (Eq. (1.7)):

$$\frac{dM_z}{dt} = \frac{(M_{eq} - M_z)}{T_1},$$

$$\frac{dM_x}{dt} = -\frac{M_x}{T_2},$$

$$\frac{dM_y}{dt} = -\frac{M_y}{T_2},$$

Since $M_z$ arises from the population difference between energy levels, the first process, with time constant $T_1$, represents the return of these to their equilibrium values. This involves exchange of energy between the spins and their surroundings and is traditionally known as “spin-lattice” or “longitudinal” relaxation. The second process represents a reduction in the bulk transverse magnetisation due to a loss of phase coherence between individual spins. This is known as “spin-spin” or “transverse” relaxation. The way the two time constants are defined means that any process that causes $T_1$ relaxation must necessarily cause $T_2$ relaxation also.
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1.1.3 Form of the NMR signal

Let the system be in thermal equilibrium initially, then apply a \((0)_x\)-pulse on resonance, as it was shown at the end of section 1.1.1. The state of the system immediately after the pulse is

\[M_x = 0;\]
\[M_y = M_0\sin \theta;\]
\[M_z = M_0\cos \theta;\]

The solutions of the Bloch equations (1.7), subjected to these initial conditions are:

\[M_x(t) = M_0\sin \theta \sin(\omega_0 t)\exp(-t/T_2);\]
\[M_y(t) = M_0\sin \theta \cos(\omega_0 t)\exp(-t/T_2);\]

This can be expressed as a complex signal \(M^*_t\):

\[M^*_t(t) = M_x(t) + iM_y(t) = M_0\sin \theta \exp(i\omega_0 t)\exp(-t/T_2);\]

The above equations are given for the laboratory frame but the NMR signal is generally mixed with a reference signal prior to digitisation so that the frequencies actually observed are offsets from this reference, so any deviation from resonance is manifested as a modulation of the FID. If the reference frequency is identical to the transmitter frequency, this is equivalent to detection in the rotating frame. The complex signal in this frame, \(M'^*_t\), has a reduced Larmor precession and is given by:

\[M'^*_t(t) = M_0 \sin \theta \exp(i\Omega t)\exp(-t/T_2);\]
1.1.4 The Nuclear Overhauser Effect

The nOe (Nuclear Overhauser Effect) is a change of intensity of an NMR resonance when the transitions of another one are perturbed (usually saturated). The nOe is then a manifestation of the attempt of the total system to stay at thermal equilibrium; we have forcibly changed the population differences of part of it, so other parts change in compensation. Suppose the normal intensity of a resonance is $I_0$. Then if the intensity observed while saturating some other relating resonance (and waiting for the new equilibrium to be established) is $I$, we define the nOe as:

$$\gamma_{ij} = \frac{(I-I_0)}{I_0}$$

This expression is also often multiplied by 100 to make the percentage. Note that, from this definition, the nOe will be positive if the new intensity is greater than the unperturbed intensity and negative if it is less. $\gamma_{ij}$ indicates that this is the nOe at nucleus $j$ when nucleus $i$ is saturated.
1.2 Quantum Mechanical Treatment of NMR

While a vector description of the motion of a macroscopic magnetisation can provide some useful insight, a full explanation of the behaviour of interacting spins requires a quantum mechanical treatment. In addition, the statistical properties of an ensemble of such spins must also be considered in order to account for the bulk nature of the NMR phenomenon. Hence, density matrix theory which incorporates both statistical and quantum mechanical ideas proves a suitable framework in which to work. Before a description of this theory, the solution state NMR Hamiltonian and the quantum mechanical view of angular momentum will be summarized.

1.2.1 Spin Angular Momentum Operators

The Cartesian components of angular momentum are defined by the commutation relations of their associated operators:

\[
[j_\alpha, j_\beta] = i\hbar j_\gamma / 2\pi \quad (1.8)
\]

where \(\alpha, \beta, \gamma\) are \(x, y, z\) and cyclic permutations of these. For simplicity, the circumflex is omitted in the symbols representing operators. Many quantum mechanical observables are associated with operators that obey these commutation rules and are treated as angular momenta even though their origins have little to do with the familiar classical quantity. From only the commutation relations of Eq. (1.8) and the Hermiticity of operators corresponding to observables, it is possible to derive the eigenvalues and eigenfunctions of angular momentum. These are given by the equations:
\[ j^2 \left| j, m_j \right> = (h/2\pi)^2 j(j+1) \left| j, m_j \right> \]  \hfill (1.9)

with \( j = 0, 1/2, 1, \ldots \) and:

\[ j_z \left| j, m_j \right> = (h/2\pi)m_j \left| j, m_j \right> \]  \hfill (1.10)

with \( m_j = j, j-1, \ldots, -j \). The eigenfunctions \( \left| j, m_j \right> \) are a set of spherical harmonics. Only the total magnitude and one of the components, traditionally that parallel to the z-axis, are specified at any given time in order to avoid contradiction of the Uncertainty Principle. Raising and lowering operators are defined as follows:

\[ j^+ - j_x + i j_y \]

\[ j^- - j_x - i j_y \]

These cause the z-component of the angular momentum to increase or decrease by a single unit:

\[ j^2 \left| j, m_j \right> = (h/2\pi)\{j(j+1) - m_j(m_j±1)\} \left| j, m_j±1 \right> \]

The definitions given here apply to all quantum mechanical quantities that behave as angular momenta, including nuclear spin. Successive application of the raising or lowering operators establishes that, for spin \(-1/2\) particles, the two states \( \left| 1/2, 1/2 \right> \) and \( \left| 1/2, -1/2 \right> \) form the complete set of spin angular momentum eigenfunctions. For convenience, these are represented as \( \left| \alpha \right> \) and \( \left| \beta \right> \) respectively. The properties of the various spin-1/2 operators may be summarized using the Pauli spin matrices. With the states \( \left| \alpha \right> \) and \( \left| \beta \right> \) as a basis, these are:

\[ \hat{x} = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{y} = \frac{1}{2i} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \hat{z} = \frac{1}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \]  \hfill (1.11)
\[
\hat{x}^2 = \frac{3}{4} \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, \quad \hat{x}' = \begin{pmatrix}
0 & 0 \\
1 & 0
\end{pmatrix}, \quad \hat{x}'' = \begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix}
\]

(1.12)

In treatments of magnetic resonance, quantities are normally written in terms of these matrices or the corresponding operators and a factor of \( \hbar \) is dropped. This procedure has been adopted in the following sections.

In analogy with angular momentum operators that generate rotations or co-ordinate transformations in physical space, the spin operators produce rotations in spin space. The rotation of a wave function, \( \psi \), through an angle \( \phi \) about the \( \alpha \)-axis of such a space can be represented as:

\[
\psi \rightarrow \exp(-i \varphi \hat{x}_\alpha) \psi
\]

The corresponding result for an operator, \( Q \), is the unitary transformation:

\[
Q \rightarrow \exp(-i \varphi \hat{x}_\alpha) Q \exp(i \varphi \hat{x}_\alpha)
\]

The exponential operators in these expressions are known as propagators and can be obtained explicitly by an expansion:

\[
\exp(-i \varphi \hat{x}_\alpha) = E - i \hat{x}_\alpha \varphi - \frac{1}{2!} \hat{x}_\alpha^2 \varphi^2 + \frac{i}{3!} \hat{x}_\alpha^3 \varphi^3 + \ldots = E \cos \left( \frac{1}{2} \varphi \right) - i \hat{x}_\alpha \sin \left( \frac{1}{2} \varphi \right)
\]

(1.13)

Where \( E \) is the identity operator. The result of co-ordinate transformations in spin space can be established from the matrices of Eq. (1.11) or the commutation relations of Eq. (1.8).

1.2.2 The Nuclear spin Hamiltonian operator

The energy of a system is observable, and the corresponding operator \( \hat{H} \) is known as the Hamiltonian operator. It plays an important role in quantum mechanics, as its eigenfunctions describe the stationary states of the system.
The complete Hamiltonian for a molecule contains terms describing the kinetic energy of each particle, the potential energy of interactions between particles, and interactions of the particles with any external electric or magnetic fields. It can be divided approximately into terms representing electronic, vibrational, rotational and nuclear spin contributions to the energy, and the wave function can be written as a product of electronic, vibrational, rotational and nuclear spin functions, each of which is an eigenfunction of its own effective Hamiltonian. The full nuclear spin Hamiltonian contains terms which represent several interactions, including direct and indirect spin coupling, shielding by the surrounding electrons and the interactions with the external static field and the applied radio frequency field. The relevant spin Hamiltonians (expressed in frequency units $\frac{E}{\hbar}$), used to interpret nuclear resonance spectra obtained from solid samples, are:

1. **The Zeeman Hamiltonian** $H_Z$  

A large static magnetic field $\mathbf{B}_0 = (0, 0, B_0)$ defining the $z$-axis in the LAB frame polarises the magnetization of the sample. The Zeeman Hamiltonian is:

$$H_Z = \sum_i \omega_i^0 I_z$$  

The sum runs over all nuclei of the sample.

2. **The Radio Frequency Hamiltonian** $H_\nu$  

The r.f. field is applied perpendicular to the static field. To be consistent with the classical description we choose it to be parallel to the x-axis.

$$H_\nu = -2B_i(t)\cos(\omega t)\sum_i \gamma_i I_x$$
$H_z$ and $H_d$ may be referred to as external Hamiltonians because they depend essentially only on external parameters.

3. The Chemical Shift Hamiltonian $H_{cs}$

The chemical shift Hamiltonian arises from the modification by the electrons of the local magnetic field at the nucleus and, therefore, depends on the nature of chemical environment of the atom in question. The perturbation of the Zeeman energy levels caused by the electronic contribution to the magnetic field is very small and is normally expressed in ppm. For protons, the normal range of shifts is about 10 ppm. For molecules executing rapid and random rotation in liquids, this local magnetic field $B'$, proportional to the external field $B_0$, is written

$$B' = -\sigma B_0$$

where $\sigma$ is the chemical shielding parameter.

In solids, it may be necessary to write this

$$B' = -\sigma \cdot B_0,$$

where $\sigma$ is now a second rank tensor. That is, the local chemical shift field may differ according to the direction of $B_0$. If we take $B_0$ to be in the $z$-direction, and neglect terms including $\hat{J}_x$ and $\hat{J}_y$ since they do not commute with the Zeeman Hamiltonian (secular approximation), we obtain

$$H_{cs} = -\sum_i \gamma_i \sigma_{i_z} J_{i_z} B$$

(1.14)

for the chemical shift Hamiltonian; the subscript $i$ refers to a particular nucleus. If the symmetric part of the tensor $\sigma_i$ has principal values $\sigma_{i1}, \sigma_{i2}$ and $\sigma_{i3}$ along its principal axes and if $\theta_{i1}, \theta_{i2}$ and $\theta_{i3}$ are the three angles made between each of these axes and the direction of $B_0$, then
$$\sigma_{izz} = \sigma_{11} \cos^2 \theta_{1} + \sigma_{12} \cos^2 \theta_{2} + \sigma_{13} \cos^2 \theta_{3}. \quad (1.15)$$

Now for rapid and random rotation, each angle in Eq. (1.15) varies randomly, so the time average of $\sigma_{izz}$ is given by

$$\sigma_{izz} = \langle \sigma_{11} + \sigma_{12} + \sigma_{13} \rangle = (1/3) \Tr \sigma_i = \sigma_i, \quad (1.16)$$

since $\langle \cos^2 \theta \rangle = \frac{1}{3}$ and we have an isotropic chemical shielding parameter.

In a solid sample, however, differing nuclear sites will have, in general, different values for the angles appearing in Eq. (1.15), so there will be a distribution of local fields and hence, a broadened line. If, however, the solid sample is rotated at an angular frequency $\omega_\text{r}$ about an axis making an angle $\beta$ with respect to the magnetic field $B_0$ and angles $\chi_{1}, \chi_{2}$ and $\chi_{3}$ with respect to the principal axes of the sample we have

$$\cos \theta_{\text{p}} = \cos \beta \cos \chi_{\text{p}} + \sin \beta \sin \chi_{\text{p}} \cos (\omega_\text{r} t + \psi_{\text{p}}) \quad (1.17)$$

for the $\text{p}$th principal axis; $\psi_{\text{p}}$ is the initial azimuthal angle.

Using Eqs. (1.15) and (1.17), we obtain

$$\bar{\sigma}_{izz} = \frac{1}{2} \left( \sin^2 \beta \right) (\sigma_{11} + \sigma_{12} + \sigma_{13}) + \frac{1}{2} (3 \cos^2 \beta - 1) \sum_p \sigma_{\text{pp}} \cos^2 \chi_{\text{p}}. \quad (1.18)$$

If $\beta = \beta_{\text{M}}$, the magic angle spinning (MAS) described in a next paragraph, then Eq. (1.18) reduces to Eq. (1.16), and the MAS solid case reduces to the liquid case.

4. The Dipolar Hamiltonian $H_D$

The physical origins of the line broadening due to the dipole-dipole interaction is a local field at the site of the nucleus due to each of the neighbouring nuclei, which will cause the Zeeman energy levels to shift slightly, corresponding to a slight shift in NMR frequency. This local field will vary from point to point
around the sample, as more or fewer neighbouring nuclei have spin up or spin down. This effect can be treated in a formal theoretical fashion by using time-independent perturbation theory, in which the dipole-dipole Hamiltonian shifts the Zeeman levels of the nuclear spin in the external magnetic field.

We have, for the dipolar Hamiltonian for two nuclei, the expression:

$$H_D = \sum_{i<j} \left( \frac{3}{2} \gamma_i \gamma_j r_{ij}^{-3} \left( 3 \cos^2 \theta_{ij} - 1 \right) \left( I_i \cdot I_j - 3 I_{iz} I_{jz} \right) \right)$$  \hspace{1cm} (1.19)

In an isotropic liquid, \( \cos^2 \theta_{ij} \) takes on its random time average value 1/3, so \( H_D \) averages to zero due to rapid and random molecular rotation, with the result that the dipolar broadening of the NMR line vanishes.

Squaring Eq. (1.17) and taking an average over time leads to (See Figure 2, section 1.2.4):

$$\overline{\cos^2 \theta_{ij}} = \frac{1}{6} (3 \cos^2 \beta - 1) (3 \cos^2 \chi_{ij} - 1) + \frac{1}{3}$$  \hspace{1cm} (1.20)

Combining this with Eq. (1.19) leads to the following expression for the time-averaged value of the truncated dipolar Hamiltonian:

$$\overline{H_D} = \frac{\hbar}{4} \left( 3 \cos^2 \beta - 1 \right) \sum_{i<j} \gamma_i \gamma_j r_{ij}^{-3} \left( 3 \cos^2 \chi_{ij} - 1 \right) \left( I_i \cdot I_j - 3 I_{iz} I_{jz} \right)$$  \hspace{1cm} (1.21)

It is clear that by choosing \( \beta \) so that \( 3 \cos^2 \beta - 1 = 0 \), we have \( \overline{H_D} = 0 \), so the dipolar broadening vanishes. That is, if one rotates a solid sample about an axis making an angle \( \beta = 54.7 \) degrees, as explained in section 1.2.4, then the dipolar broadening of the NMR line disappears and one obtains the same resolution as for the liquid samples.

5. The Scalar or J Hamiltonian \( H_J \)

An electron with non-zero density at the sites of two nuclei can interact with both through the Fermi contact hyperfine interaction, and thus provide an
intermediary way through which the nuclei can interact with one another; this interaction is usually called spin-spin coupling, or J coupling. The form of the interaction is written

\[ H_j = 2\pi \sum_{i<j} I_i J_{ij} I_j \]

where the sum is over all pairs of nuclei i and j; the interaction tensor \( J_{ij} \) is usually expressed in Hertz.

6. **The Electric Quadrupole Hamiltonian** \( H_Q \)

If the nuclear spin is greater than \( \frac{1}{2} \), the electric quadrupole moment of the nucleus interacts strongly with the electric field gradients generated by the surrounding electron clouds. In this case the total Hamiltonian takes the form of the sum of two terms, the Zeeman term and the quadrupolar term:

\[ \hbar H^2 H = \hbar H_Z + \hbar H_Q \]

The deuterium quadrupolar Hamiltonian is:

\[ H_Q = \frac{eQ}{4} [V_{zz} (3I_z^2 - I^2) + (V_{xx} - V_{yy}) (I_x^2 - I_y^2)] \quad (1.22) \]

Where \( Q \) is the quadrupolar frequency. Only two parameters are necessary to characterize the gradients of the potential: the field gradient, eq, and the asymmetry parameter, \( \eta \), defined as:

\[ \text{eq} = V_{zz} \]

\[ \eta = \frac{|V_{xx} - V_{yy}|}{V_{zz}} \]

The asymmetry parameter measures the departure from cylindrical symmetry of the nuclear charge distribution. For axial symmetry (\( V_{xx} = V_{yy} \))
\[ H_Q = \frac{e^2 q Q}{4} \left[ 3I_z^2 - I^2 \right] \]

and the coupling energies are

\[ E^2H = \langle H_Q \rangle = \frac{e^2 q Q}{4} \left[ 3m^2 - 2 \right] \]

where \( m \) is the eigenvalues of \( I_z \), \( \langle I^2 \rangle = 2 \) is the eigenvalues of \( I^2 \), and \( e^2 q Q = \chi \eta \) is called the quadrupole coupling constant.

### 1.2.3 Knight Shift

NMR can detect motional processes if they change the nuclear spin Hamiltonian. The nature of these motional effects depends on the type of motion and their timescale. Motion on the spectral timescale causes the NMR line shapes to change. An interesting example of rapid asymmetric exchange is encountered in the NMR of metals where nuclear spins are coupled to unpaired conduction electrons causing the so-called Knight shift. This is due to the hyperfine coupling of the nucleus to the conduction electrons, which are polarized by the magnetic field. For electrons, the Zeeman splitting is three orders of magnitude larger than for nuclei and the Boltzmann population differential of the energy level in the magnetic field leads to an asymmetric two-sites exchange case for a nucleus coupled to an electron. Very often electrons have a very short \( T_1 \) and so the NMR spectrum of a coupled nucleus collapses to a single peak. The position of the peak depends on the relative populations of the electronic states and is therefore shifted, since these states are not equally populated: this is called Knight shift and is widely used to probe the electronic structure of metals.
Furthermore, the Knight shift provides a very convenient way to predict spin-lattice relaxation times by using the so-called Korringa equation:

\[ T_1 K^2 = \beta \frac{\hbar \gamma_e^2}{4 \pi k T \gamma_n^2} \]

Where \( T_1 \) is the nuclear spin-lattice relaxation time, \( K \) the Knight shift, \( \gamma_e (\gamma_n) > 0 \) is the electronic (\(^{13}\)C-nuclear) gyromagnetic ratio and \( T \) the temperature. A deviation of \( \beta \) from unity is a sign of the importance of electron-electron interaction (electronic correlation) and for \(^{13}\)C nucleus the Korringa constant

\[ S = \left( \frac{\gamma_e^2}{\gamma_n^2} \right)^2 \left( \frac{\hbar}{4 \pi k} \right) \text{ is } 4.165 \times 10^6 \text{ (s K).} \]

1.2.4 Magic-\( \omega \)le rotation and sp\( \varepsilon \)v\( \varepsilon \)y sidebands

As shown in a previous paragraph, isolated molecules in definite rotational and vibrational states (as a molecular beam) and molecules in solids have complex spin Hamiltonians. For normal fluids, all terms in the spin Hamiltonian which depend on the relative orientations of the molecule and the applied field average to zero. The spin Hamiltonian for a solid contains orientation-dependent terms, and, in addition, includes interactions between molecules. The terms in the Hamiltonians that cause NMR line broadening for solids involve the geometric factor \((3\cos^2 q - 1)\). It has already been said that rapid isotropic molecular tumbling, such as occurs in non-viscous solutions, averages this geometric factor to zero, thus explaining the very narrow NMR lines observed for such solutions. Therefore it is important to ask if an experiment that simulates such motion can be devised for solids.
Consider then, coherent rotation of a solid sample about an axis at angle $\beta$ to $B_0$ (see Figure 2).
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**Figure 2: Rotation of the sample at an angle $\beta$**

The average of $(3\cos^2 \varphi - 1)$ about the conical path indicated for the internuclear vector, $r$, is $^9$:

$$\langle 3\cos^2 \varphi - 1 \rangle = \frac{1}{2} (3\cos^2 \beta - 1)(3\cos^2 \varphi - 1)$$

The parameter $\varphi$ is fixed for a rigid solid, though (like $\varphi$) it takes all possible values if the material is a powder. The term $\frac{1}{2} (3\cos^2 \beta - 1)$ therefore acts as a scaling factor on a dipolar powder pattern. Fortunately the angle $\beta$ is under the control of the experimentalist. If $\beta = 0$ (i.e. rotation about $B_0$), $\frac{1}{2} (3\cos^2 \beta - 1) = 1$, so there is not net effect on the spectrum. The case of most interest is that when $\beta = 54.7^\circ$, since the $\cos \beta = 1/\sqrt{3}$ and $\frac{1}{2} (3\cos^2 \beta - 1) = 0$, so that $\langle 3\cos^2 \varphi - 1 \rangle = 0$ for all orientations (i.e. all values of $\varphi$). Thus, just as for isotropic tumbling, the dipolar interaction is averaged to zero, and so dipolar
broadening is eliminated, giving much higher resolution. This situation is referred to as magic-angle spinning (MAS) and $54.7^\circ$ is called the magic angle. If the spinning frequency $\omega_R$ is much larger than the spread in Larmor frequencies caused by chemical-shift anisotropy (CSA) (see the next paragraph), the spectra contain only peaks at the isotropic shift frequencies of the different chemical sites. The resolution and sensitivity then approach that of NMR in isotropic liquids. However, if the spinning speed must be moderated, for example, for mechanical reasons, spinning sidebands appear in the spectrum$^{10}$. These spinning sidebands are due to the modulation of the Larmor frequency as the sample rotates, according to the chemical-shift anisotropy.

Spinning sidebands present both problems and opportunities$^{11}$. They produce degradation in sensitivity because intensity is borrowed from the peaks at the isotropic shifts. They also crowd the spectrum and complicate the assignments. Nevertheless they do contain valuable information as to the shielding anisotropies of the individual sites. In a powder spectrum, their amplitude may be analysed to obtain the principal values of the shielding tensors$^{12,13}$, as it is mentioned in the next paragraph 1.2.5.

1.2.5 Sideband Intensities

In the last paragraph we considered the time average part of the perturbing Hamiltonians, and showed how MAS can greatly reduce the line widths for solid samples due to those interactions. We now explore how the system develops as a function of time.
We begin by writing the CSA interaction (See Eq. 1.14) as a function of time arising because of sample rotation:

\[
H_{CS} = \sum_{i} \sum_{j=1}^{3} I_{ij} \beta \sigma_{ij} \left[ \cos^2 \beta \cos^2 \chi_{ij} + 2 \cos \beta \sin \beta \cos \chi_{ij} \sin \chi_{ij} \cos (\omega_{i} t + \psi_{ij}) \right] + \sin^2 \beta \sin^2 \chi_{ij} \cos^2 (\omega_{i} t + \psi_{ij})
\]

where we used Eqs. (1.14) and (1.17).

Notice that the interaction contains terms that are periodic with frequency \( f_{r} = \omega_{r}/2\pi \). It can be shown that this time-dependence gives rise in the FID to a series of echoes separated by a time interval \( 2\pi/\omega_{r} = f_{r}^{-1} \). When the FID is Fourier transformed to obtain the spectrum, these echoes give rise to spinning sidebands separated from the central isotropic spectral line at frequency intervals equal to the spinning frequency \( f_{r} \).

It has been shown that the sideband intensities are related to the principal values of the CSA tensor.
1.3 Deuterium NMR in Solids

As mentioned before (section 1.2.2), for nuclei with spin $I = 1$ such as $^2$H in an applied magnetic field, the NMR spectra are dominated by the quadrupole interaction of the $I = 1$ spin with the electric field gradient tensor at the deuteron site. For aliphatic deuterons the field gradient is found to be approximately axially symmetric about the C-D bond direction. $^2$H NMR thus monitors the directions of the C-D bonds in the sample. The general form of the Hamiltonian is just the sum of the Zeeman and the quadrupolar terms. This comes from the fact that although the magnitude of the $^2$H quadrupolar moment is small ($2.8 \times 10^{-27}$ cm$^2$) compared with other quadrupolar nuclei, the quadrupolar energy term dominates in the solid state, and the other contributions can be neglected in the $^2$H spin Hamiltonian (in liquids this is not the case since isotropic reorientation causes $\mathbf{Q}$ to vanish).

A $^2$H nucleus, due to its nuclear spin $I = 1$, has three energy states denoted by $m = -1, 0, +1$. In an external magnetic field in the absence of perturbations the allowed transitions between the Zeeman levels $E_{m+1}, E_{m0}, E_{m-1}$ lead to degenerate frequencies $\hbar \omega_+ = \hbar \omega_-$. The quadrupolar term $\mathbf{Q}$ is given by equation (1.22), which becomes, in the presence of a large external magnetic field$^{15}$,

$$H_Q = \frac{\hbar}{8} \left[ 3 \cos^2 \theta - 1 \right] + \eta \sin^2 \theta \cos 2\phi$$

where $\theta$ and $\phi$ are the polar and azimuthal angles relating the principal axis system of the electric field gradient to the external field. For axial symmetry ($\eta = 0$), the total energies are described by:
\[ E_m = -\gamma H_0 m + \frac{\chi h}{8} \left( 3 \cos^2 \theta - 1 \right) \left[ \frac{3 m^2 - 2}{2} \right] \quad (1.23) \]

The effect of the anisotropic quadrupolar interaction is to remove the degeneracy of the Zeeman levels in the solid state. The two allowed transitions result in a pair of frequencies for each chemically inequivalent deuteron and the separation of the resonance frequencies depends on the angle between the external magnetic field and the \( z \) axis of the electric field gradient tensor.

From Eq. (1.23),
\[ \Delta \nu_q = 3 \chi (3 \cos^2 \theta - 1) / 4 \]

Single crystal studies of deuterated molecules have been used to determine quadrupolar-coupling constants and relate them to molecular structure\(^{16}\). However the dynamic information obtained from single crystals is limited, and therefore the study of \(^2\)H NMR powder patterns of polycrystalline and amorphous solids has been more widely used.

### 1.3.1 Static line shape

A \(^2\)H NMR spectrum of a single crystal will show two discrete resonances where the separation in frequency is related to the angle between the principal axis of the quadrupolar tensor and the laboratory frame. In a polycrystalline or amorphous solid, a random distribution of orientation of crystallites occurs where each orientation has equal probability. For deuterium in solids one can describe the distribution by an equation relating the angular-dependent frequency to principal axis systems of the quadrupolar interaction and the laboratory frame\(^{17}\):

\[ \omega_z = \omega_{11} \cos^2 \alpha \sin^2 \beta + \omega_{22} \sin^2 \alpha \sin^2 \beta + \omega_{33} \cos^2 \beta \quad (1.24) \]
For axial symmetry Eq. (1.24) becomes

\[ \omega_{zz} = \left( \omega_q - \omega_\perp \right) \cos^2 \beta + \omega_\perp \]

\( \beta \) is the angle between the z axis of the laboratory frame and the z axis of the quadrupolar tensor. \( \omega_\perp \) is the NMR frequency of those crystallites where the C-D bond axis (and the z-axis of the electric field gradient) is perpendicular to the external magnetic field. Similarly, \( \omega_q \) corresponds to the frequency where the C-D bond is parallel to the external field.

In a polycrystalline sample the resonance line shape will be the sum of all the discrete lines and will account for all possible orientations. In order to determine the line shape it is necessary to calculate the intensity of the resonance lines at each orientation.

It is very difficult to derive the NMR signal analytically so it is common practice to calculate it numerically. The numerical simulation must incorporate a “powder average” over all possible molecular orientations. Since the computation of the NMR signal for each orientation is often time-consuming, it is highly desirable that a reasonable numerical approximation to a full powder average be obtained using a minimum number of orientational samples. The orientational average of a function \( f \) corresponds to the integral:

\[ \overline{f} = \mathcal{N} (\Phi) \int_{\Phi} f (\Omega) d\Omega, \]

where the volume of integration \( \Phi \) represents the ranges of the three Euler angles,

\[ \Phi = \{0 < \alpha < 2\pi, 0 < \beta < \pi, 0 < \gamma < 2\pi\} \]

\[ d\Omega = \sin \beta d\alpha d\beta d\gamma. \]
and the normalization constant is

\[ N^{(0)} = (8\pi^2)^{-1}. \]

In numerical calculations, this integral is approximated by summing the function over a set of \( N^S \) different orientations and weights \( S = \{ \omega_j^S, \Omega_j^S \} \),

\[ \overline{f}^S = \sum_{j=1}^{N^S} \omega_j^S f(\Omega_j^S) \]

where the weights are normalized so that their sum equals unity. \( \overline{f}^S \) is the estimate of the powder average \( \overline{f} \), using the sampling scheme \( S \).

In this thesis the ZCW method has been used to simulate the \( ^2H \) static spectra as it is explained in Ref. 18.

### 1.3.2 Motional Averaging of the \( ^2H \) Powder Line shape

In the previous paragraph it was explained how to generate static \( ^2H \) spectra in solids where the molecular motion is neglected. This sort of approximation rarely occurs in real samples where molecules are undergoing reorientation on a timescale of the order of the quadrupole interaction or faster, so that the observed frequencies will be averaged and the resulting line shape can be analysed to determine the type and the rate of motion\(^{19} \).

A particularly simple situation arises if the motion is rapid on a timescale defined by the inverse width of the spectrum in absence of motion \( \delta^{-1} \). In this rapid exchange limit, which in \( ^2H \) NMR is reached for correlation times \( \tau_c < 10^{-7} \) s, the motion leads to a partially average quadrupole coupling and valuable information about the type of motion can directly be inferred from analysis of the resulting line shapes. The NMR frequency is given by:
\[ \omega = \omega_0 \pm \bar{\chi} \left( 3 \cos^2 \theta -1 - \bar{\eta} \sin^2 \theta \cos 2\phi \right) = \omega_0 \pm \omega_Q \quad (1.25) \]

where \( \bar{\chi} \) and \( \bar{\eta} \) are respectively the quadrupolar coupling constant and the asymmetry parameter of the averaged field gradient tensor \( \overline{FGT} \) and the polar and azimuthal angles, respectively \( \theta \) and \( \phi \), specify the orientation of \( B_0 \) with respect to the principal axes system of \( \overline{FGT} \). It is important to realize that \( \bar{\eta} \) may differ substantially from 0 even if \( \eta = 0 \).
1.4 The Density Matrix

In order to define the density operator $\rho$ of the entire quantum mechanical system and to derive its equation of motion, we start with the time-dependent Schrödinger equation for the evolution of a state function $|\psi(t)\rangle$,

$$\frac{d}{dt}|\Psi(t)\rangle = -iH(t)|\Psi(t)\rangle \quad (1.26)$$

$H(t)$ is the Hamiltonian or total energy operator of the system, which may itself be time-dependent.

We may expand the state function $\psi(t)$ in terms of a complete orthonormal base $\{|i\rangle, i = 1,2,...,n\}$

$$|\Psi(t)\rangle = \sum_{i=1}^{n} c_i(t)|i\rangle$$

where the time-dependence of $|\Psi(t)\rangle$ is expressed by the time-dependent coefficients $c_i(t)$ and $n$ is the dimension of the vector space of all admissible state functions, called Hilbert space.

The expectation value of an observable corresponding to an operator $Q$, is given by:

$$\langle Q \rangle = \sum_{i,j} \langle i|Q|j\rangle c_i(t)^* c_j(t)$$

In an idealised pure state, all spin systems of the ensemble are in the same state and can be described by the same normalized state function $|\psi(t)\rangle$ with $\langle \psi(t) | \psi(t) \rangle = 1$. The corresponding density operator $\rho$ is defined by the product of the ket $|\psi(t)\rangle$ and the bra $\langle \psi(t) |$,

$$\rho(t) = |\psi(t)\rangle\langle \psi(t) | = \sum_i \sum_j c_i(t)^* c_j^*(t) |i\rangle\langle j | \quad (1.27)$$
Since the calculation of any observable for this system always entails the use of the same products of the coefficients, \( c_i \), it is convenient to write them as a matrix called the density matrix. This can be thought of as representation in the basis \( |i\rangle \) of the density operator defined as in Eq. (1.27).

The situation is different for an ensemble in a mixed state, e.g. for an ensemble in thermal equilibrium. Here we can only indicate probabilities \( p_k \) that a spin system of the ensemble is one of several possible states \( |\psi_k(t)\rangle \).

Therefore, the equation for the expectation value of the observable must be modified to take account of the weightings, \( p_k \), of pure state, \( \psi_k \), in the mixture:

\[
\langle Q \rangle = \sum_{i,j,k} p_k \langle i|Q|j\rangle c_{ik}^*(t)c_{jk}(t)
\]

A statistical description of such a mixed state is a necessity and it is just such a description that the density operator is introduced to provide. Eq. (1.27) becomes:

\[
\rho(t) = \sum_{i,j,k} p_k c_{ik}(t)c_{jk}(t)|i\rangle\langle j| = \sum_{i} \sum_{j} \bar{c}_{ij}(t)c_{ij}^*(t)|i\rangle\langle j|
\]

which represents an ensemble average of the pure state density operator over the possible states \( \psi_k(t) \), where \( \sum_k p_k = 1 \), and the bar denotes the ensemble average.

It follows that the expectation value of any observable is given by:

\[
\langle Q \rangle = \text{Tr}\{ Q \rho(t) \}
\]

so that the density operator can be seen to contain all the physically significant information about the system, as the expectation value is found by evaluating the trace of the product of the observable operator and the density operator. The trace can be calculated from the product of the matrix representations of
$Q$ and $\rho(t)$ in an arbitrary base $\{|r\rangle\}$ or via an expansion of the two operators $Q$ and $\rho(t)$ in terms of orthogonal base operators.

The above discussion leads to a number of properties of the density operator and to its physical interpretation. Firstly, the condition that the expectation value of an observable must be real and the form of Eq. (1.28) require the density matrix to be Hermitian. More importantly, the probability of finding the system in a particular basis state $|i\rangle$ is given by the diagonal element:

$$\rho_{ii} = \sum_k p_k |c_{ik}|^2$$

In the eigenbase of the Zeeman Hamiltonian, the diagonal elements represent the populations in the states $|\alpha\rangle$ and $|\beta\rangle$. An off-diagonal element of the density matrix, however, indicates some coherent superposition of the relevant basis functions. For a mixed state, this implies that the phases of the wavefunctions, $\psi_k(t)$, are no longer completely random. The element $\rho_{ij}$ can be associated with the transition between states $|i\rangle$ and $|j\rangle$. Where the transition satisfies the relevant selection rule, it is the oscillation of these elements at frequencies given by the difference in energies of the states $i$ and $j$ which are observed in NMR spectroscopy. In general, if each eigenstate of the nuclear spin Hamiltonian has an associated magnetic quantum number, $M_s$, each coherent superposition (or, simply, “coherence”) can be described in terms of a coherence order:

$$P_{ij} = M_i - M_j$$

The time evolution of the density operator under the Hamiltonian $\hat{H}(t)$ is given by the Liouville-von Neumann equation:
\[
\frac{d\rho(t)}{dt} = i[\rho(t), H(t)]
\]

For a time-independent Hamiltonian the solution to this equation is:

\[
\rho(t) = \exp(-i H t) \rho(0) \exp(i H t) \quad (1.29)
\]

Density matrix calculations usually involve diagonalizing the matrix form of the Hamiltonian so that the propagators in Eq. (1.13) can be easily found. The solution of the Liouville-von Neumann equation for a time-dependent Hamiltonian is normally achieved by the application of suitable coordinate transformations that removes this dependence within a series of finite time segments. The evolution of the density operator can be then expressed in terms of a sequence of propagators associated with the time-independent Hamiltonians, \( H_1, H_2 \):

\[
\rho(t_1 + t_2) = \exp(-i H_{2} t_2) \exp(-i H_1 t_1) \rho(0) \exp(i H_1 t_1) \exp(i H_2 t_2)
\]

with the propagators \( \exp\{-i H_k \tau_k\} \). This equation applies to any sequence of intervals \( \tau_k \) in which time-independent average Hamiltonians \( \bar{H}_k \) can be defined.

The density operator in thermal equilibrium at temperature \( T \) is given by

\[
\rho_0 = \frac{1}{Z} \exp\{-H \bar{\mu} / kT\}
\]

where

\[
Z = \text{tr}\{\exp\{-H \bar{n} / kT\}\}
\]

is the partition function of the system. By evaluating \( \rho_0 \) in the eigenbase \( \{|r\}\) of the Hamiltonian, one easily verifies that probability distribution of the eigenstates \( |r\rangle \), \( P_r = \rho_{rr} \) correctly describes a Boltzmann distribution

\[
P_r = \frac{1}{Z} \exp\{-E_r \bar{n} / kT\}.
\]
1.4.1 Product of Cartesian spin operators

Numerous choices are possible for the expansion of the density operator in terms of a complete set of orthogonal base operators. An arbitrary density operator can be expanded in terms of a set of products of operators corresponding to the Cartesian components of angular momentum, \( I_x \), \( I_y \) and \( I_z \) which obey the usual cyclic commutation rules of Eq. 1.8. A useful set of base operators \( \{ \mathbf{B}_s \} \) that retains the clearest physical insight into the spin engineering and which employs relatively simple algebra is then:

\[
B_s = 2^{(q-1)} \prod_{k=1}^{n} (I_{kv})^{a_{sk}}
\]

Here \( n \) is the total number of spins in the spin system under consideration, \( k \) is an index for the spin, and \( v \) represents the \( x \), \( y \) or \( z \)-axis. We simply multiply the spin operators together \( q \) at a time \((0 \leq q \leq n)\). The exponent \( a_{sk} \) is simply a device to define the spins involved in a given product operator; it is unity for the \( q \) spins that are involved in the product operator, but zero for the remaining \( n-q \) spins. Thus for an IS system where \( n = 2 \), we consider \( q = 0, 1 \) and 2. For \( q = 0 \), the operator is \( \frac{1}{2} E \) where \( E \) is the unit operator. For \( q=1 \) we have the single-spin operators

\( I_x, I_y, I_z, S_x, S_y, S_z \)

While for \( q=2 \) there are nine two-spin operators:

\( 2I_xS_x, 2I_yS_y, 2I_zS_z \)

\( 2I_xS_x, 2I_yS_y, 2I_zS_z \)

\( 2I_xS_x, 2I_yS_y, 2I_zS_z \)

For a three-spin system there will be terms of the form: \( 4I_xS_xR_x \).
A description of the physical interpretation of each of the operators is as follows. The operators \( I_x \) is the equilibrium condition for spin \( i \) representing equal population differences across all its transitions. The terms \( I_x \) and \( I_y \) describe the transverse components of magnetisation of spin \( i \) which are observable as the expected absorptive and dispersive parts of the in-phase multiplet. The operator \( 2I_xI_y \) represents anti-phase coherence of spin \( i \) with respect to the scalar coupling with spin \( j \). Because this evolves into in-phase transverse magnetization under the free precession Hamiltonian, it is observable as a multiplet on spin \( i \) in which the components separated by the coupling constant \( J_{ij} \) have opposing signs. Terms such as \( 2I_xI_y \) describe a mixture of double- and zero-quantum coherence which cannot be observed directly. Finally, the term \( 2I_xI_y \) represents a non equilibrium population distribution with no net coherence.

### 1.4.2 Evolution of Product Operators and Coherence Transfer

The effects of free precession and pulses can be described in terms of a sequence of transformations of the type:

\[
\exp(-i\varphi B_\alpha) B_\beta \exp(i\varphi B_\alpha) = B_\beta \cos\varphi + B_\gamma \sin\varphi
\]

which correspond to rotations in operator spaces \((B_\alpha, B_\beta, B_\gamma)\). The form of \( \varphi \) and the operators, which are linked by such a rotation, are derived from the Hamiltonian under consideration and the commutation rules of the product operators themselves.

The evolution of a weakly coupled spin system under the effects of pulses and chemical shifts precession can be described by a series of rotations in the operator space \((I_x, I_y, I_z)\). For example, the effect of an on-resonance pulse
along the x-axis of flip angle $\beta$ on equilibrium spin $i$ magnetisation can be written as:

$$I_{iz} \xrightarrow{\beta_x} I_{iz} \cos \beta - I_{iy} \sin \beta$$

Similarly, evolution under the $i$-spin chemical shift can be expressed as:

$$I_{ix} \xrightarrow{\Omega_{ii} t} I_{ix} \cos \Omega_i t - I_{iy} \sin \Omega_i t$$

A pulse or evolution under chemical shift always conserves the number of spin operators in the expansion of the density matrix. This restriction forms the basis of a set of coherence transfer selection rules which determine the type of transfer which can be effected by a single non-selective pulse in a weakly coupled system. Scalar coupling terms, on the other hand, produce rotations within operator subspaces of the form $(I_{ix}, 2I_{iy}I_{iz}, 2I_{iz}I_{ix})$. For example, coupling between spins $i$ and $j$ causes anti-phase coherence to evolve from in-phase spin $i$ transverse magnetisation:

$$I_{ix} \xrightarrow{\sigma_j t^2 \sigma_i t^{1/2}} I_{ix} \cos \pi \sigma_{ij} t + 2I_{iy}I_{iz} \sin \pi \sigma_{ij} t$$

In normal circumstances, a period of evolution under such a Hamiltonian is always necessary if coherence transfer between coupled spins or into multiple-quantum transitions is to occur. The anti-phase coherence of spin $i$ can be transferred into corresponding transitions on spin $j$ by a $\pi/2$ rad pulse:

$$2I_{iy}I_{iz} \xrightarrow{(\pi/2)(I_{ix} + I_{ix})} -2I_{iz}I_{iy}$$

Therefore, the transfer of coherence between a pair of weakly coupled spins can only be observed if the scalar coupling between them is resolved.
1.5 Two-Dimensional NMR Spectroscopy

One may distinguish two general classes of 2D-NMR spectra\textsuperscript{20}:

(a) Resolved spectra, which spread the peaks of a single spectrum into two
dimensions characterised by different NMR parameters; and (b) Correlated
spectra, which correlate pairs of spins related by virtue of some interaction or
dynamic process and it is this kind of 2D experiment which will be used in
this work.

Two-dimensional time-domain NMR spectroscopy involves two independent
evolution periods. The first of these, usually denoted as $t_1$, is an incremental
delay inserted in the pulse sequence whilst the second, called $t_2$, is the normal
detection period. A series of free induction decays, recorded during $t_2$, is
obtained for increasing values of $t_1$. Observation of the signal only occurs
during $t_2$, the $t_1$ evolution being monitored indirectly through the modulation
of phase or amplitude, which is imposed on the magnetisation present at the
beginning of the detection period. Two-dimensional Fourier transformation of
the recorded data matrix, $S(t_1, t_2)$, results in a spectrum, $S(\omega_1, \omega_2)$, which is a
function of two frequency coordinates.

It is customary to refer to four time periods in the description of correlation
experiments. These are as follows:

1. **The preparation period.** A suitable sequence of pulses is used to create the
coherence that will evolve in $t_1$. For many experiments, transverse
magnetisation evolves during $t_1$ and a single non-selective pulse is
sufficient. However, more complicated preparation sequences that, for
example, excite multiple-quantum coherence or transfer proton
polarization to low frequency heteronuclei are also used.
2. **The evolution period.** The rate at which the delay $t_1$ is incremented determines the spectral width in the $\omega_1$ dimension just as the sampling rate during $t_2$ determines the spectral width in $\omega_2$. During $t_1$, each coherence detected indirectly in $t_1$ may be associated with ordinarily unobservable multiple-quantum transitions so the $\omega_1$ coordinates of the peaks in the final spectrum are not necessarily those corresponding to the one-dimensional spectrum.

3. **The mixing period.** The coherence, which evolves in $t_1$, is transferred into observable magnetisation during the mixing period, the nature of which, therefore, determines the type of correlation information produced by the experiment.

4. **The detection period.** The frequency of the single-quantum coherence that is finally observed determines the $\omega_2$ coordinates of the resulting peaks so these are never anything other than those observed in the corresponding one-dimensional spectrum.

### 1.5.1 Selection of Coherence Transfer Pathways

Phase cycling is used to select a particular sequence of events caused by the various radio-frequency pulses in a NMR sequence$^{21}$. If the experiment uses several pulses there are very many possible sequences of events that lead to an observable signal, and phase cycling to discriminate between these is essential if a readily interpretable spectrum is to be obtained. By using two phase detectors, the spectrometer detects both the x and y components of the transverse magnetisation in the rotating frame. As the magnetisation vector precesses in the rotating frame, oscillating signals are produced by the two-
phase detectors, and these, once digitised, become the familiar free induction decay (FID). The position of the vector at the start of the FID gives the phase of the corresponding line in the spectrum. Normally, one axis at the start of the FID gives an absorption mode signal while alignment at other positions gives different phases. Changing the pulse phase by $90^\circ$ causes the pulse to rotate the equilibrium magnetisation about a different axis and hence the vector appears in a different position in a transverse plane. This different position corresponds to a different phase for the line in the spectrum. The central idea is that wanted signal is shifted in phase by changing the phase of a pulse and, if the signal is to add up in the course of time averaging, the receiver phase must be altered so as to follow the phase change caused by the pulse. Likewise an unwanted signal can be cancelled by shifting its phase and keeping the receiver phase fixed.

The term coherence is a generalisation of the idea of transverse magnetisation. NMR experiments observe this magnetisation, and since the selection rule for normal NMR is $\Delta m = \pm 1$, transverse magnetisation is termed single quantum coherence. The single refers to the fact that only single spin flips are associated with the coherence.

Other coherences involving more than one spin flip can exist. For example, double quantum coherences correspond to transitions with $\Delta m = \pm 2$, triple to those with $\Delta m = \pm 3$ and so on. Note the only single quantum coherence gives rise to a directly observable signal.

At any stage in an experiment, it is possible to classify the coherences present into the various orders, that is zero, single, double etc. Each order is said to correspond to a different coherence level. In formal terms the density operator,
\[ \sigma, \text{ can be expanded into components, } \sigma_p, \text{ corresponding to different coherence levels, } p: \]

\[ \sigma = \sum_{p=0}^{p_{\text{max}}} \sigma_p \quad (1.30) \]

A rf pulse may cause coherences to be transferred from one order to another; in contrast, free precession preserves the order of coherence. If the density operator is expanded in terms of product operators then the various orders can be associated with particular products of raising and lowering operators: for example, the operator \( I^- \) corresponds to single quantum coherence on spin \( I \), whereas the operator \( I^+ S^- \) corresponds to double quantum coherence between spin \( I \) and \( S \).

During each delay or period of a given pulse sequence it is usually the case that the intention is to have only one order of coherence present. Thus, in double quantum spectroscopy the intention is to have double quantum coherence present during the evolution time \( t_1 \). The desired coherence level at any point in the sequence can be selected by an appropriate phase cycling and it is called coherence transfer pathway. Two further points should be noted: (1) the pathway must start at coherence level 0, as this corresponds to equilibrium longitudinal magnetisation, (2) the pathway must end at level \(-1\), as it is only this level that corresponds to observable magnetisation.

### 1.5.2 Phase Cycling

The basis of all phase cycling procedures is the transformation of p-quantum coherence under a rotation about the z-axis:

\[ \exp(-i\phi L_z) \sigma_p \exp(i\phi L_z) = \sigma_p \exp(-i\phi) \quad (1.31) \]
where $\sigma_p$ has the same meaning as in Eq. (1.30). A pulse, represented by a propagator $U$, can cause a transfer of coherence of order $p$ into all possible orders $p'$ limited only by the extent of the spin system so that:

$$U\sigma_p(-)U_{-1} = \sum_{p'} \sigma_{p'}(+)$$

where $\sigma(-)$ and $\sigma(+)\) are the density operators before and after the pulse. The effect of phase shifting the pulse is seen by applying Eq. (1.31):

$$U(\phi)\sigma_p(-)U(\phi)^{-1} = \sum_{p'} \sigma_{p'}(+)\exp(-i\Delta p\phi) \quad (1.32)$$

with $\Delta p = p' - p$. Hence, the phase shift imposed on the coherence by the phase shifted pulse $U(\phi)$ depends on the change in coherence order, $\Delta p$, produced. This property allows the separation of different coherence orders since the phase shifts imposed in this way are carried over into the detected signal.

Phase cycling involves repetition of the pulse sequence $N_i$ times with addition of the resulting signals whilst incrementing the phase of the $i^{th}$ pulse by an angle:

$$\phi_i = 2\pi n_i/N_i$$

where $n_i = 0, 1, 2, \ldots, N_i - 1$. Each of the $N_i$ observed signals arises from all possible coherence transfer pathways. Their sum can be restricted to contributions from pathways involving a given change of coherence order at the $i^{th}$ pulse by acquisition of the $N_i^{th}$ signal with a concerted receiver reference phase shift. The appropriate shift corresponds to that imposed on the required coherence by the $i^{th}$ pulse due to Eq. (1.31) and is thus:

$$\phi_{ref} = -\Delta p_i \phi_i$$
It should be noted here that the sign of $\phi_{\text{ref}}$ changes when the observable magnetisation is defined as $I'$ and all pathways end with $p = -1$ order coherence.

Implicit in the above discussion is the fact that, if the phase of the $i^{\text{th}}$ pulse is shifted through an angle $\phi_i$ for $N_i$ successive experiments, the change in coherence order, $\Delta p_i$, selected by the appropriate receiver phase shift, $\phi_{\text{ref}}$, is not unique. Indeed, an infinite set of coherence transfer pathways will be selected with changes in coherence order at the $i^{\text{th}}$ pulse of:

$$\Delta p_i = \Delta p_i(\text{required}) \pm kN_i$$

with $k = 0, 1, 2, \ldots$. It should be noted that the smaller the phase shift, $\phi_i$, and the larger the number of experiments, $N_i$, the more unique a selection can be performed.

Shifting the receiver phase is by no means the only way in which the sum of set of $N_i$ experiments can be restricted to a given coherence pathway. Phase shifting all pulses in the sequence through an angle of opposite sign and addition with constant receiver phase will ensure that the same effect is produced. This method of phase cycling is often necessary if the receiver is limited to phase shifts of $\pi/2$ radians.

1.5.3 Separation of Phase in Two-Dimensional Spectra

The preceding sections have described how the evolution of the spin system during the $t_1$ period of a two-dimensional NMR experiment is not directly observed but detected by virtue of the modulation it imposes on the initial amplitude of the signal acquired in $t_2$. Consequently, there is no simple equivalent of conventional $\omega_2$ quadrature detection for determining the signs
of the $\omega_1$ frequencies. An important strategy has been proposed that allow
determination of the signs of the $\omega_1$ frequency whilst still producing
correlation spectra with pure phase two-dimensional line shapes$^{22}$. In normal
quadrature data acquisition a pair of data points, one from each quadrature
channel, is taken at intervals of $1/f_\nu$, where $f_\nu$ is the spectral width. These two
data values are regarded as a complex time-domain point and the spectrum is
obtained from such data by a complex Fourier transformation. In the Redfield
modification$^{23}$ single data points are taken at twice this rate and the phase of
the receiver reference oscillator is advanced by $\pi/2$ radians after each data
point is taken (for this reason this method is often referred to as time-
proportional phase incrementation or TPPI). The spectrum is then obtained by
applying a real Fourier transformation. The overall effect of the procedure is
to add frequency of $f_\nu/2$ to each point in the spectrum. Peaks, which have
offsets between $-f_\nu/2$ and $0$ appear between $0$ and $f_\nu/2$, and those with offsets
between $0$ and $f_\nu/2$ appear between $f_\nu/2$ and $f_\nu$. Thus, for peaks in the range $\pm
f_\nu/2$ aliasing about zero frequency is prevented and effective quadrature
detection is achieved.

The same procedure can be used to achieve frequency discrimination in the $\omega_1$
dimension of a two-dimensional NMR spectrum. The time $t_1$ is advanced in
intervals of $1/(2f_1)$, where $f_1$ is the required spectral width in $\omega_1$. Each time $t_1$
is incremented, the phase of the desired coherence evolving during $t_1$ is shifted
by $\pi/2$ radians.

Consider the time-domain signal $A_2\cos(\Omega_1 t_1)$: the phase incrementation gives
an extra modulation so it becomes

$$S(t_1,\omega_2) = A_2\cos(\Omega_1 t_1 + \pi t_1/2\delta), \quad (1.33)$$
where \( \delta \) is the sampling interval in the \( t_1 \) dimension and is \( 1/(2f_1) \). Eq. (1.33) can be written

\[
S(t_1, \omega_2) = A_2 \cos(\Omega_1 t_1 + \Omega_c t_1)
\]

Where \( \Omega_c = \frac{1}{2}(2\pi f_1) \); in other words, half the spectral width has been added to the frequency of each line. As was explained above this avoids aliasing of signals in the range \( \pm f_1/2 \). An absorption-mode line shape is retained.
2 Alkali Fulleride

2.1 Introduction

The vast majority of research on the fullerene-based solids has been done on C$_{60}$. In this molecule the carbon nuclei reside on a sphere of about 7 Å diameter, with the electronic wave functions extending inside and outside by about 1.5 Å. The diameter of the molecule is approximately 10 Å, and there is a 4 Å diameter cavity inside. The atoms are actually positioned at the 60 vertices of a truncated icosahedron (or “soccerball”) structure, with 90 edges, 12 pentagons and 20 hexagons. The two different C-C bond lengths in C$_{60}$ (1.40 Å and 1.46 Å), indicate that the π electrons are not delocalised evenly over all bonds.$^{24}$ (For comparison, the sp$^3$ bond in diamond is 1.544 Å, the C-C distance in graphite is 1.42 Å, and a typical double bond distance is about 1.35 Å). The 30 short bonds are on the edges that are shared by two hexagons; the bond length at the 60 edges shared by a hexagon and a pentagon are longer.

The C$_{60}$ molecule is highly symmetric as symmetry elements of C$_{60}$ include inversion symmetry, mirror plane, rotations by 72° or 144° around axes piercing the centres of two opposing pentagons, etc. At room temperature the C$_{60}$ molecules undergo free molecular rotation and in time average the molecules look like spheres and all of the molecular sites are equivalent. The well defined molecular centres and the nearly free molecular rotation are not unique properties of the fullerene molecule, but are characteristic of many organic solids, where the binding is due to van der Waals forces, and the molecule is highly symmetrical.$^{25}$ The centres of the C$_{60}$ molecules make a fcc
lattice, with a nearest-neighbour $C_{60}$-$C_{60}$ distance that corresponds to the diameter of the molecule. At room temperature the size of the cubic unit cell is 14.17 Å, and the nearest-neighbour distance is 10.02 Å$^{26}$. A schematic representation of the $C_{60}$ solid is shown in Figure 3.

![Figure 3: Structure for $C_{60}$](image)

The dimensions of a fullerene molecule are ten times larger than a typical atom. Even in a close-packed structure, large empty spaces between the molecules are available for intercalation by smaller atoms, ions or molecules. Due to the unsaturated character of the C-C bonds on the fullerene ($C_{60}$ is an insulator as the conduction band is empty), there are plenty of electronic states to accept electrons from appropriate donors. The combination of alkali and alkaline-earth elements with fullerenes results in an unusual variety of $AC_{60}$
compounds with $A = K$, Rb, Na, Ca, Sr, Ba and Cs. Organic and inorganic molecules are also used to produce charge transfer salts with fullerenes. The term “doped fullerene” is often used to describe the product. In the close-packed $fcc$ structure the interstitial sites have either octahedral or tetrahedral symmetry. The tetrahedral sites are smaller, and there are twice as many of them as octahedral sites. Up to now, the existence of different stable phases of $A_x C_{60}$ with $x = 0-4, 6, 10$ is well established (see Figure 4). The $x = 3$ phase is the most widely studied since superconductivity has been observed up to temperatures exceeding the maximum critical temperatures of organic as well as regular inorganic superconductors$^{27}$. The conduction band of these materials derives from the LUMO of the $C_{60}$ molecule that is a three-fold degenerate $t_{1u}$ electronic level of the molecule with icosahedral symmetry. The insulating character of phases $x = 0$ and 6 is easy to understand as it corresponds to the $t_{1u}$ level being either completely empty or filled. The compound $AC_{60}$$^{28,29}$ where $A$ represents Rb or Cs is also a remarkable system since it forms a variety of phases with interesting electronic and magnetic properties related to the low density of valence electrons. A comparison of $AC_{60}$ and $A_3 C_{60}$ may be helpful in deciding questions like how important are intramolecular correlations for the occurrence of superconductivity$^{30}$. Above approximately 350-400 K these compounds have similar face centered cubic ($fcc$) structures with only the octahedral sites occupied$^{31}$ by alkaline ions in $AC_{60}$ and both octahedral and tetrahedral sites occupied in $A_3 C_{60}$$^{32}$. In $AC_{60}$ this phase shows paramagnetism$^{33}$, suggesting a large degree of localization of the electrons on the fullerene molecules.
The first of the $AC_{60}$ compounds was discovered by Winter and Kuzmany$^{28}$ who carried out Raman measurements on $KC_{60}$ at high temperatures. At the time it was believed that the composition was not stable at lower temperatures$^{34}$ and it separated into $K_3C_{60}$ and $C_{60}$. Chauvet $et$ $al.$$^{35}$ have shown that Rb$C_{60}$ is in fact stable upon cooling, but there is a structural change in the 350–400 K temperature range. Later, a very pronounced first-order phase transition was found by optical, electrical transport, ESR and direct thermodynamic measurements. The surprising feature of the low-temperature structure is that the nearest neighbour $C_{60}$-$C_{60}$ distance is only 9.1 Å, less than the diameter of a single $C_{60}$ molecule. The symmetry of the $fcc$ structure is lost and the distance between $C_{60}$ molecules seems to be shortened along one of the axes (the a axis). In view of the short nearest-neighbour distance Pekker $et$ $al.$$^{56}$ suggested that in this direction the $C_{60}$ ions are covalently bound, and the lower temperature phase consists of a conductive linear polymer.

The $(AC_{60})_n$ polymers are formed spontaneously below 400 K from the monomer $AC_{60}$ salts. The crystal structure of the polymer suggests a strongly anisotropic electronic structure. Powder X-ray diffraction studies$^{37}$ confirmed that this unusually short distance is indicative of the formation of linkages between fullerene molecules formed by a $[2+2]$ cycloaddition$^{36}$ resulting in polymeric chains along the a-axis (Figure 5).
Figure 4: Two different representations of the $C_{60}$ structure are shown to highlight the octahedral (on the left) and tetrahedral holes of the fcc structure. It is possible to fill the holes with alkaline atoms in order to obtain new compounds that have different structures and properties from the $C_{60}$. While $C_{60}$ is an insulator, $A_3C_{60}$ is a superconductor.
Figure 5: Below 350 K, {\textit{A}C}_{10} shows a phase transition that has been interpreted as a polymerisation along the a axis.
Raman\textsuperscript{38}, neutron diffraction\textsuperscript{39} and inelastic scattering\textsuperscript{40} data largely support this model, although several structural details such as the deformation of the fullerene molecules\textsuperscript{41} and the rotational orientation of the polymer chains\textsuperscript{42} remain uncertain. Magnetic spin susceptibility and frequency-dependent conductivity measurements\textsuperscript{43} suggest that the polymeric phase is a quasi one-dimensional metallic conductor with a phase transition to a magnetically ordered insulator occurring at temperatures below approximately 50 K.

Solid-state NMR spectroscopy has made several important contributions to the study of RbC\textsubscript{60} and CsC\textsubscript{60}. The variation with temperature of the \textsuperscript{13}C, \textsuperscript{87}Rb and \textsuperscript{133}Cs resonance frequencies and spin-lattice relaxation times\textsuperscript{33} provide evidence for a phase transition at 350 K associated with a qualitative change in electronic properties. NMR data showed that the high-temperature phases (HT) are paramagnets. Unpaired electrons are principally localized on individual C\textsubscript{60}\textsuperscript{−} ions, with an exchange coupling of roughly 2 cm\textsuperscript{-1} between the localized electron spins. Thus electron-electron interactions dominate the electronic dynamics. This is in obvious contrast to the \textit{A}_3C\textsubscript{60} compounds, in which NMR and other data can be explained by a Fermi-liquid model in which electron-electron interactions play a relatively minor role\textsuperscript{44}.

\textsuperscript{13}C magic angle spinning (MAS) measurements at rates up to 18 kHz\textsuperscript{45,46} provide sufficient spectral resolution to separate resonances from inequivalent sites on the fullerene molecule with resonance frequencies determined by the sum of Knight shift and chemical shift contributions. Spectral intensities give an indication of the number of carbon atoms associated with each resolved resonance, and measurements of the shift anisotropy suggest that the carbon atoms comprising the inter fullerene linkage are sp\textsuperscript{3} hybridized. The hyperfine
interaction for each resonance is extracted from the temperature variation of the Knight shift. These NMR data confirm theoretical band structure calculations\textsuperscript{47} which predict that the fullerene molecules are connected by insulating contacts and that electron transport is dominated by interchain hopping, suggesting a full three-dimensional character to the electronic structure. These results contradict the magnetic spin susceptibility and frequency-dependent conductivity measurements according to which the polymeric phase is a quasi one-dimensional metallic conductor\textsuperscript{43}. At this stage it seems clear that to fully test models for the electronic structure by NMR the resonances must be assigned to the different carbon sites in the fullerene molecule. This step is significant since it yields a map of the hyperfine coupling constant around the fullerene, against which models of the band structure can be tested. Furthermore, such an assignment is a prerequisite to any more detailed NMR study of internuclear distances, which might resolve the structural questions. Only a fully and self-consistent reliable assignment of the 1D-\textsuperscript{13}C spectrum can affirm in a unique and unequivocal way which of the two models mentioned above is correct (see Figure 6).
Figure 6: Two different electronic models have been proposed for AC60. In (a) the ESR measurements are shown for RbC60 and a Quasi 1D model was proposed with an overlap of the electronic wave functions in the intermolecular regions along a35. In (b) some 13C-MAS NMR data on RbC60 are shown where all but one 13C shift varies with temperature. According to the authors35 this temperature-independent resonance corresponds to an sp3 hybridized interfullerene link and a full 3D band structure was proposed. In order to decide which of these models is correct more NMR measurements are required.
In a recent paper\textsuperscript{48}, T. M. de Swiet \textit{et al.} used a two-dimensional $^{13}$C MAS NMR correlation spectrum, as well as double resonance$^{13}$C, $^{133}$Cs MAS NMR measurements, to make a partial assignment of the $^{13}$C MAS spectrum of the polymer phase of CsC$_{10}$. The pulse sequence used in that case is shown in Figure 7, together with the spectrum obtained. In order to identify pairs of bonded $^{13}$C sites they performed $^{13}$C MAS dipolar correlation spectroscopy\textsuperscript{49}. The $^{13}$C spins were allowed to precess freely for a time $t_1$. Next, the $^{13}$C–$^{13}$C dipole-dipole interaction, normally removed by MAS, was recoupled using the POST-C7 pulse sequence\textsuperscript{50}, for a mixing time equal to four MAS periods. This allowed spin polarization to be transferred between $^{13}$C nuclei that were sufficiently close in space. After the mixing time the signal was recorded as a function of $t_2$. Double Fourier transformation of the data revealed a plot with peaks along the diagonal, $\omega_1 = \omega_2$, resulting from polarization which was not transferred during the mixing period, and cross peaks resulting from polarization transfer between directly bonded carbon sites. Although some useful information could be extrapolated, a problem with this study was that an unambiguous assignment of the resonances was not possible. First of all for each pair of nuclei bonded in the molecule a pair of cross peaks appeared together with the diagonal peaks and as a consequence the $^{13}$C 2D spectrum obtained was very crowded (Figure 7). Furthermore, the pulse sequence used was very long and contained many pulses, so that a simpler pulse sequence is highly desirable. Finally, in the variant of the experiment\textsuperscript{51} used in Ref. 48, the peaks in the spectrum identified interactions via through-space dipolar couplings and this can make the assignment very difficult and ambiguous. In order to choose between two different assignments, density
functional calculations (DFT) on a C$_{60}$ trimer, which forms a piece of the polymer chain, were carried out. The trimer was terminated at each end with cycloaddition to CH$_2$-CH$_2$ groups. Only one of the two possible assignments was consistent with the hyperfine couplings calculated$^{45}$ from models$^{47,52}$ of the electronic structure. The assignment was based on a calculation that was required to distinguish between two possibilities.

In this thesis one of our aims was trying to obtain an unambiguous assignment of the $^{13}$C NMR spectrum of the polymer phase of C$_5$C$_{60}$, which was based solely on experimental data and was independent of any model for the electronic structure.
Figure 7: Previous studies on CsC\textsubscript{60} using the pulse sequence sketched above the dipolar coupling Hamiltonian is reintroduced during the mixing period and the spectrum obtained is shown.
2.2 Materials and Methods

In order to obtain sufficient sensitivity, samples of CsC$_{60}$ were synthesized using $^{13}$C-enriched fullerenes. These were prepared by packing and sintering $^{13}$C-enriched amorphous carbon into graphite tubes to create $^{13}$C-enriched rods. The fullerenes were subsequently produced by arcing a 60 A, 25V dc current between an ordinary graphite electrode and a $^{13}$C enriched rod under a $\sim$3 psi He atmosphere. Percent enrichment was verified by mass spectroscopy. The C$_{60}$ was isolated from the soot via filtration and flash chromatography. Stoichiometric amounts of the enriched fullerenes and caesium were mixed, heated for one week at 350°C, and then cooled to room temperatures over two days. A 50% $^{13}$C-enriched CsC$_{60}$ was so prepared.

Through-bond connectivities in disordered solids represents a challenge to NMR since the interaction driving the coherence transfer may be over an order of magnitude smaller than the line width. In the literature$^{53}$, the feasibility of obtaining carbon-carbon through-bond correlations in solids exhibiting line widths of several hundreds of hertz using an experiment named INADEQUATE (Incredible Natural Abundance Double Quantum Transfer Experiment) is reported.

The pulse sequences for refocused INADEQUATE (Carbon only) is shown in Figure 8. The phase cycling required to reject undesired single-quantum coherence may be derived from the coherence transfer pathways shown.
Figure 8: Ordinary (a) and Refocused (b) INADEQUATE pulse sequences. In this work only (b) was used for reasons explained in the text. The narrow vertical bars represent pulses with a flip angle of $\pi/2$, while the wide ones indicate a flip angle of $\pi$. The coherence transfer pathway for (b) is also shown.
The experiments are completely analogous to liquid-state versions\textsuperscript{54}. \(^{13}\)C magnetization generated by the first \(\pi/2\) pulse evolves solely under the isotropic scalar coupling Hamiltonian for the preparation delay \(2\tau\). This is because \(^{13}\)C dipolar couplings and shift anisotropies are averaged by the fast magic angle spinning, and the \(\pi\) pulse in the middle of the preparation delay refocuses evolution due to the isotropic shift. In scalar-coupled spin systems the second \(\pi/2\) pulse creates multiple-quantum coherences associated with normally forbidden transitions, and the phase of the second \(\pi/2\) pulse is cycled to restrict these to double-quantum contributions. The generation of double-quantum coherence can be optimized under ideal conditions by choosing \(\tau = 1/(4J_{CC})\) where \(J_{CC}\) is the \(^{13}\)C scalar coupling constant. This coherence evolves during \(t_1\) at the sum frequency of the coupled spins \(i\) and \(j\)

\[
\omega_{iQ}^{ij} = \omega_{SQ}^{i} + \omega_{SQ}^{j} \quad (2.1)
\]

where \(\omega_{SQ}\) is the normal shift frequency. In this refocused variant of the experiment double-quantum coherence is converted back to observable magnetization by the third \(\pi/2\) pulse followed by a reconversion delay identical in duration to the preparation period. Magnetization is detected as normal in \(t_2\), and a two-dimensional Fourier transformation of the resulting signal \(S(t_1,t_2)\) gives a two-dimensional spectrum \(S(\omega_1,\omega_2)\). Scalar-coupled pairs of nuclei can be identified by the appearance of two peaks in the spectrum at co-ordinates \((\omega_{iQ}^{ij}, \omega_{SQ}^{i})\) and \((\omega_{iQ}^{ij}, \omega_{SQ}^{j})\).

Let us analyse the effect of the basic sequence for the 1D version of INADEQUATE, in which the \(t_1\) time between the third and the fourth pulse is
so short that we can neglect evolution during this time. The system consists of two spins called $I$ and $S$, and its Hamiltonian is:

$$H = \Omega_I I_z + \Omega_S S_z + 2\pi J I_z S_z$$

Starting from a state of thermal equilibrium, the first pulse rotates the initial longitudinal polarization parallel to the x-axis, that is, yields a density matrix:

$$\sigma_0 = I_x + S_x$$

The second pulse serves to produce a spin echo. As in homonuclear J spectroscopy, the evolution of the system at time $2\tau$ is entirely determined by the indirect interaction. At time $2\tau$, just before the third pulse, the density matrix is then:

$$\sigma_1 = (I_x + S_x) \cos(2\pi J\tau) + 2(I_y S_x + I_x S_y) \sin(2\pi J\tau)$$

After the third pulse, the density matrix becomes:

$$\sigma_2 = -(I_x + S_x) \cos(2\pi J\tau) + 2(I_y S_x + I_x S_y) \sin(2\pi J\tau)$$

The first term on the right-hand side corresponds to 0-Q coherence. As for the second term, it corresponds, to ±2-Q coherence, and it is the only part of $\sigma_2$ that is retained by the 2-Q filter. It is transformed by the fourth pulse into:

$$\sigma_3 = -2(I_y S_x + I_x S_y) \sin(2\pi J\tau)$$

The last pulse serves to produce a spin echo and, as before, the evolution of the system after the time $2\tau$ is entirely determined by the indirect interaction.

Just before the acquisition time, the density matrix is then:

$$\sigma_4 = -(I_y S_x + I_x S_y) \sin(4\pi J\tau) - 2(I_x + S_x) \sin^2(2 \pi J \tau)$$

In case of broad lines is possible to neglect the dispersive part of the signal (first term on the right side of the equation) and so the observed signal is:

$$S = S_0 \sin^2(2\pi J\tau) \times \exp(-4\tau/T_2)$$
Where $T_2$ is the relaxation time for that system. From the last equation it is possible to see that for first-order spin coupling, optimum conversion into double-quantum coherence requires that

$$\tau = 1/(4J_{CC})$$

and it is zero for $\tau = 1/(2J_{CC})$.

If the $\tau$ delay is synchronized with the rotation, $\tau = n/\omega_R$, the overall efficiency of an INADEQUATE sequence depends on one hand on the efficiency of the excitation of the double quantum coherences, which depends periodically on $\tau$, and on the other hand on the decay of carbon magnetization during the $\tau$ delays. Efficiency is also affected by cancellation or addition effects during the detection of anti-phase or in-phase line shapes respectively in $t_2$. Ordinary INADEQUATE (Figure 8 (a)) yields anti-phase line shapes while refocused INADEQUATE (Figure 8 (b)) yields in-phase line shapes. Thus, at first glance, for solid systems, refocused INADEQUATE may seem to be more sensitive because of the detection of in-phase line shapes. However, in this case loss of signal due to relaxation occurs during two $\tau$-\(\pi\)-\(\tau\) delays instead of only one for the ordinary INADEQUATE sequence. On the other hand, it has been shown$^{55}$ that the refocused INADEQUATE experiment is particularly effective in disordered systems. In these cases a substantial contribution to the apparent line width due to distributions of shift frequencies can be refocused by a $\pi$ pulse. Lesage et al.$^{55}$ showed that is advantageous to perform a refocused INADEQUATE for samples presenting a large ratio $T_2'/T_2^*$, where $T_2'$ is the homogenous spin-spin relaxation time and $T_2^*$ is the inhomogeneous line broadening, in this case mainly due to a chemical shift distribution.
In order to decide which pulse sequence was in our case more convenient, the value of $T_2'$ had to be measured for polymer CsC$_{60}$ in a spin echo experiment, in which a $180^\circ$ pulse is added to a normal single pulse experiment and the time $\tau_1$ is changed (Figure 9):

![Figure 9: Pulse sequence for the spin-echo experiment](image)

### 2.2.1 Experimental set-up

All the experiments featured for the CsC$_{60}$ were acquired on a Varian Chemagnetics Infinity spectrometer operating at a proton Larmor frequency of 300 MHz on approximately 10 mg of material packed into a 3.2 mm MAS rotor spinning at 17 kHz. The full spectral width was 50 kHz, the free induction decay was acquired for 20.48 ms and a relaxation delay of 5 s was inserted between scans. Spin-echo experiments were performed with echo time up to 15 ms.
2.3 Results and Discussion

2.3.1 1D Spectrum

The $^{13}$C MAS spectrum of CsC$_{60}$ recorded at room temperature and a MAS rate of 17 kHz (Figure 10) shows Knight-shifted resonances which extend well beyond the normal $^{13}$C chemical shift range. The linkage site which is sp$^3$ hybridised is expected to have a chemical shift of 30-45 ppm$^{45}$ and can be assigned to peak (i). Other sites on the fullerene molecule are expected to be shifted from the C$_{60}$ position of 143 ppm by the Knight shift. Peaks (a), (b) and (c) have substantial positive Knight shifts and hyperfine couplings. The small differences between this spectrum and that in Ref. 48 arise from variations in Knight shifts due to sample heating effects arising from the spinning. As described in Ref. 48, the spectrum fits to 11 Lorentzian lines, with the resonances at 143 ppm and 179 ppm corresponding to residual unpolymerized C$_{60}$ and high temperature cubic CsC$_{60}$, respectively. The complexity of the MAS spectrum and the broad lines arising from shift distributions caused by effects such as incomplete polymerization mean that recording a two-dimensional scalar correlation spectrum of CsC$_{60}$ is an experimentally challenging task.

Two approaches to the development of scalar correlation experiments for solids have been described recently. The first of these$^{55}$ relies on refocusing the inhomogeneous linewidth to improve the effective resolution so that scalar couplings can be resolved and standard solution-state pulse sequences, such as INADEQUATE$^{56}$, can be used. The second$^{57,58}$ involves magnetization transfer under an isotropic mixing Hamiltonian induced by a MAS-synchronized rf pulse sequence which removes resonance offsets without
inadvertently recoupling dipolar interactions. Sample heating concerns and the need to distinguish any multiple-bond transfer dictated the choice of the first approach here.

Figure 10. $^{13}$C MAS spectrum of polymer CsC$_{18}$ recorded using parameters described in the text, showing the designations of the peaks used in this work. Note the Knight-shifted resonances which extend well beyond the normal $^{13}$C chemical shift range.
2.3.2 $T_2$ measurements

In Table 1 $T_2'$ values are listed as obtained from the experimental data shown in Figure 11, where some of the curves recorded from the spin-echo experiments are presented.

<table>
<thead>
<tr>
<th>Peak/ ppm</th>
<th>$T_2$/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>0.0056</td>
</tr>
<tr>
<td>40</td>
<td>0.0056</td>
</tr>
<tr>
<td>55</td>
<td>0.0054</td>
</tr>
<tr>
<td>65</td>
<td>0.0056</td>
</tr>
<tr>
<td>90</td>
<td>0.0054</td>
</tr>
<tr>
<td>115</td>
<td>0.0050</td>
</tr>
<tr>
<td>130</td>
<td>0.0048</td>
</tr>
<tr>
<td>230</td>
<td>0.0048</td>
</tr>
<tr>
<td>373</td>
<td>0.0048</td>
</tr>
</tbody>
</table>

Table 1: Values of $T_2'$ for each peak of the 1D spectrum of Figure 10 calculated using the spin-echo pulse sequence schematically depicted in Figure 9. Note how the $T_2'$ values decrease for peaks with larger ppm values.

It is possible to notice that there is a small but consistent decrease of $T_2'$ value with increasing Knight Shift. This means that nuclei with larger Knight Shift are likely to relax quicker showing that the loss of coherence is conduction electron mediated.
Figure 11: T₂ fitting from the data obtained using the pulse sequence of Figure 9.
From Table 1 it is possible to see that the value of $T_2^*$ found was of the order of 5 ms, giving values of the ratio $T_2^*/T_2$ of between 10 and 25 depending on the site. In Figure 12 (a) simulated spectrum with the apparent line width is shown together with the experimental 1D spectrum. It is straightforward to draw the conclusion that the refocused INADEQUATE will give us more detailed information about the structure of the sample than the normal INADEQUATE as the broadening due to the inhomogeneous line width is considerable in this particular case.

![Comparison between the simulated (a) and experimental (b) 1D spectrum of C₅C₆H. In (a) the inhomogeneous line width was removed and the homogenous line width calculated by spin-echo measurements was used instead. Note that for this sample the inhomogeneous line width is very large due mainly to a distribution of chemical shifts.](image-url)
2.3.3 Refocused INADEQUATE 2D Spectra

$^{13}$C refocused INADEQUATE spectra of polymer CsC$_{60}$ were recorded with preparation delays ($2\tau$) of between 2.14 and 6.14 ms. There were 150 values of the evolution time $t_1$ and the dwell time in this dimension was 5 $\mu$s. Pure absorption two-dimensional lines were achieved using TPPI. All other experimental parameters were as given for the one-dimensional spectrum of Figure 10. Figure 13 shows a refocused INADEQUATE spectrum of polymer CsC$_{60}$ recorded with a preparation delay ($2\tau$) of 2.94 ms. In (a) a region is plotted with 5 positive contour levels between 17.5 and 100 per cent of the maximum intensity. This plot allows individual peaks in the crowded upper right hand quadrant of the two-dimensional spectrum to be discriminated from one another, but the levels are too high to allow a number of broader and/or less intense peaks in the lower half of the spectrum to be observed. To overcome this cosmetic problem, the region of the spectrum with $\omega_1$ between 400 and 550 ppm has been extracted and plotted in (b) with 5 positive contour levels between 6 and 50 % of maximum intensity. It should be noted that the co-ordinates of all the peaks visible in Figure 13 (a) and (b) obey Eq. (2.1), except for one at (450 ppm, 29 ppm) for which the $\omega_2$ co-ordinate is outside the range observed in the MAS spectrum. Peaks visible in Figure 13 were reproduced in all the refocused INADEQUATE spectra recorded. Each of the sum frequencies observed in the $\omega_1$ dimension of the spectrum in Figure 13 can be assigned to a pair of carbon sites that are directly bonded in the molecule. All the peaks in the MAS spectrum can be assigned to sites in this way, using two further pieces of experimental evidence, namely that the sp$^3$ linkage site (1) corresponds to peak (i) which has been verified previously.$^{45,46}$
and that the pairs of sites (2)/(3) and (8)/(9) can be distinguished by the
REDOR experiments described in Ref. 48.

The peak positions in the refocused INADEQUATE spectrum are summarized
in Figure 14, which also gives the resulting assignment of the MAS spectrum.
Only one of the sum frequencies expected on the basis of the assignment is
missing from the spectrum; this is discussed in more detail below. It should be
noted that the difference between the observed \( \omega_q \) frequency and the sum of
the corresponding single-quantum frequencies is never more than 10 ppm and
is less than 3 ppm in the vast majority of cases. In slices of the two-
dimensional spectrum it is possible to resolve a shoulder at 114 ppm on the
high-field side of peak d which has been designated \( d^*48 \) and can be assigned
to site (13) on the basis of its connection to site (9). Resonance (b) appears to
be split into two separate peaks with the high-field peak at 375 ppm assigned
to site (14) on the basis of its connections to sites (8) and (9). This last point
can be verified by a careful inspection of the peak positions in the low-field
region of Figure 13 (b). The assignments given in Figure 14 are consistent
with the peak positions observed in all the refocused INADEQUATE spectra
recorded.
Figure 13: Part of a refocused INADEQUATE spectrum of polymer CsC\textsubscript{10} recorded using parameters described in the text and a preparation delay (2\tau) of 2.94 ms. In (a) 5 positive contour levels are plotted between 17.5 and 100 \% of the maximum intensity. This allows individual peaks in the crowded upper right hand quadrant of the two-dimensional spectrum to be discriminated from one another. In (b) a region of the spectrum has been extracted and plotted with 5 positive contour levels between 6 and 50 \% of maximum intensity. Scalar-coupled pairs of nuclei can be identified by the appearance of two peaks in the spectrum that share a common \omega\textsubscript{1} frequency.
Figure 14: Summary of the peak positions in the refocused INADEQUATE spectrum, and the resulting assignment of peaks (a) to (i) in the MAS spectrum to sites (1) to (16) in the fullerene molecule. Note that peak positions obey Eq. (2.1) and that peak (d) results from the overlap of resonances due to sites (6), (7), (12), (15) and (16). In addition the structure of a single fullerene unit from polymer CsC\(_\alpha\) is shown oriented such that the crystallographic a-axis and the polymer chain run approximately perpendicular to the paper. The inequivalent \(^{13}\)C sites (1) to (16) are labeled.
2.3.3.1 Equivalence peaks

Several comments about the form of the spectrum are worthy of note, not least the fact that a number of peaks occur at co-ordinates \( 2\omega_{\text{CQ}}^\frac{1}{2}, \omega_{\text{CQ}}^\frac{1}{2} \), notably at \( \nu \), frequencies of 70, 228, 265 and 456 ppm. In the following discussion these are referred to as “equivalence” peaks. Equivalence peaks would not normally be expected in a solution-state INADEQUATE spectrum, since magnetically equivalent nuclei have a vanishing scalar coupling even when chemically bonded. However, in materials such as polymer CsC\(_6\) the apparent linewidth arises in part from a superposition of resonances from nuclei made inequivalent by, for example, chain end effects, defects in packing or incomplete polymerization. Chemically bonded pairs of such inequivalent but unresolved nuclei will show a scalar coupling. It should be noted that the appearance of the equivalence peak at 70 ppm is further evidence that peak (i) does indeed correspond to site (1), since only a limited number of sites can result in this type of peak. This equivalence peak is the only one in the high-field part of the spectrum. The missing peak expected from the assignment is also an equivalence peak, namely that for site (14) at \( \omega_1 \) co-ordinate of 750 ppm. This part of the two-dimensional spectrum is not shown in Figure 13, as there is no evidence for a peak above the noise in this region. However, the large apparent line width for peak (b) in the MAS spectrum means this peak is expected to be weak.

2.3.3.2 Remote Peaks

With the large degree of isotopic enrichment in this sample of CsC\(_6\) so-called “remote” peaks connecting two non-bonded nuclei \( k \) and \( m \) that share a
common coupling partner I might also be expected. Such peaks are commonly observed in solution-state INADEQUATE spectra of abundant spins such as protons at frequencies given by \((\omega^I_{DQ}, \omega^S_{Q})\). However, they have not been observed to our knowledge for \(^{13}\text{C}\) in solids, even with 100% isotopic enrichment.

In our spectra, a small number of remote peaks are just visible for the first time in solid-state NMR above the noise at longer preparation times, and their positions provide further verification of the assignment of Figure 14. Two examples taken from a refocused INADEQUATE spectrum with a preparation delay (2\(\tau\)) of 5.9 ms are shown in Figure 15 where cross-sections parallel to \(\omega_1\) at (a) 130 ppm and (b) 348 ppm are shown. The high-field peak in Figure 15(b) is consistent with the assignment of peak (d*) at 114 ppm to site (13), since it arises from the remote connection between sites (5) and (13) via site (9).

The coherence transfer phenomena that give rise to these signals can be explained by considering a linear three-spin system. The system is assumed to be initially in thermal equilibrium, i.e. \(\sigma(0) = I_{kz} + I_{kz} + I_{mx}\). For the sake of clarity, we consider the transformations of these terms individually, assuming that \(J_{km} = 0\), and neglecting residual longitudinal terms that remains after the excitation sandwich (first three pulses of Figure 8):

\[
I_{kz} \rightarrow \sigma_{kj}^{I'_{kz}I_{y}} \rightarrow \sigma_{jm}^{I'_{kz}I_{y}} \rightarrow 2I_{kz}I_{y} \sin \pi J_{kl} \tau
\]

\[
I_{kz} \rightarrow \sigma_{kj}^{I'_{kz}I_{y}} \rightarrow \sigma_{jm}^{I'_{kz}I_{y}} \rightarrow 2I_{kz}I_{x} \sin \pi J_{kl} \tau \cos \pi J_{lm} \tau + 2I_{kz}I_{y} \cos \pi J_{kl} \tau \cos \pi J_{lm} \tau - 4I_{kz}I_{x}I_{my} \sin \pi J_{kl} \tau \sin J_{xm} \tau
\]

\[
I_{mx} \rightarrow \sigma_{kj}^{I'_{mx}I_{y}} \rightarrow \sigma_{jm}^{I'_{mx}I_{y}} \rightarrow 2I_{mx}I_{y} \sin \pi J_{lm} \tau
\]
The resulting terms correspond to superpositions of zero and double quantum coherences. For simplicity, we consider \( \tau = (2J_k)^{-1} = (2J_m)^{-1} \), and obtain immediately after the excitation sandwich

\[
\sigma(t_i=0) = 2I_{kk} I_{ly} - 4 I_{ky} I_{lx} I_{mv} + 2 I_{ly} I_{mx}.
\]

These terms may be recast to give:

\[
\sigma(t_i=0) = \left\{ \frac{I}{2} (2I_{kk} I_{ly} + 2I_{ky} I_{lx}) \right\} - \left\{ \frac{I}{2} (2I_{ky} I_{lx} - 2I_{kk} I_{ly}) \right\} + 2I_{lx} \left\{ \frac{I}{2} (2I_{kk} I_{mx} - 2I_{ky} I_{mv}) \right\} - 2I_{lx} \left\{ \frac{I}{2} (2I_{ky} I_{mx} + 2I_{lx} I_{mv}) \right\} - \left\{ \frac{I}{2} (2I_{lx} I_{ly} - 2I_{ly} I_{mx}) \right\}.
\]

We concentrate on the double-quantum terms and eliminate the zero-quantum coherences by phase cycling, although in some situations their evolution may be of interest\(^5\). The double-quantum terms \( \left\{ \frac{I}{2} (2I_{kk} I_{ly} + 2I_{ky} I_{lx}) \right\} \) are analogous to those found in a two-spin system. The third term carries information that cannot be derived from single-quantum methods. The evolution of this term is governed by the sum of the chemical shifts of the two remote spins, and by the couplings to the central spins \( I_f \):

\[
2I_{lx} \left( 2I_{kk} I_{mx} - 2I_{ky} I_{my} \right) \Omega_{kk} \left\{ \Omega_{kl} + \Omega_{km} \right\} \Omega_{ml} \Omega_{mx} \rightarrow (2I_{mx}^2 + 2I_{lx}^2 - 2I_{ky}^2) \Omega_{kk} \left\{ \Omega_{kl} + \Omega_{km} \right\} \Omega_{mx} \Omega_{ml}.
\]

\[
2I_{lx} \left( 2I_{kk} I_{mx} - 2I_{ky} I_{my} \right) \cos \Omega_{lk} t_1 \cos J_{lk} t_1 + \nonumber
\]

\[
2I_{lx} \left( 2I_{kk} I_{mx} - 2I_{ky} I_{my} \right) \sin \Omega_{lk} t_1 \sin J_{lk} t_1 + \nonumber
\]

\[
(2I_{kk} I_{mx} + 2I_{ky} I_{mx}) \cos \Omega_{vlx} t_1 \sin J_{vlx} t_1 + \nonumber
\]

\[
-(2I_{kk} I_{mx} - 2I_{ky} I_{mx}) \sin \Omega_{vlx} t_1 \sin J_{vlx} t_1
\]

(2.2)

with \( \Omega_{lk} = \Omega_k + \Omega_m \) and \( J_{lk} = J_{kl} + J_{lm} \). If we consider a system with magnetically equivalent nuclei \( I_k \) and \( I_m \), the effective frequencies are \( \Omega_{lk} = 2\Omega_k \) and \( J_{lk} = 2J_{kl} \). At the end of the evolution period, the \((\pi/2)_k\)-mixing pulse
(fourth pulse of Figure 8) can only convert the first term in Eq. (2.2) into observable single-quantum magnetization. Thus we focus attention on the transformation of this term and retain only the observable part in the resulting density operator after a \((\pi/2)_x\)-mixing pulse

\[
\sigma^{\text{obs}}(t_1, t_2=0) = + \frac{1}{2} 4I_x I_y I_m \cos(\Omega_k t_1 + \Omega_m t_1) \cos(J_{ki} t_1 + J_{im} t_1) t_1.
\]

This anti-phase magnetization may be partly converted into in-phase magnetization by appending the sequence \([\tau/2-(\pi)_{x}\tau/2] \text{ with } \tau \equiv (2J_k)^{-1} \equiv (2J_k)^{-1}, \text{ and we obtain}

\[
\sigma^{\text{obs}}(t_1, t_2=0) = + \frac{1}{2} I_y \cos(\Omega_k + \Omega_m) t_1 \cos(J_{ki} + J_{im}) t_1 \times \sin \pi J_{ki} \tau \sin \pi J_{im} \tau + \text{anti-phase terms.}
\]

Residual anti-phase terms can be purged by applying the last \((\pi/2)_y\)-pulse of Figure 8. Note that the sign of the \(I_y\) term obtained is opposite with respect to the terms obtained in the two spin system. Thus in the refocused INADEQUATE spectra of CsC\textsubscript{60} all signal associated with direct connectivity can be made to appear positive, while signals which arise from “remote” connectivities appear negative.

It should be noted that the remote peaks will occur only in the case that there is a particular configuration with 3 spins system though and not in the other cases. For that reason the signal is lot less intense than the normal peaks. Furthermore the signal will have a negative sign so is likely that lots of peaks get cancelled. For these reasons we do not observe many remote peaks apart from some rare exceptions cited above.

A simulation of the build up curve for remote peaks has been done and it is possible to see that the signal has negative intensity values. In Figure 16 such
simulation is shown, together with the simulation of the “ordinary” cross-INADEQUATE peaks. If the weak coupling Hamiltonian is used for the latter simulation, it is possible to see that the curves obtained are consistent with the analytical and experimental results. In Figure 17 the curves obtained adding the relaxation process (T_2 = 0.005 s from the spin-echo measurements) are also shown. It is now clear from the simulations that the build up of the signal intensity for the remote peaks happens at longer preparation delay and this is probably one of the reasons why the scientific solid-state community has missed them.
Figure 15: Cross-sections parallel to $\omega_2$ taken from a refocused INADEQUATE spectrum of polymer CsC$_{60}$ recorded using parameters described in the text and a preparation delay ($2\tau$) of 5.9 ms at $\omega_1$ frequencies of (a) 130 ppm and (b) 348 ppm. These show examples of remote peaks which connect two non-bonded nuclei which share a common coupling partner. Note that these peaks are of low intensity and opposite phase to the direct peaks as expected. In (a) the negative peak at 228 ppm arises from the remote connection between sites (2) and (8) via site (4), while in (b) the negative peak at 55 ppm arises from the remote connection between sites (5) and (13) via site (9). In (a) there is some interference at high field from the direct peaks connecting sites (1) and (2) which have maximum intensity at $\omega_1 \sim 123$ ppm.
Figure 16: Simulations of the intensity of the build up curves for Remote peaks and Cross peaks neglecting the relaxation process. Note that the Remote Peaks intensity is negative.

Figure 17: Build up of the Remote and Cross Peaks as in Figure 16 with the inclusion of the relaxation process ($T_2 = 0.005$ s as calculated with the spin-echo experiment). Note that in this case the maximum intensity is reached at different Preparation Delay values ($2\tau \equiv 3$ ms and 8 ms for Cross and Remote Peaks respectively) and also the absolute intensity of the Remote Peaks is smaller than the one of the Cross Peaks.
2.3.3.3 Assignment

In Ref. 48 two possible assignments were found to be consistent with the NMR data. The difference between these hinges around sites (4) and (5) which are assigned to either peak (c) or peak (d) in the two possibilities. A choice between these could only be made on the basis of calculated hyperfine coupling constants, which suggested the former was the correct assignment. However, this ambiguity is removed by the refocused INADEQUATE spectrum due to the observed sum frequencies which involve peak d*. In both possibilities this peak corresponds to site (13) which is bonded to sites (11) and (9). In the second possibility, designated choice B in Ref. 48, peak (g) is assigned to site (11), while site (9) contributes to the intense peak (d). This assignment is not consistent with the refocused INADEQUATE spectrum, since it requires the appearance of peaks with a sum frequency of 247 ppm at (247 ppm, 133 ppm) and (247 ppm, 114 ppm) which are not observed. On the other hand, the possibility designated choice A in Ref. 48 is consistent with the refocused INADEQUATE spectrum. This choice requires peaks with a sum frequency of greater than 500 ppm linking peak (d*) with one of the low-field peaks (a) or (b). Such peaks are apparent in the refocused INADEQUATE spectrum, particularly at the lower contour levels plotted in Figure 13 (b). Since the whole assignment depends on the peaks which involve site (13), cross-sections through the spectrum of Figure 13 parallel to $\nu_2$ at $\nu_1$ frequencies of 168 ppm, 228 ppm and 534 ppm are shown in Figure 18 (a), (b) and (c) respectively. The quality of the refocused INADEQUATE spectrum is sufficient to assign peak (a) to site (11) on the basis of the low-field peak at (538 ppm, 420 ppm) in Figure 18 (c). It should be noted that
although the signal to noise is low this peak is visible in all the refocused INADEQUATE spectra recorded.

Figure 18: Cross-sections parallel to $\omega_2$ taken from the refocused INADEQUATE spectrum of polymer CsC$_{60}$ shown in Fig. 14 at $\omega_1$ frequencies of (a) 168 ppm, (b) 228 ppm and (c) 534 ppm. Of these (a) and (c) arise from the connections between site (13) which is assigned to the resonance at 114 ppm in the MAS spectrum and sites (9) and (11) at 56 and 420 ppm respectively, while (b) shows an equivalence peak for site (13) at 114 ppm. Note the interference from peaks with similar $\omega_1$ frequencies in (a) and (b).
With the assignment completed experimental Knight shift values can be extracted for each site on the fullerene molecule by estimating the chemical shift for all sites except (1) to be that of the $^{13}$C resonance in $C_{60}$, namely 143 ppm. These values are shown in Table 2.

Electron density values calculated from

$$\rho(j) = \frac{K(j)}{\sum_j |K(j)|} \quad (2.3)$$

are given for each site in Table 3. It should be noted that De Swiet et al. predicted sites 4, 5, 10, 11 and 14 to have the largest Knight shifts. Density functional calculations on a $C_{60}$ trimer predict hyperfine couplings of 2.6, 2.6, 6.6, 6.6 and 6.8 MHz for these sites, respectively. Experimental Knight shifts and spin densities extracted from the spectrum are then in agreement with density functional calculations performed by de Swiet et al. as it is shown in Table 4. In Figure 19 a $C_{60}$ trimer is represented where sites with different hyperfine coupling are depicted with different colours.

It should also be noted that these calculations were carried out in the vacuum and do not include effects of packing in the solid which clearly break the symmetry between sites 10 and 11. Furthermore, note that a more detailed comparison between theory and experiment clearly requires a calculation that includes the effects of conduction between the polymer chain and the effect of the crystal field.
Table 2: Assignment, Positions and Experimental Knight Shifts for Resonances in the $^{13}$C MAS spectrum of CsC$_{60}$

a. Peak d is assigned to sites 6, 7, 12, 15, 16

Table 3: Experimental Knight Shifts and Electron Densities for Sites in CsC$_{60}$

Table 4: Hyperfine coupling calculated by Density functional calculations on a C$_{60}$ trimer for some of the sites.

Figure 19: C$_{60}$ trimer: sites with different hyperfine coupling are coloured differently. Note as the sites with larger hyperfine coupling and larger Knight Shift values (red) are around the “equator” of the C$_{60}$ molecules.
2.4 Conclusions

An unambiguous assignment for the $^{13}$C spectrum of CsC$_{60}$ has been obtained using a refocused INADEQUATE experiment. In contrast to previous work the assignment does not rely on knowledge of the electronic structure of this material. Experimental Knight shifts and spin densities extracted from the spectrum are in agreement with density functional calculations performed by de Swiet et al. 48. These in turn are based on models 47,52 in which the conduction electrons reside on sites around the equator of the fullerene molecule with insulating cycloaddition linkages between molecules. Hence the current data support a fully three-dimensional electronic structure for this material as opposed to a quasi one-dimensional one 35.

We demonstrated the experimental feasibility of the INADEQUATE experiment on an $^{13}$C enriched sample of the polymeric phase of CsC$_{60}$, showing that INADEQUATE experiment leads to a sufficiently efficient excitation of double quantum coherence. Coherence transfer is exclusively mediated by the scalar J interactions, which leads to the unambiguous identification of through-bond connectivities.

The $^{13}$C INADEQUATE spectra presented here show, for the first time in a solid, “remote” cross peaks between non-bonded pairs of nuclei which share a common coupling partner. These cross peaks are expected from a comparison with solution-state INADEQUATE at high levels of isotopic enrichment. In addition, new “equivalence” cross peaks, unique to solid-state INADEQUATE, have also been observed, and their origin explained.
3 Chain folding and morphology in long-chain 

\( n \)-alkanes

3.1 Introduction

It is important to understand the structure and motion of polymers, because of the manner in which they influence properties of practical interest. Several scientific techniques have been used to investigate them, and during the last 30-40 years solid-state NMR has featured prominently among these\(^{59,60}\). This effort has led to a better understanding of mechanical properties, but has also left many problems unsolved. Polyethylene (PE) has been widely investigated\(^{61}\) because of its industrial interest and also because of the possibility of varying its morphology by different sample preparation procedures. Nevertheless, polydispersity has been a great hindrance to fundamental studies on crystallization and crystal morphology\(^{62}\). When different chain lengths are present in the sample, the extra chain lengths (cilia) from the longer chains have to be accommodated in an amorphous region. The structure of the resulting material is affected by polydispersity, and an ideal model compound should not have a wide distribution in the chain length.

Monodisperse polymers can be approximated by using narrow molecular weight fractions\(^{63}\). Monodisperse oligomers with a few tens of chain atoms have been synthesized chemically and studied for many years, most notably \( n \)-alkanes, the oligomers of PE\(^{64,65,66}\), and more recently short oligomers of a number of aromatic polymers\(^{67,68}\). All these compounds have been investigated by several techniques\(^{69}\), to answer some questions concerning the general structure of polymers. The issue of chain folding has been investigated
because changes in the chain folding can induce marked differences in structure and consequently in the overall performance and potential applications of polymers. For example, high molecular weight PE is a tough plastic solid because its chains are long enough to connect individual stems together within a lamellar crystallite by chain folding. The chains also wander between lamellae, connecting several of them together. These effects add strong covalent bond connections both within the lamellae and between them. On the other hand, only weak van der Waals forces hold the chains together in low molecular weight waxes, resulting in completely different properties\textsuperscript{69}. There are several models to describe the morphology of semi-crystalline polymers, which differ mainly in the way in which the folding of the chain in the amorphous layer of the material is described. For this reason, it is very important, both for industrial applications\textsuperscript{70} and for scientific interest\textsuperscript{71}, to know the nature of this fold. Despite all this, NMR has not been adopted very often to study chain folding. Only a few attempts have been carried out to correlate the NMR results with the chain folding. Schilling et al.\textsuperscript{72} have explored the morphology of 1,4-\textit{trans}-polybutadiene (TPBD) crystals by \textsuperscript{13}C NMR spectroscopy using chemical methods. The crystals were suspended in toluene and reacted with \textit{m}-chloroperbenzoic acid. It was expected that only the butadiene units in the fold surface would react completely and that the crystalline stems would not react at all. The results found in that work strongly favoured the model of a tight adjacent re-entry fold for TPBD lamellae grown from dilute heptane solution, but the method used to determine the fold and the crystalline stem lengths is only applicable to a system where the monomer units in the folds, the units in the stems, and the “junction” points between
folds and crystalline stems can be distinguished. Furthermore, it was assumed that only the butadiene units in the fold surface would react, the crystalline stems remaining impervious to the reagent.

We used solid-state NMR to study a long \( n \)-alkane \( C_{246}H_{494} \), which can be made to crystallize in two forms. The chain folding in these was verified by X-ray scattering and Raman spectroscopy. We were able to observe differences in the NMR response for the two different forms. Furthermore, our NMR data allowed us to estimate the number of atoms involved in the fold.

As well as the chain folding, the motion of the chains exert a large influence on the properties of semi-crystalline polymers, such as PE\(^\text{73}\). For example, as crystallinity is increased, PE becomes less sensitive to wide variations of stiffness with temperature\(^\text{74}\). Chain diffusion is an important dynamic process in semi-crystalline polymers, determining, for example, their viscoelastic and transport properties\(^\text{75}\). Apart from general scientific interest in chain motion, chain diffusion is significant for the interpretation of longitudinal relaxation in \( ^{12}\text{C} \) NMR of semi-crystalline polymers.

The earliest investigations of the \( ^{13}\text{C} \) longitudinal relaxation in PE\(^\text{76,77,78}\) assumed that the origin of the relaxation was a simple spin-lattice process. The initial part of the decay was observed to be non-exponential, which was attributed to a distribution of relaxation times\(^\text{79}\) or the possibility of spin diffusion within the crystalline regions\(^\text{80}\). More recently, a series of longitudinal relaxation measurements in PE has been interpreted\(^\text{81,82}\) as long distance solid-state chain diffusion between the amorphous and crystalline regions. According to Ref. 81, the relaxation in PE can be explained by chain diffusion only. In that paper, a Monte Carlo simulation of the diffusion of a
sample chain in a lamellar crystal was used to explain the recovery of $^{13}$C magnetization after saturation. Nevertheless, Ref. 81 does not investigate the initial behaviour where the crystalline line grows in a way that cannot be justified by chain diffusion only.

The proposed mechanism for chain diffusion$^{83}$ was assigned to a chain jump process, first presented as a mechanism for the $\alpha$ relaxation observed by dynamic mechanical spectroscopy$^{84}$. This relationship between the $\alpha$ process and longitudinal relaxation was already well established$^{85}$. The $\alpha$ process is assigned to $180^\circ$ jumps of the chain stems in the crystallites$^{86,87}$, like the helical jumps in other semi-crystalline polymers$^{88}$. The motion effectively involves a rotation and a translation by one repeat unit, such that the portion of the chain in the crystallites is in its energetically most favourable position in the lattice before and after the jump. By increasing the temperature, there will be more parts of the chains that will have energy equal or larger than the activation energy for the $\alpha$ process, that is, chain diffusion is temperature activated.

In the next sections we investigate chain diffusion in PE and $n$-alkanes in order to give new insights into the relationship between chain diffusion and relaxation in semi-crystalline materials.

For a better understanding of the motion in PE and $n$-alkanes we performed other experiments on partially deuterated samples. To our knowledge, no studies on partially deuterated PE or $n$-alkanes are present in the literature. This is due to the difficulties with their preparation and to the fact that the important role played by the chain ends in the structure of the long $n$-alkanes has not been well recognized and understood$^{63}$. The line shape in the $^2$H
spectra are different from those for PE\textsuperscript{105}, because of the predominant role of the chain ends in this case. Hence, the experiments on partially deuterated \textit{n}-alkanes in this thesis revealed important details of the structure and motion of PE, allowing models of motion for the chain ends in PE to be proposed. The study of the long \textit{n}-alkanes aids the understanding of the structure of PE, due to the fact that they are monodisperse. Problems rising from this approach are that in real polymers polydispersity can generate interactions between the chains that can alter the morphology. For this reason, we decided to investigate a mixture of deuterated \textit{n}-alkanes in an attempt to link the gap between the pure model compounds and the real polydisperse polymers. Furthermore, deuterated \textit{n}-alkanes can be used to study the nature of the amorphous layer and, particularly, the crystal-amorphous interphase. There have been only a few attempts in recent years in this direction. Small-angle x-ray scattering (SAXS) has been used to obtain the density correlation function across the lamellar stacks in semi-crystalline polymers\textsuperscript{89,90}, but the resulting structural information is of limited precision, due partly to poor positional order. Recently, Zeng and Ungar investigated a mixture of \textit{n}-alkanes by different techniques\textsuperscript{91} (SAXS, Raman spectroscopy). They proposed a new model where a triple layer super-lattice is found to be the structure of the low temperature phase of several binary solid solutions of very long chain \textit{n}-alkanes with a chain length ratio between 1.3 and 1.7 and a chain length difference up to 100 carbon nuclei. One full repeat unit of the super-lattice structure contains three crystalline layers; the two outer ones contain both long and short molecules, while the middle layer contains the extended tails of the long molecules protruding from the two outer layers.
We investigated by solid-state NMR the same mixture studied in Ref. 91 and the results obtained complement the previous findings of Zeng and Ungar, although some new details of the structure and the crystallinity of such material are revealed.

3.2 Materials and Methods

3.2.1 Polyethylene and n-alkanes

To study the structure of semi-crystalline polymers we performed a simple single pulse experiment according to Figure 20. The curves for Ultra High Molecular Weight Polyethylene (UHMWPE) resulting from plotting the intensity of the signal versus the time \( \tau_D \) are shown in Figure 21. There is an unexpected maximum at about 2 s on the relaxation curve for the peak at 29.5 ppm. A way to understand what is happening is to perform another experiment where the \(^{13}\)C magnetization is pre-saturated with a series of \(90^\circ\) pulses as shown in Figure 22. In this case, in order to produce the relaxation curves, the time \( \tau_D \) is kept constant while \( \tau_1 \) is varied and the intensity of the signal is plotted against \( \tau_1 \).

Using the pulse sequence shown in Figure 22 with a \( \tau_D \) of only 0.3 s we obtained saturation-recovery curves that are analogous to the one showed in Figure 21, where the maximum at 2 s is still present for the amorphous peak. A substantial change occurs when using longer \( \tau_D \) values, as summarized in Figure 23 where three different experiments have been performed with different \( \tau_D \) values at the constant temperature of 60°C.
Figure 20: Pulse sequence for the single pulse decoupling experiment. Note the decoupling is on during the acquisition time and the time $\tau_D$ is varied in order to obtain the relaxation curve.

Figure 21: Relaxation curves of the crystalline (31.4 ppm, squares) and amorphous (29.5 ppm, diamonds) peaks at 60°C for UHMWPE. Note the maximum at about 2 s in the amorphous relaxation curve.
To explain our results we have to consider the fact that during the acquisition time in the single pulse decoupling experiment (Figure 20) the protons are saturated and so there is a transient nuclear Overhauser enhancement (nOe) of the $^{13}$C signal as explained in section 1.1.4. When the pulse sequence described in Figure 22 is applied using a short $\tau_D$, the nOe is still present as the protons are not fully relaxed at the beginning of the acquisition time for short values of $\tau_1$. The nOe at low $\tau_1$ values decreases with longer $\tau_D$, and only disappears for values of relaxation time as long as 15 s (Figure 23 (c)) when the saturation-recovery curve of the amorphous peak will show the normal trend with no maximum. Although the final values of intensity measured in the two different cases (short and long $\tau_D$) are the same, the build up of the signal at the beginning is substantially different, and neglecting the presence of nOe could gravely affect the modelling of the experimental results. Note that even the crystalline peak is enhanced by using a short $\tau_D$ and this strongly indicates that the origin for the longitudinal relaxation is similar for both phases.

The crystallinity of the sample was calculated experimentally by performing wide line $^1$H NMR experiments. A standard $90_\alpha-\tau-90_\gamma$ solid-echo pulse sequence was used, with inter-pulse spacing, $\tau$, varying between 7 and 14 $\mu$s. The broad component of the spectrum (representing the crystalline phase) obtained at each value of $\tau$ was fitted to a Gaussian function. The intensities of all the Gaussian functions so found was plotted as a function of $\tau$ and the curve obtained was fitted to another Gaussian function and this was extrapolated back to zero to obtain the crystallinity, which was calculated to
be 61% at room temperature and 57% at 60°C. The data to obtain the crystallinity at room temperature are shown in Figure 24.
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**Figure 22:** Saturation-recovery pulse sequence developed to measure the $^{13}$C longitudinal relaxation. Presaturation was performed on the $^{13}$C channel by applying several 90° pulses ($n=20$) with an interval $\tau$ of 3 ms between them. The time $\tau_1$ is varied to obtain the relaxation curve. Different results are found using different $\tau_D$ time as explained in the text.
Figure 23: Relaxation curves for UHMWPE at room temperature obtained plotting intensity versus $\tau_1$ using the pulse sequence shown in Figure 22, keeping $\tau_D$ constant. Different $\tau_D$ values were used for the three experiments: (a) $\tau_D = 0.3$ s; (b) $\tau_D = 0.8$ s; (c) $\tau_D = 15$ s.
Figure 24: Crystallinity for UHMWPE at $T = 20^\circ C$ (a) and $T = 60^\circ C$ (b) calculated by the solid-echo experiment as described in the text.

The next samples studied in our laboratory were $n$-alkanes corresponding to the formula $C_{246}H_{494}$. The pure long chain $n$-alkanes were kindly provided by Drs G. M. Brooke and S. Mohammed, University of Durham. For details of synthesis see Ref. 92. It has already been shown in the literature\textsuperscript{93} that it is possible to prepare from the same $n$-alkane both the once folded (OF) and the extended (E) form, depending on the rate of cooling the sample from the melt,
the OF form being kinetically more favoured (fast cooling rate) and the E form thermodynamically more stable (slow cooling rate), as crystals comprising folded chains are more likely to be formed the greater the super cooling. The extent of super cooling is defined as $T_m - T_c$, where $T_m$ is the melting temperature and $T_c$ the crystallization temperature. Although the extended chain crystal is the one of maximum stability, the probability of chains extending themselves fully in primary nucleation is low at large super cooling. Chain-folded fluctuations that involve lower free energy barriers are preferred. Even if an extended chain substrate is available, the folded chain crystal growth is still greater due to the large number of possible folded molecular conformations and the large number of possible attachment positions along the extended chain sites.

Accordingly, to prepare bulk samples of $n$-alkane exclusively comprising OF crystals, the samples were quenched to a large super cooling from the melting point for crystallization. The rate of super cooling is crucial for obtaining samples that are exactly OF instead of randomly folded. In our case, it was made sure that the cooling rate from the melt ($T_m = 128.6^\circ$C) was exactly 3$^\circ$C/minute and that the sample was annealed at $T = 90^\circ$C for at least 8 hours. In order to obtain the E form we cooled the sample from the melt at 0.2$^\circ$C/minute until 120$^\circ$C and then we annealed the sample for 8 hours. Both samples were then finally brought to room temperature with a cooling rate of 1$^\circ$C/minute.

Applying these two different procedures, samples of both forms were prepared, and the structure was confirmed by DSC, X-ray diffraction and by visual (optical microscopic) observation of individual crystals. The two
different samples have been successively investigated by solid-state NMR as it will be described in section 3.3.2.

### 3.2.2 Deuterated samples

As discussed in section 3.1, for a better understanding of the motion for the inter-lamellae part, we decided then to investigate different deuterated compounds. A long chain \( n \)-alkane having a deuterated chain end and corresponding to the formula \( \text{C}_{12}\text{H}_{25}(\text{CH}_2)_{192}\text{CHDC}_{11}\text{D}_{23} \) (\( \text{C}_{216}\text{H}_{434}\text{-d}_{24} \)) was studied as well as a mixture of \( n \)-alkanes corresponds to the formula \( \text{C}_{12}\text{H}_{25}(\text{CH}_2)_{192}\text{CHDC}_{11}\text{D}_{23} + \text{C}_{162}\text{H}_{326} \) (“the mixture”). The samples, kindly provided by Drs G. M. Brooke and S. Mohammed, University of Durham, were crystallized from toluene solution and the crystals have chains perpendicular to the lamellar surface\(^93\). \( \text{C}_{216}\text{H}_{434}\text{-d}_{24} \) has been prepared to be in the extended (E) form, having been cooled down slowly, according to the procedure described above, while the mixture has been obtained simply adding to \( \text{C}_{216}\text{H}_{434}\text{-d}_{24} \) the non-deuterated long \( n \)-alkane (\( \text{C}_{162}\text{H}_{326} \))\(^97\). This latter compound changes drastically the structure of the crystal, as it will be revealed by our NMR studies (3.3.4).

In sections 3.3.3-3.3.4 it will be shown that to simulate the line shape obtained experimentally from the \(^2\text{H} \) NMR spectra, two particularly simple motional mechanisms for long chain molecules have been used, the “crankshaft” 5-bond motion\(^98,99\) and the rotation of the methyl group\(^100\). The simulation has been done using the method proposed by Heaton\(^101\), calculating the evolution of transverse magnetization \( \mathbf{M} \) following a sequence of radio frequency pulses as it is described by the stochastic Liouville equation,
\[
\frac{dM(t)}{dt} = [i\Omega + W]M(t) = AM(t)
\]

The components of \( M \) represent the complex transverse magnetization for each of the nM sites, defined by a particular orientation and/or conformation. The matrix operator \( \Omega \) is governed by the secular part of the spin Hamiltonian and is diagonal with elements \( \alpha_i \), which are the precession frequencies of the spins at the different sites \( i \). Dynamic processes are described explicitly by the exchange operator \( W \). Each off-diagonal element \( W_{ij} \) represents the rate of transfer of population from site \( j \) to site \( i \), and is governed by the model used to describe the molecular dynamics.

The relaxation function \( M(t) \) may be evaluated if we consider only times \( t \) which are integral multiples of \( \delta \), times short enough so that \( \Omega \) and \( W \) approximately commute,

\[
\exp(A\delta) \approx \exp(i\Omega\delta)\exp(W\delta).
\]

In this particular case, we can write:

\[
M(t) = M(n\delta) = s_n(\delta) M(0),
\]

\[
s(\delta) = \exp(i\Omega\delta/2) p(\delta) \exp(i\Omega\delta/2),
\]

Choosing \( \delta \) as long as possible in order to provide a good approximation to the true magnetization evolution. The elements of \( p(t) \), obtained by solving the corresponding master equation\(^{102}\), are:

\[
[p(t)]_j = \sum_k u_{jk} u_{jk} \exp(\lambda_k t),
\]

where \( u_{jk} \) are elements of the eigenvector matrix of the exchange operator \( W \) and \( \lambda_k \) are the corresponding eigenvalues. Explicit forms for the matrix elements of the exchange operator for jump motion and rotational diffusion
are given elsewhere\textsuperscript{103,104}. For a jump motion model that involves $n$ sites the values $[p(t)]_j$ can be calculated as:

\[
[p(t)]_j = \begin{cases} 
1 + (n - 1)\exp\left(-\frac{n\Delta}{2\tau_c}\right) & \text{for } i = j \\
\frac{1 - \exp\left(-\frac{n\Delta}{2\tau_c}\right)}{n} & \text{for } i \neq j
\end{cases}
\]

where $\tau_c$ is the correlation time and it is linked to the exchange rate $k$ by:

$k = 1/2\tau_c$

### 3.2.3 Experimental set-up

All the experiments featured in section 3 were acquired on a Varian Chemagnetics Infinity spectrometer operating at a proton Larmor frequency of 300 MHz.

A Varian Chemagnetics MAS probe with a maximum spinning speed of 7 kHz, holding a 7 mm rotor was used for all the $^{13}$C and proton spectra, while a Varian Chemagnetics static probe was used for all the experiments on the deuterated samples.

#### 3.2.3.1 Undistorted deuteron line shapes: SOLID ECHO

Since deuteron spectra of solids are extremely broad, covering a frequency range of about 250 kHz, undistorted spectra are difficult to obtain\textsuperscript{105}. The rapid decay of magnetization following the application of an r.f. pulse precludes the
use of standard FT methods since a significant part of the signal is lost in the inevitable dead-time of the receiver. This rapid decay of magnetization, on a timescale of the order of the inverse width of the spectrum (δ^{-1}), i.e. a few μs, results from destructive interference of the different spectral components. By applying a second pulse, in quadrature with the first one, the magnetization can, however, be refocused, leading to the formation of a solid echo^{106}. By taking the FT of the data starting at the echo maximum, undistorted absorption spectra may be obtained^{107,108}. In absence of motion the formation of the solid echo is limited by T_2^* only, in presence of motion, however, the NMR frequencies in the periods of destructive interference and constructive refocusing, respectively, may be different. This not only leads to a reduction of the echo amplitude, but also causes characteristic signal changes^{109}. This can be exploited to extend the dynamic range of line shape studies by using deliberately long delay times τ_1 and the signal intensity can provide additional information about different types of motion. The solid echo pulse sequence is schematically depicted in Figure 25. Of course, the system must be broadband over a spectral range of approximately 300 kHz. This is relatively easy to achieve for the receiver, much less so for the transmitter. The spectral density \( F(\omega) \) of a rectangular pulse of amplitude \( B_1 \), duration \( 2t_p \) centered about \( \omega_0 \) is given by^{110}:

\[
F(\omega) = t_p B_1 \frac{\sin \Delta \omega t_p}{\Delta \omega t_p}, \quad \Delta \omega = (\omega - \omega_0).
\]

For \(^2\)H powder spectra \( \Delta \omega \leq 130 \) kHz. If one wants to obtain the undistorted powder spectrum directly one must require that \( F(\omega) \) at the outer edges of the spectrum differ from \( F(\omega_0) \), the value at the centre, by no more than 5%^{110}.
Therefore one must use pulses of duration no more than 1.35 $\mu$s. In order for these to be $\pi/2$ pulses one must achieve $B_1 \geq 280$ G in a broadband probe! In practice it turns out not to be essential to meet these requirements fully. By choosing $45^\circ$ pulses for the solid echo sequence the pulse length of 1.55 $\mu$s was sufficiently short to obtain solid-state $^2$H spectra that were not distorted. The spectra did not change significantly when the sin $x/x$ correction suggested by Hentschel et al.\textsuperscript{105} was applied. To obtain spectra that are symmetric around the centre frequency we found that the tuning of the probe was essential so that the latter was adjusted until we obtained perfectly symmetric spectra.

![Solid echo pulse sequence](image)

Figure 25: Solid echo pulse sequence. The black rectangles represent 90° pulses

In order to get the relaxation times for the different portions of the deuterated samples, we performed the saturation-recovery experiment. The pulse sequence starts with five 90° pulses separated by $\sim 2$ ms during which the nuclear magnetization is saturated. A waiting time $\tau_0$ is applied prior to the application of the solid echo sequence. This pulse sequence, identical to the one shown in Figure 22 apart from the echo pulse, is shown in Figure 26.
Figure 26: pulse sequence for the Saturation-Recovery experiment. The time $\tau$ was 2 ms, $\tau_1$ was 100 $\mu$s and $\tau_0$ was varied from 1 s up to 30 s. The $\tau_D$ used was 1 s. The pulses before $\tau_0$ are 90° while after $\tau_0$ 45° pulses are applied for the reason explained in section 3.2.3.1.
3.3 Results and discussion

3.3.1 Ultra High Molecular Weight Polyethylene (UHMWPE)

The first sample studied in our laboratory was Ultra High Molecular Weight Polyethylene (UHMWPE). Although performing solid-state NMR experiments on this sort of samples is not something completely new, we found in the literature different interpretations\textsuperscript{81,82} of some important issues for this sample such as the $^{13}$C longitudinal relaxation and the possibility to relate it to the structure.

Furthermore, the results that we obtained for UHMWPE could be used to test our models and simulations, so that we can compare the differences in structure between long polymers like UHMWPE and the long-chain $n$-alkanes, highlighting the similarities and/or peculiarities.

First of all let us consider the spectrum of UHMWPE recorded using the standard single pulse experiment where we decouple the protons during the acquisition time (Figure 27). Using a relaxation time of 13 s allows us to observe two clearly separated peaks at about 29.5 and 31.4 ppm, although the latter is only partially relaxed. For aliphatic molecules, it is well known that the change of a carbon-carbon bond conformation from trans to gauche results in a significant up-field shift for the resonances of neighbouring carbons. These conformational shift variations, denoted as the $\gamma$-gauche and vicinal-gauche effects, can be observed for solution as well as for solid-state MAS NMR spectra\textsuperscript{111}. 

111.
Figure 27. $^{13}$C 1D spectrum of UHMWPE acquired with a relaxation delay of 13 s, acquisition time of 25.6 ms and a spectral width of 20 kHz. The sample was spinning at 4 kHz.

The relatively narrow peak at 31.4 ppm corresponds to carbon atoms in regions where the chains adopt an all-trans conformation ("crystalline phase"), while the peak at 29.5 ppm arises from inner carbon atoms in regions where there are some gauche carbon bonds ("amorphous phase"). The relaxation delay of 13 s was chosen so that the all-trans peak is partially saturated.

Since simple examination of the 1D spectrum does not provide further information, we decided to study the recovery of $^{13}$C magnetization after saturation for UHMWPE at different temperatures, in order to build a model of relaxation that can simulate the experimental data of Figure 29. As discussed in the introductory section (3.1) the chain diffusion has to be the main factor responsible for the recovery of the magnetization. Nevertheless,
accurate fits cannot be produced by chain diffusion only, as at short time the recovery of the magnetization gives rise to a steep slope. Analogously, the introduction of spin diffusion in the model does not reproduce the curvature requested by the experimental data at short relaxation time. In Figure 28 two different attempts to simulate the data using only chain diffusion and spin diffusion are shown.

We then introduced in the model a rapid $T_1$ relaxation process for a small part of the crystalline regions. The origin of this $T_1$ is typically associated with relaxation in a particular area of the crystalline regions called the interphase. This seems quite reasonable, as it is very unlikely that the boundaries between the amorphous and the crystalline phase are as small as one or two $^{13}$C nuclei. A much more realistic model predicts that the transition in phase involves at least 9% of the crystalline regions. Experimental evidence for the presence of such an interphase are reported in literature, and a model where an interphase region on the surface of the crystallites besides the two crystalline and amorphous phases is present, has been often proposed as a consequence of the higher configurational constraint of the units adjacent to the crystalline region in comparison to the chains in the pure amorphous domain. Experimental studies such as broad-line $^1$H NMR, high-resolution solid-state $^{13}$C NMR, Raman spectroscopy, small-angle X-ray and neutron scattering among others clearly demonstrate the presence of an appreciable interfacial region that is characterized by the partial ordering of the chain units.

Fits to the experimental values in Figure 29 were produced by means of a Monte Carlo simulation of the diffusion of a sample in a lamellar crystal
where an interphase between the amorphous and the crystalline parts was introduced. This model chain consists of 100 crystalline stems, each 250 repeat units long, 99 amorphous loops (plus two chain ends) whose length was adjusted to match the crystallinity. The interphase consisted of 26 nuclei (±10% of the crystalline phase) that although contributing to the crystalline signal, were made able to relax through a normal relaxation process with a $T_1$ ≥ 6 s.

The $^{13}$C nuclei that are in the amorphous regions were allowed to relax with relaxation time constant ($T_1$) obtained from the experimental curves of the amorphous part ($T_{1a}$ ≥ 0.5 s). With every jump of a crystalline stem, the lengths of two adjacent loops are increased and decreased, respectively, by one repeat unit. As a result of successive diffusion steps, all parts of the chain slowly move away from their initial positions, while the loop lengths fluctuate.

The jumps have a finite probability of success, and a random number generator is used to determine whether a particular jump is successful. The probability can be translated directly into a jump rate and therefore will vary at different temperatures. After each diffusion step only the nuclei in the amorphous and in the interphase portions are allowed to relax. The relaxation step is also implemented statistically using a random number generator with the probability of relaxation in the amorphous phase set to be greater than that in the interphase. The experimental data were fitted very well using the modified diffusion model so described, where the jump rate was increased at higher temperatures as described in Figure 29.

This model fits the data of UHMWPE in a very satisfactory way. So far it has been an open question as to whether the diffusion is hindered by
entanglements, tight re-entries, and similar constraints of the chain loops in the amorphous domains. The rate of the diffusion process found in our simulation suggests that although the molecules show a fast diffusion rate (100 jumps/s at 60°C), this is considerably smaller than the one expected for free diffusion at this temperature\(^{81}\) (1000 jumps/s), that is the process is slowed down by constraints of the chain loops in the amorphous domains. The values of the diffusion rate at different temperatures found in our simulations allowed us to estimate the activation energy for the \(\alpha\) process, \(E_a = 105 \pm 10\) kJ/mol. This result fits very well with literature values\(^{123}\) of 104-116 kJ/mol for the \(\alpha\) relaxation in PE.

Our model is also the only sensible one that can fit the analogous data for the long chain \(n\)-alkane (C\(_{246}\)H\(_{494}\)) as it is shown in the next paragraph. In that case the chain diffusion seems still to be the main driving force for the relaxation of the crystalline part although it cannot explain the experimental data in the whole range of time alone. Again the introduction of an interphase allows us to simulate coherently all the experimental data.
Figure 28: Simulation of the recovery of the magnetization for UHMWPE at 60°C using different models. As an example, two of the different attempts of simulation based only on chain and spin diffusion are shown. If the experimental data at short relaxation time (<30 s) are simulated, the rest of the simulated curve diverges from the experimental data at longer time, being the predicted recovery of magnetization too rapid for the crystalline part. Vice versa, trying to fit the data at longer time gives rise to large discrepancy between the calculated curve and the experimental data at short time.
Figure 29: Simulation of the recovery of the magnetization for UHMWPE at 20°C (a) and 60°C (b) using the chain diffusion model where the presence of an interphase was introduced. In this case the simulated curve fits the experimental data in the whole range of relaxation time. The chain diffusion increases with temperatures as expected so that the optimal jump rate that better fits the experimental data was ≈10 jumps/s at 20°C (a) and ≈100 jumps/s at 60°C (b). Note also that the amorphous part increases at high temperatures (b) and that the recover of the crystalline magnetization is visibly quicker.
3.3.2 n-Alkanes

We performed $^{13}$C MAS single pulse experiments at a Larmor frequency of 75.45 MHz on approximately 100 mg of C$_{256}$H$_{514}$ in both the once-folded (OF) and extended (E) forms packed into a 7.5 mm MAS rotor spinning at 3 kHz at room temperature. The MAS rate was chosen to ensure that spinning sidebands were not overlapping with the main peaks. The spectra obtained from the two samples are shown in Figure 30. It is possible to assign the different peaks to different parts of the chain by comparison with the literature for shorter n-alkanes$^{65}$, so we have been able to assign the main peaks at about 31.4 ppm and 29.5 ppm to the -CH$_2$- of the chain. The other peaks are due to carbon atoms in the chain ends, such as -CH$_3$ (13.4 ppm), -CH$_2$CH$_3$ (23.3 ppm), -CH$_2$CH$_2$CH$_3$ (32.8 ppm). Lots of important results can be inferred from the two spectra in Figure 30. First of all, for both samples, because of the presence of the peak at 29.5 ppm, is obvious that part of the chain is in the amorphous phase, where some carbon nuclei have gauche-gauche conformations and experience a large mobility. This result is in agreement with all the previous studies done on these kinds of compounds that have shown a lamellar structure where crystalline regions alternate with amorphous ones$^{124}$. Nevertheless, in contrast to all the previous studies, from these samples we can obtain some quantitative information on the amount of material contained in each phase. In contrast to UHMWPE, where there was no signal from the ends of the chains, from these samples we are able to observe peaks that correspond to the methyl and the last methylene group. For $\tau_D$ as long as 15 s, the signals from the chain ends, as well as the amorphous peak, are fully relaxed. Hence, the amount of amorphous material can be
quantified by normalizing with respect to the methyl intensity. The complete list of results obtained is shown in Table 5, where \( N_a \) is the number of nuclei in the amorphous phase.

<table>
<thead>
<tr>
<th></th>
<th>OF (20°C)</th>
<th>OF (60°C)</th>
<th>E (20°C)</th>
<th>E (60°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_a )</td>
<td>7±1</td>
<td>9±1</td>
<td>2±1</td>
<td>3±1</td>
</tr>
</tbody>
</table>

Table 5: Number of carbon nuclei in the amorphous part (\( N_a \)) for OF and E at different temperatures calculated as explained in the text.

In order to gain more information about the structure and the motion of this sample, we performed the same experiment as described previously for UHMWPE, using the pulse sequence of Figure 22 and varying the time \( \tau_1 \). The results are shown in Figure 31. As in UHMWPE, the main peak at 31.4 ppm due to the crystalline -CH\(_2\)- has a very long relaxation time \( (T_1) \), while all the other peaks have very short \( T_1 \).
Figure 30: $^{13}$C 1D spectrum for OF (a) and E (b) at room temperature. The full spectral width was 15 kHz, the Proton decoupling was on during an acquisition time of 34.12 ms and a relaxation delay ($\tau_0$) of 15 s was inserted between scans. Note that in (b) the signal coming from the chain ends is more intense due to the smaller scaling factor of the crystalline peak.
Figure 31: Saturation-recovery curves for OF at (a) 20°C and 60°C (b). Note that at higher temperature the amount of amorphous phase is slightly larger and that the recovery of the crystalline magnetization is faster. The analysis of the data is given in the text.
There has been considerable argument over the years concerning the way in which folding occurs and the nature of the fold plane\textsuperscript{62}. The models range from random re-entry ones, where a molecule leaves and re-enters a crystal randomly, to adjacent re-entry models, whereby molecules leave and re-enter the crystals in adjacent position. The main consensus of opinion appears to be that in single crystals grown from dilute solution the molecules undergo adjacent re-entry\textsuperscript{125}. Two particular adjacent re-entry models have been suggested where the folds are either regular and tight or irregular and of variable length (Figure 32). Our data prove unambiguously that the fold involves no more than 6-7 carbon nuclei (this result comes from the $N_a$ values reported in Table 5) and for this reason we can confirm that, for the OF sample studied, the model of Figure 32 (a) is the case.

(a) \hspace{1cm} (b)

Figure 32: Adjacent re-entry models: (a) folds are regular and tight and only few carbon atoms are involved; (b) the folds are irregular and of different lengths and dozens of carbon atoms are involved.
Comparing the 1D spectrum for PE, OF and E allows the possibility to draw other important conclusions. While for PE the amorphous peak is well resolved and separated from the crystalline one, in OF the two lines are not as well resolved. In this case it is possible to fit the amorphous peak with two Gaussians, one at the same chemical shift as in PE (29.5 ppm), and an additional peak at 27.5 ppm, not present in the 1D spectrum of PE and E. As mentioned above, the amorphous peak corresponds to $^{13}$C nuclei that are in gauche-gauche conformations. Following the \textit{ab initio} calculations\textsuperscript{126} of Born and Spiess, we can attribute the two peaks at 29.5 ppm and 27.5 ppm to $^{13}$C nuclei with one and two gauche conformers in the $\gamma$ position, respectively. This important result can be explained by considering the nature of the fold. Our experimental results show that in OF the fold is very tight and involves only 6-7 carbon nuclei. Computer models of PE folds in the literature\textsuperscript{127} predict similar tight folds, involving only 7-8 carbon nuclei, with the bonds in the sequence $g^*g^*g^*f^tg^*$, where $g^*$ represents a conformation with a gauche torsion of a positive or negative torsional angle. In long chain $n$-alkanes, only two nuclei will have both the $\gamma$-carbons gauche, while the rest will have one $\gamma$-carbon trans and gauche. On the other hand, we found that in PE the fold is not as tight and there are not many carbon nuclei with both $\gamma$-carbons in a gauche conformation, so that the only peak present in the spectrum is the one that corresponds to the carbons with only one $\gamma$-carbon gauche (29.5 ppm). Analogously in E there are no folds, so that the peak at 27.5 ppm is not present, while the very small peak at 29.5 ppm is attributed to the very few $^{13}$C nuclei that have one $\gamma$-carbon in a gauche conformation.
This result is surprising when compared with previous findings in the literature\textsuperscript{124} where the fold in C\textsubscript{246}H\textsubscript{494} has been quantified to contain 24 bonds. In order to understand this one has to consider the procedure used to prepare the OF sample. As mentioned above, the super cooling of the sample from the melt has to be carried out in a very controlled way in order to get a fold as tight as few carbon nuclei. If the sample is quenched from the melt, the number of nuclei involved in the fold can increase by as much as 20-30 nuclei. These considerations are supported by our NMR data in Figure 33, where the $^{13}$C spectrum of a sample that was rapidly quenched from the melt is shown. In this case the peak at 29.5 ppm for the amorphous part is much more intense than in Figure 30 (a), since the number of nuclei involved in the fold in this case equal to about 25 (calculated from the normalization with the methyl groups). It is also important to notice that in this case only the peak at 29.5 ppm is present in the spectrum for the amorphous part. As expected, there are no carbon nuclei that have two $\gamma$-carbons in a gauche conformation because in this case the fold is not as tight as in OF, being similar to the fold found for UHMWPE.
Figure 33: 1D spectrum for OF quenched from the melt. The full spectral width was 15 kHz, the acquisition time was 34.12 ms and a relaxation delay ($\tau_d$) of 15 s was inserted between scans. Note that in this case the amorphous peak at 29.5 ppm is larger than in Figure 30 (a) due to the fact that the number of carbon nuclei involved in the loop is, for the sample prepared in this way, equal to about 25.
Figure 34: 1D spectrum at room temperature of UHMWPE (a), OF (b) and E (c) obtained using the pulse sequence of Figure 22 with a relaxation delay $\tau_{12}$ of 20 s in order to ensure that the amorphous peak was fully relaxed. The deconvolution of the spectra is explained in the text.
The same simulations of chain diffusion done for UHMWPE can be repeated here. In this case, the fact that chain diffusion alone cannot explain the recovery of magnetization is even more evident, and from this fact we can also draw some other important conclusions. Only a small portion of the crystalline part samples the amorphous region, because the methyl group cannot enter the crystalline lamellae. This observation is in contrast to the proposal of P. G. Klein et al.\textsuperscript{124} that the methyl group is unconstrained, but is consistent with the X-ray scattering work done on the sample, as reported in Ref. 63. Therefore chain diffusion cannot be the only way for the crystalline magnetization to recover and, once again, a crystalline portion (the interphase) that relaxes through a rapid $T_1$ relaxation process must be present. Our simulations fit the experimental data for both OF and E using a modified version of the simulation program developed previously for UHMWPE. For OF the model consists of 2 crystalline stems with 117 repeat units and 1 amorphous loop (plus two chain ends) with 6 repeat units. The interphase consisted of 20 nuclei (±10% of the crystalline phase) which, although contributing to the crystalline signal, were made to relax with a $T_1 \approx 6$ s. An average over ten simulations was taken in order to obtain a more reliable result. A schematic representation of the OF structure as predicted by our model is shown in Figure 37. For E the same parameters were used but no amorphous loop was introduced, so that the crystalline stem contained 240 repeat units, 20 of which constituted the interphase as in OF.

The $^{13}$C nuclei in the amorphous regions were allowed to relax with relaxation time constant ($T_1$) obtained from the experimental curves of the amorphous part ($T_{1a} \approx 2$ s). Again, chain diffusion was executed as a microscopic random
process in the same way as for UHMWPE at different temperatures. For E the only constraint was that the methyl group was prevented from penetrating the crystalline stem, while for OF, in addition, the loop was not allowed to be less than 4 repeat units. The data fitted at two different temperatures with the y-axis normalized to the methyl intensity are shown in Figure 35 for OF, and in Figure 36 for E.

In the simulations of the amorphous peak intensities, the curves show an oscillation that is visible in the graphs as “noise”. This feature can be explained by the following argument. As in UHMWPE, the number of carbon nuclei that are in the amorphous part can vary at each diffusion step, due to the different number of atoms that are involved in the fold at a particular time. Nevertheless, in contrast to UHMWPE where there is a large amorphous part (more than 20000 carbon nuclei), for OF and E the variation of ±2 carbon nuclei can be observed, as it represents a significant fraction of the total amount of carbons in the amorphous phase. Although this does not affect the conclusions drawn from the simulations, in order to avoid this effect, the simulation would need to be run for a prohibitively long time.
Figure 35: Monte Carlo simulation of the relaxation curves for the OF at 20°C (a) and 60°C (b). In the same graph the crystalline, the amorphous and the methyl group lines are plotted and the intensities are normalized in order to obtain the number of carbon nuclei on the y-axis. The noise observed in the simulations of the amorphous curve is justified in the text.
Figure 36: Montecarlo simulation of the relaxation curves for the (E) at 20°C (a) and 60°C (b). In the same graph the crystalline, the amorphous and the methyl group lines are plotted and the intensities are normalized in order to obtain the number of carbons on the y-axis. The wiggle observed in the simulations of the amorphous curve is justified in the text.
Figure 37: schematic representation of the OF structure. For simplicity the amorphous part is constituted by folds only and the chain ends are not represented. Note also that the crystalline part is not in scale with the rest of the picture but it is truncated to highlight the other regions.
3.3.3 Deuterated \( n \)-alkane (\( \text{C}_{216}\text{H}_{434}\text{-d}_{24} \))

The success of the deuteration of the chain ends can be checked by performing a normal cp spectrum as shown in Figure 38 where the cp spectrum of \( \text{C}_{216}\text{H}_{434}\text{-d}_{24} \) (extended form) is reported together with a cp spectrum of \( \text{C}_{246}\text{H}_{494} \) (E). The spectra were recorded with the same conditions as in Figure 30, apart from the initial cross-polarization carried out with a contact time of 3 ms and a \( \tau_D = 20 \) s. The cp spectrum shown in Figure 38 confirms that the sample has one deuterated chain end, since the peaks associated with the chain ends decrease in intensity by a factor of two (peaks at 13.4 and 23.3 ppm). This is because there is no cross-polarization for the deuterated \( ^{13}\text{C} \), so that the signal from these sites disappears.

The \( ^2\text{H} \) NMR data were obtained at a deuterium frequency of 46.06 MHz. In order to obtain the spectra shown in Figure 39, the solid echo experiment was performed\(^{109} \) as explained in section 3.2.3.1. The line shape of the solid echo spectra (Figure 39) can be treated as a superposition of the spectrum in the rigid lattice limit and a motionally narrowed central region attributed to the “amorphous part” as it has been done in the literature for PE\(^{109} \). Nevertheless, the spectra recorded performing the simple solid echo experiment are already quite different from all the ones reported in literature for PE\(^{61} \). In the latter case the amorphous part was present as a Lorentzian peak in the middle of the Pake pattern that tended to disappear at low temperature, when the entire polymer is considered to be rigid. In our sample the amorphous part gives rise to a motionally averaged Pake pattern inside the one due to the rigid part. Before analysing in more detail the reasons why this is happening, it is useful to consider Figure 40, where two solid echo spectra of \( \text{C}_{216}\text{H}_{434}\text{-d}_{24} \) are shown.
at the same temperature of -100°C. All the experimental conditions were the same as the ones used in Figure 39, except that in Figure 40 (a) a \( \tau_D \) of 10 s has been used, while in Figure 40 (b) the \( \tau_D \) was only 1 s, in order to emphasize the mobile part.

The methyl line shape (motionally narrowed Pake pattern) does not disappear at low temperatures and is well resolved from about –20°C. At these temperatures the spectra recorded are a superposition of two different Pake patterns, as shown in Figure 40 (a). This means that the behaviour of the chain ends is not the same as the bulk (as proved with the non-deuterated samples). This difference between the chain ends (inner Pake pattern) and the rest of the chain (outer Pake pattern) has never been observed for PE. In that case parts of the chain ends such as the methyl groups represent only a small portion of the sample and their signal is obscured by the much larger signal from the chain. In our deuterated sample, the motion described by the line shape is a chain end motion, completely separated from the bulk motion.

For these reasons, an accurate study of the line shape at different temperatures can give us information about the motion of parts of the chains that could not be disclosed otherwise. Furthermore, as we discovered in the previous section, changing the temperature varies not only the correlation time but also the percentage of interphase and amorphous parts. In solid-state \(^2\)H NMR this has a large impact on the line shape of the solid echo spectrum that for this reason contains also information about the changes in the structure of these semi-crystalline samples and this is clearly shown by the changes in the features of Figure 39.
Figure 38: Cross polarization $^{13}$C 1D spectra for E (a) and $C_{21}H_{40}d_{24}$ (b). The peak at about 30 ppm is truncated to emphasize the chain ends. Note that in (b) the signal from the chain end normalized to the main peak at about 30 ppm is halved as cross polarization cannot happen for the one chain end that is deuterated.
Figure 39: Solid-echo spectrum for C_{210}H_{431}·d_{24} at 50°C (a), 90°C (b), 100°C (c) and 120°C (d). The solid echo time was 100 μs, the τ_{12} 10 s, the acquisition time 4.096 ms, the spectral width 250 kHz and the number of scans was 2224. The pulse length of 1.55 μs was sufficiently short for obtaining solid-state ²H spectra that were reduced in intensity by only about 5% at the outer edges.
Figure 40: Solid-Echo spectra of C<sub>2</sub>δ<sub>H</sub><sub>43</sub>δ<sub>4</sub> recorded at −100°C with τ<sub>0</sub> = 10 s (a) and τ<sub>0</sub> = 1 s (b). All the other acquisition parameters are the same as in Figure 39.
In order to fit the experimental line shape, we wrote a simulation program based on the method described in section 1.3.2. In the literature only two simple motional mechanisms are considered for \( n \)-alkanes, the “kink” 3-bond motion\(^{98,99}\) and the “crankshaft” 5-bond motion\(^{100}\) (see Figure 41). The former involves three C-C bonds and there is an interchange between two C-H bond directions, while the latter involves five C-C bonds and there is an interchange between three C-H bond directions. The latter is the most common motion in the bulk. To simulate the experimental line shapes we used a model where the rotation of the methyl groups is included as a three-site motion (interchange between three C-H bond directions) with a short correlation time, while the rest of the chain undergoes the crankshaft 5-bond motion, with a longer correlation time (slower crankshaft motion). For high temperatures the introduction of isotropic motions was necessary. In Figure 42 and Figure 43 the calculated line shape is shown together with the experimental results obtained at different temperatures. The experimental line shape is simulated well at low temperatures using three different contributions (fast 3-fold rotational motion, slow crankshaft motion and rigid component). For -100°C we have:

- A rigid part (72.5%) having a correlation time of 100 \( \mu \text{s} \) or more;

- A more mobile part (15%) having a correlation time of 0.22 \( \mu \text{s} \) (crankshaft);

- A very mobile part (12.5%) with a correlation time of 0.08 \( \mu \text{s} \) (3-fold rotation).
It is worth noticing that although the crankshaft motion and the methyl rotation are different, both motions are well simulated by a three-site model, as long as an appropriate correlation time is chosen.

Because of the small number of $^2$H nuclei present in the sample, it is relatively easy to evaluate which parts of the chains are responsible for the different contributions to the line shape. To calculate the percentage of CD$_3$, it is sufficient to consider the formula of the compound C$_{12}$H$_{25}$(CH$_2$)$_{192}$CHDC$_{11}$D$_{23}$, obtaining straightforwardly:

$$\frac{3}{24} \times 100 = 12.5\%$$

That is the same percentage found in the simulation for the very mobile part.

This first result confirms that, even at this low temperature, the methyl group undergoes a 3-fold rotational motion with a small correlation time, even when NMR sees almost the entire sample as “static”. From the simulation it is also possible to say that another four $^2$H nuclei are relatively mobile even if they move more slowly than the CD$_3$ groups. This means that even at these low temperatures a very small portion of the chain is undergoing some motion, being in a molecular environment where there is an amount of “free space” (the same “amorphous” regions that contain the methyl groups). We attributed this slower motion to the two methylene groups next to the methyl group. The rest of the $^2$H (72.5%) are completely static and this means that the nuclei in the interphase are not moving at all at these temperatures.

All the line shapes obtained at different temperatures have been simulated using the same criteria and the results are shown in Figure 42 and Figure 43. Increasing the temperature up to 20°C (Figure 42) has three major effects:
- The percentage of the static part decreases and the number of $^2$H nuclei involved in the slow crankshaft motion increases;
- All the correlation times decrease;
- Part of the contribution of the fast 3-fold rotational motion is lost and an isotropic component starts to appear.

At this stage it is important to notice that for temperatures below 40°C the sum of the percentage of the isotropic and the fast rotational motion is always constant and equal to 12.5%, showing that is still only the methyl group that undergoes the isotropic motion.

Heating the sample above 40°C (Figure 43) causes an increasing amount of $^2$H nuclei to undergo the isotropic motion, while the correlation times keep decreasing. At this stage all the $^2$H nuclei in the methyl groups are undergoing isotropic motion.

At higher temperatures the isotropic component plays the largest role and tends to become more similar to a Lorentzian when the temperature is increased. This result has been found previously\(^{19}\) and it shows that the system is in the fast exchange limit, where the line shape becomes independent of the exchange rate.

These simulations are a further proof that the amorphous part for the extended long \(n\)-alkanes is very small. Being only the last 12 carbon nuclei in the chains attached to deuterium atoms (from the formula \(C_{12}H_{25}(CH_2)_{92}CHDC_{11}D_{23}\)), the amorphous part has to be smaller than that, as a small percentage of the deuterated ends is shown to be static from Figure 43, even at temperatures as high as 100°C.
Figure 41: Sketch of simple motional mechanisms, the kink-3-bond motion (a) and the crankshaft 5-bond motion (b), involving interchange between 2 and 3 C-H directions, respectively.
Figure 42: Simulation of the solid-echo spectrum (blue line) recorded at T = -100°C (a), -60°C (b), -20°C (c), +20°C (d). The acquisition parameters are the same as in Figure 39.
Figure 43: Simulation of the solid-echo spectrum (blue line) recorded at T = +40°C (e), +80°C (f), +90°C (g), +100°C (h). The acquisition parameters are the same as in Figure 39.
Studying the deuteron line shape as described above allowed us to observe the motion of the chain ends, nevertheless further quantitative information about the structure of our deuterated sample can be gained reverting, once again, to the investigation of the relaxation times in the $^2$H spectra. In order to measure the relaxation times for the different portions of the deuterated samples, we performed the saturation-recovery experiment as explained in section 3.2.3.1. The relaxation times shown in Table 6 have been obtained by recording the solid echo amplitude as a function of $\tau_0$ and by fitting the experimental curves obtained (Figure 44) to exponentials.

As mentioned above, the recovery of spin magnetization after saturation could clearly be separated into a rapid increase due to mobile deuterons in the amorphous regions and a slow increase due to “rigid” deuterons in the interphase regions. We determined the spin-lattice relaxation time at various temperatures for both rigid ($T_{11}$) and amorphous ($T_{1A}$) deuterons performing the saturation-recovery experiments at different temperatures. In Figure 44 the increase of the integral intensity for the whole range of frequencies are shown at three different temperatures. It is important to notice that at room temperature it is impossible to fit the exponential increase with only one exponential curve, because the two different phases (interphase and amorphous) are both present in the percentages shown in Table 6. When the temperature increases the percentage of the interphase part tends to diminish and for a temperature equal to $100^\circ$C it is already possible to fit the experimental curve with just one exponential, proving that at this temperature almost all the deuterated carbons can be considered to be in the amorphous phase.
Analogously, it is possible to estimate from this measurement the number of
$^2$H nuclei that are in the amorphous part of the sample at room temperature ($N_a$
($^2$H)), which is:

$$N_a (^2H) = 34 \times \text{(number of } ^2\text{H)/100} = 34 \times 24/100 \approx 8$$

Eight $^2$H atoms are then in the amorphous part at room temperature. This
means that, excluding the methyl and the methylene group bonded to the
methyl, about 1.5 carbon nuclei are in the amorphous phase, according to this
calculation. This number has to be multiplied by 2, as in this case only one
end of the molecule is analysed. This result fits very well with the calculation
done in the previous section from the carbon spectrum of the E form, where
about 2±1 carbon nuclei have been found in the amorphous phase, excluding
the methyl and the first methylene group of the chain at room temperature. In
both different calculations, the amorphous part in the E sample is smaller than
the one found in the OF, and never larger than a few carbon nuclei.

<table>
<thead>
<tr>
<th>Temperatures ($^\circ$C)</th>
<th>$T_{1H}$</th>
<th>$T_{1A}$</th>
<th>%I</th>
<th>%A</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>7.7 s</td>
<td>0.8 s</td>
<td>66</td>
<td>34</td>
</tr>
<tr>
<td>85</td>
<td>1 s</td>
<td>0.4 s</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>100</td>
<td>0.4 s</td>
<td>0.4 s</td>
<td>1 phase</td>
<td>1 phase</td>
</tr>
</tbody>
</table>

Table 6: $T_1$ relaxation time at different temperatures for the fitting of the exponential increases
reported in Figure 44. From the parameters used in the fitting it is possible to extrapolate the
percentages of the phases ($T_{1H} - T_1$ for the interphase, $T_{1A} - T_1$ for the amorphous part). For
temperatures ≥ 100°C only one phase is detected.
Figure 44: Curves of the recovery of the magnetization obtained performing the Saturation-Recovery experiment described in Figure 26 at 25°C (a), 85°C (b), 100°C (c). The solid line is the result of a double exponential fit for (a), (b) and a single exponential for (c).
3.3.4 Mixture of \( n \)-alkanes

The peculiarity of the mixture is that two \( n \)-alkanes having different lengths are mixed and only the longer \( n \)-alkane has deuterated chain ends. In Figure 45 the solid-echo spectra at different temperatures of the mixture are shown. It is possible to see that there are significant differences from the case studied previously (C\(_{216}\)H\(_{434}\)-d\(_{24}\), see Figure 39). The narrowing of the Pake pattern into a single line due to isotropic motion occurs at a lower temperature in this case and this is an indication that the motion of the chains in the lamellae are different. The molecules are much more mobile even at room temperature and this can be interpreted in terms of the so-called super-lattice structure proposed by Ungar and Zeng\(^{91} \). In that model a binary mixture of long \( n \)-alkanes with the chain length ratio between 1.3 and 2 have been found to form predominantly two mixed phases, a high-temperature one and a low-temperature one, separated by a reversible transition at about 100\(^{\circ}\)C. While the shorter \( n \)-alkane chains are fully crystalline and confined to the crystalline layer, in the high-temperature phase the longer \( n \)-alkane chains traverse the crystalline layer and the surplus length, the cilia, form the amorphous layer. Below the phase transition temperature, according to Ungar and Zeng there is the formation of a super-lattice crystalline structure based on a triple-layer repeat unit. The two outer layers contain extended chains of the shorter \( n \)-alkane (in our case C\(_{162}\)H\(_{338}\)) as well as the major portion of the longer chain molecules (C\(_{216}\)H\(_{434}\)-d\(_{24}\)). The middle layer contains only the surplus length of the longer molecules protruding from the two end-layers and, according to Ref. 91, at room temperature even this middle layer is crystalline. This last assertion is not confirmed by our NMR data. Because only the chain ends of
the longer \( n \)-alkane are deuterated, these are the nuclei that give rise to the line shape in the spectra and therefore the early narrowing of the Pake pattern into a single line due to isotropic motion at low temperatures \((<100^\circ\text{C})\) seen in Figure 45 supports a structure where the small middle layer is not totally crystalline even at 100^\circ\text{C}. On the other hand, if the middle layer was completely amorphous, we should not be able to observe any static contribution in the line shape of Figure 45, even for temperatures below 100^\circ\text{C}. The fact that we see a static contribution for temperatures up to 80^\circ\text{C} means that in this regime the middle layer is still restricted in its mobility, being more mobile than the interphase in \( \text{C}_{216}\text{H}_{434}-\text{d}_{24} \), but less mobile than an amorphous layer completely constituted by just chain ends.

Furthermore, the transition from the super lattice structure and the formation of a structure that is just an alternation of amorphous and crystalline layers seems to be more gradual from our NMR data as we do not see a sharp change at 100^\circ\text{C}, but a gradual increment of the mobility of the middle layer, that eventually will be mobile as an amorphous layer constituted only of chain ends for temperature \( > 100^\circ\text{C} \).

All these results are confirmed by the Saturation–Recovery experiments performed on this sample (See Table 7) as seen for the \( \text{C}_{216}\text{H}_{434}-\text{d}_{24} \) sample. The motion in this case is much faster and already at a temperature equal to about 25^\circ\text{C} the NMR sees the middle layer relaxing with two \( T_1 \) constants, one of them \( (T_{\text{IMA}}) \) attributed to the very mobile chain ends (methyl, last methylene bonded to the methyl) having a very short correlation time, and the other one \( (T_{\text{IM}}) \) attributed to the middle layer that is more mobile than the interphase in \( \text{C}_{216}\text{H}_{434}-\text{d}_{24} \), as explained above. This proves the peculiarity of
this layer that cannot be described either as a complete crystalline or amorphous one, having the very mobile chain ends inserted in a semi-ordered structure.

<table>
<thead>
<tr>
<th>T(°C)</th>
<th>T_I(a)</th>
<th>T_1A(a)</th>
<th>%I</th>
<th>%A</th>
<th>T_M(b)</th>
<th>T_MA(b)</th>
<th>%M</th>
<th>%M(A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>7.7 (s)</td>
<td>0.8 (s)</td>
<td>66</td>
<td>34</td>
<td>4.9 (s)</td>
<td>0.8 (s)</td>
<td>46</td>
<td>54</td>
</tr>
<tr>
<td>85</td>
<td>1.0 (s)</td>
<td>0.4 (s)</td>
<td>57</td>
<td>43</td>
<td>0.8 (s)</td>
<td>0.4 (s)</td>
<td>15</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 7: T$_1$ relaxation times and percentages for the interphase and the amorphous parts at two different temperatures are listed for sample C$_{216}$H$_{434}$-d$_{24}$ (a) in comparison with the T$_1$ relaxation times and percentages of the middle layer (T$_{1M}$ and T$_{1MA}$ from the double exponential fit) for the mixture (b). These values have been calculated performing the Saturation-Recovery experiment.

In Figure 46 a comparison of the spectra at minus 100° C for the two different samples, C$_{216}$H$_{434}$-d$_{24}$ and the mixture, shows some interesting features. As discussed above, the inner Pake pattern is due to a fast motion where there is an interchange between three C-H bond directions that was attributed for sample (C$_{216}$H$_{434}$-d$_{24}$) to the rotation of the methyl group. In the mixture the percentage of this motion rises from 12% to 30% as it is calculated from the simulation shown in Figure 47. Clearly in this case not only the methyl group undergoes to that kind of motion, but other sites as well. This means that even at this very low temperature the super-lattice structure has an amorphous layer where the nuclei move faster than everywhere else in the sample.

Following the same procedure as in section 3.3.3, we fitted all the experimental line shapes at different temperatures using our simulation program according to the Heaton model. The results are shown in Figure 48 and two important considerations can be drawn:
From the percentage obtained to simulate the experimental line shapes we can say that, even at temperatures as low as -100°C, at least 4 carbon nuclei in the chain experience a crankshaft 5-bond motion, with a correlation time similar to the one experienced by the methyl group in its rotational motion.

The data are easily simulated using the same model as in sample (C_{216}H_{434}-d_{24}), but in this case the decrease of the correlation times used in the simulations is much more rapid, so that already at 90°C all the deuterated carbons are undergoing isotropic motion.

These findings further prove that the introduction of a shorter n-alkane in the structure of sample (C_{216}H_{434}-d_{24}) drastically changed the overall picture, where the deuterated chain ends of the longer n-alkane are more mobile as they are inserted in the middle layer of the super lattice structure as explained above.
Figure 45: Solid-echo spectrum for the mixture at 25°C (a), 50°C (b), 80°C (c) and 100°C (d). The solid echo time was 100 µs, the τ0 10 s, the acquisition time 4.096 ms, the spectral width 250 kHz and the number of scans was 2224. The pulse length of 1.55 µs was sufficiently short for obtaining solid-state ²H spectra that were reduced in intensity by only about 5% at the outer edges.
Figure 46: Solid-Echo spectrum at -100°C for the two samples C$_{210}$H$_{434}$-d$_{34}$ (a) and the mixture (b). Note that the percentage of the fast motion in (b) is larger than in (a). All the acquisition parameters are the same as in Figure 45.
Figure 47: Simulation of the solid-echo spectrum for the mixture at -100°C (blue line). The simulation line was obtained by using a correlation time of 0.3 μs for the fast crankshaft 5-bond motion (30%) and 100 μs for the static motion (70%). Note that any longer correlation time for the static motion did not change the simulated line shape significantly.
Figure 48: Solid-echo spectrum for the mixture at -100°C (a), -70°C (b), 20°C (c) and 50°C (d). The solid echo time was 100 μs, the \( \tau_d \) 10 s, the acquisition time 4.096 ms, the spectral width 250 kHz and the number of scans was 2224. The pulse length of 1.55 μs was sufficiently short for obtaining solid-state \(^1\)H spectra that were reduced in intensity by only about 5% at the outer edges.
3.4 Conclusions and future studies

The main aim of section 3 was to elucidate some intriguing issues such as structure, morphology and motion of polymeric materials and long chain \( n \)-alkanes. Some interesting experimental results, together with theoretical models, gave an insight on important scientific questions such as chain folding, motion and NMR relaxation mechanisms. This enabled us to correlate the properties of the samples studied to their structures and finally to the different preparation procedures. We managed to characterize, simply by NMR measurements, samples that have been prepared in different ways, highlighting and explaining similarities and/or differences with analogous studies found in the current literature.

From our NMR studies on UHWPE we found that the recovery of magnetization is partly due to chain diffusion and partly due to relaxation in a mobile interphase between amorphous and crystalline layers. The fact that this interphase shows up in the spectrum with the same shift as a crystalline peak means that motion such as the kink 3-bond and the crankshaft 5-bond are not responsible for the recovery of the magnetization in the interphase, as both types of motions imply the presence of some gauche carbon bonds that would shift the carbon signal to the “amorphous phase” region. For this reason we propose that the motion responsible for the recovery of the magnetization in the interphase involves the displacement of a large section of the chain. It seems reasonable to think that this portion of the chain (the interphase) is dragged by the mobile chain ends into some sort of motion that, although keeping all the carbon bonds in the trans conformation, it drives a relaxation mechanism with a measurable \( T_1 \).
At all temperatures investigated our proposed model was able to fit perfectly the experimental data in the whole range of relaxation times.

From the NMR investigation of long chain \( n \)-alkanes we have been able to draw some important and unambiguous conclusions. First of all, in the case of \( C_{246}H_{494} \), our NMR data confirmed that it is possible to prepare reversibly from the same \( n \)-alkane both the once folded (OF) and the extended (E) form, depending on the rate of cooling the sample from the melt. Particularly, we have been able to calculate for OF the number of carbon nuclei involved in the fold, which varies depending on the rate of cooling the sample. If it is quenched from the melt, we found that it is possible to obtain samples with a consistently large amorphous part, having a fold that involves up to 25 carbon nuclei.

On the other hand, if the sample is cooled quickly but in a controlled manner (for details see section 3.2.1) a much more crystalline material is produced. Such a compound, labelled OF in the previous sections, was studied by solid-state NMR and the following conclusions could be drawn:

- The number of carbon nuclei involved in the fold is \( \approx 7 \) at room temperature and \( \approx 9 \) at 60\(^\circ\)C and this findings strongly support the adjacent re-entry model for this kind of semi-crystalline materials, where the folds are regular and tight;

- The recovery of the magnetization, that is the relaxation process, is due, in this case as in UHMWPE, to two different factors: chain diffusion, that is mainly responsible for the recovery of the magnetization at longer times; a rapid relaxation process for the carbon nuclei that are in the “interphase”, relaxing with a \( T_1 \) of about 6-7 s as
in UHMWPE ($T_1$ for the crystalline part was estimated to be $>1500$ s, the longest $\tau_D$ value used in our experiments);

- The interphase is about 10% of the crystalline part as in UHMWPE;
- Chain diffusion is increased with temperature and has exactly the same rate as in UHMWPE that is $\approx 100$ jumps/s at 60°C and $\approx 10$ jumps/s at 20°C;
- The values of the diffusion rate at different temperatures found in our simulations allowed us to estimate the activation energy for the diffusion process, $E_a = 105 \pm 10$ kJ/mol. This result is consistent with the value of 104-116 kJ/mol for the $\alpha$ process found in the literature for PE.

Furthermore, new insights on the nature of the fold for both PE and OF were given so that it was possible to distinguish between a tight and loose fold by NMR technique only.

Analogously, we have been able to characterize another form of $\text{C}_{246}\text{H}_{494}$, the so-called E form, where the chain are not folded anymore due to the fact that the sample is prepared by very slow cooling rate (see section 3.2.1 for details).

Again our NMR data allowed us to draw some important conclusions:

- In E the amorphous part is very small (the methyl, the last methylene bonded to the methyl and 1-2 more carbon nuclei).
- For E the recovery of relaxation is much slower than for OF, due to the fact that the chain diffusion is much more limited for E as only the displacement of very few carbons is allowed in this case.

Furthermore, both in OF and E, the amorphous part relaxes very quickly ($T_{1a} \approx 1-2$ s) and this means that although there is not a large amorphous layer, there
is still a large free volume in the vicinity of the chain ends where wide movements are allowed.

It seemed quite clear at this stage that the structure of the $n$-alkanes is an alternation of crystalline and amorphous (i.e. more mobile) lamellae as it was proposed by X. Zeng and G. Ungar\textsuperscript{91}. We also found that between the amorphous and the crystalline part there is an “interphase”, that shows up as a crystalline peak in the $^{13}$C NMR spectrum, but it can also relax with a rapid $T_1$ process, having a $T_1$ of the order of 6-7 s.

Nevertheless, the partially deuterated sample ($C_{216}H_{434}$-d$_{24}$) helped us to refine this model, confirming some of our previous findings, but also adding new information to this picture. Our $^2$H NMR studies showed that it is possible to obtain partially deuterated samples such as $C_{216}H_{434}$-d$_{24}$ (a) and from the analysis of the data it was possible to confirm that in the E form of this $n$-alkanes only the chain ends (methyl, last methylene bonded to the methyl and about 1-2 more carbon nucleus each end) are in the amorphous part, confirming the previous result obtained on a slightly different sample with an independent method (216 instead of 246 carbon units in this case). We fitted all the experimental line shape for sample (a) at different temperatures, giving an insight on the motion of such a long $n$-alkane. Being only the chain ends deuterated we have been able to observe the motion of part of the molecules normally neglected in the NMR studies of polymers, such as the methyl and the last methylene groups of the chain. We found out that the ends of the chains move much faster than the bulk and that their vicinity can shorten the relaxation time for nearby parts of the chain by several orders of magnitude.
The deuterium NMR results for the mixture of \textit{n}-alkanes of different lengths have been compared with the data previously obtained for the partially deuterated sample (a). The results can be explained by assuming that the mixture has a super-lattice structure as proposed by Ungar and Zeng. Nevertheless our data seem to show that the middle layer is not perfectly crystalline even at low temperatures, contradicting the fact that all the layers are crystalline in the super-lattice structure. Furthermore, our NMR investigations show the transition between the two different phases (low temperature and high temperature), but this does not appear as sharp as Ungar and Zeng have stated. We think that because of the polymeric structure of these long \textit{n}-alkanes it is not possible to have a very precise value of temperature for the phase transition, but this is likely to happen in a window of values between 90°C and 100°C. Nevertheless we do not exclude that this is an intrinsic limit of the NMR technique.

Finally, it is worth noting that in order to have a complete understanding of how it is possible to alter the crystallinity and therefore the properties of long-chain \textit{n}-alkanes and polyethylene, an accurate study of the correlation between the crystallinity of the sample and the chain length is desirable. For this reason, the investigation of other different deuterated samples and mixtures is highly recommended for future studies of these materials.
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