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Abstract
Curves are a common feature of road infrastructure; however crashes on road curves are associated with increased risk of injury and fatality to vehicle occupants. Countermeasures require the identification of contributing factors. However, current approaches to identifying contributors use traditional statistical methods and have not used self-reported narrative claim to identify factors related to the driver, vehicle and environment in a systemic way. Text mining of 3434 road-curve crash claim records filed between 1 January 2003 and 31 December 2005 at a major insurer in Queensland, Australia, was undertaken to identify risk levels and contributing factors. Rough set analysis was used on insurance claim narratives to identify significant contributing factors to crashes and their associated severity. New contributing factors unique to curve crashes were identified (e.g., tree, phone, over-steer) in addition to those previously identified via traditional statistical analysis of Police and licensing authority records. Text mining is a novel methodology to improve knowledge related to risk and contributing factors to road-curve crash severity. Future road-curve crash countermeasures should more fully consider the interrelationships between environment, the road, the driver and the vehicle, and education campaigns in particular could highlight the increased risk of crash on road-curves.

1 Introduction: Crashes on road curves
Road curves are integral in road infrastructure and can be horizontal and/or vertical in nature. In Australia, nearly one third of crashes occur on road curves (Shields et al, 2001), and the consequences of crashing on road curves are frequently more severe than crashes on straight roads. To illustrate, in Queensland, Australia, between 1 July 2008 and 30 June 2009, 39.0% of fatality crashes occurred on curves. The fatality rate of road-curve crashes was more than twice that of straight road crashes (2.3% of road-curve crashes were fatal, 1.0% of straight road crashes were fatal). In addition, 45.2% of persons injured in road-curve crashes required hospitalisation, compared to 37.3% of drivers injured on straight road crashes (Department of Transport and Main Roads (DTMR, formerly Queensland Transport), 2011).

The severity of the road-curve crash is dependent on a number of variables in the road transport system pertaining to both the crash itself and to circumstances immediately prior to the crash. Crash statistics indicate that 73% of fatal crashes that occur on road curves involve travelling at speeds in excess of the posted speed limit (Queensland Transport, 2006). Travelling in excess of posted speed limits is associated with greater severity of crashes and increased likelihood of injury and fatality (Aarts and van Schagen, 2006; Kloeden et al., 1997), and travelling at excess speed on a road curve in particular is likely to lead to loss of
control of the vehicle which results in a run-off-road or roll-over crash. Given the necessity of
curves in road infrastructure and the corresponding high rates of injury and fatality from
crashes occurring as the driver uses these road features, it is vital that contributors to the
road-curve crashes, and their severity in particular, are identified to inform countermeasure
development.

1.1 Contributing factors

A number of contributing factors to road-curve crashes have been identified in the
road safety literature, and these pertain to characteristics of the road, the driving environment,
the driver, and the vehicle. Contributing factors have been gleaned from such sources as
police reports and hospital records, and it is noteworthy that these sources require subjective
assessment and interpretation of contributors to crashes, particularly if the crash-involved
driver is fatally-injured. Characteristics of the road that have been found to contribute to
curve-related crashes include the degree and length of the curve, sight distance, lane width,
surface and side friction, super-elevation, and the location of the curve. A sharper curve, that
is a curve with a smaller radius, involves greater crash potential as the level of difficulty
negotiating the curve increases, principally as drivers have less time to perform corrective
manoeuvres on the resulting shorter curve (Othman et al., 2010). Such curves also are
frequently associated with poor visibility of the upcoming curve and driving hazards such as
other vehicles. Roadside objects such as electricity poles or trees can also affect sight
distance (Torbic et al., 2004). Narrow roads in a curve (Zegeer et al., 1991) encourage drivers
to position their vehicles in alignment with the centre line, drivers thereby occupying more of
the road space on a curve and placing themselves at greater risk of a head-on collision (Rosey
et al., 2008). Road curves that have a worn surface result in lower friction and greater braking
distances in the event of an emergency, particularly if the surface is wet (Das and Abdel-Aty,
2010). Super-elevation involves an inclined road-curve that capitalises upon the frictional
force between the vehicle’s tyres and the road surface and the weight of the vehicle to create
the required centrifugal force to prevent the vehicle from sliding out of the curve. Vehicle
speed is integral in the stability of the vehicle on the curve, excess speeds placing the driver
at increased risk of a road-curve crash. Curves located after a long stretch of straight road are
also associated with greater crash risk (Seneviratne and Islam, 1994).

Environmental factors (i.e., anything which is outside of the vehicle) that have been
found to contribute to curve-related crashes include weather, time of day, animals and debris
on road ways, signage, and traffic congestion. Rainy weather results in slippery roads and
reduced driver visibility, compounding crash risk and increasing crash severity. Driving at
night is hazardous for all drivers, and in conjunction with wet weather makes negotiating a road curve particularly risky (Caliendo et al., 2007). Animals on the road are a hazard not only for drivers who take evasive action and may steer into oncoming traffic or run off the road, but also as large animals such as moose and kangaroos can impact the vehicle, causing considerable damage to the vehicle and increasing the risk of injury to the driver (Rowden et al., 2008). Debris such as frayed tyres on the roadway can reduce the contact between the vehicle and the road-curve surface (Retting et al., 2000). Road signage (Bai et al., 2010) can also play a role in road-curve crashes, for example if the signage distracts the driver from the driving task or if the road safety instructions on signage are ambiguous. Drivers may change their driving behaviour to suit varying levels of traffic congestion (McCartt et al., 2004), for example drivers may travel at higher speed when the flow of traffic is not impeded, placing them at greater risk of injury or fatality from a road-curve crash.

Driver-related variables include the age of the driver, misjudgement, distraction and fatigue, speeding, and driving after drinking alcohol. Younger drivers are likely to be inexperienced in negotiating curves (Chen et al., 2010) as they are still novice drivers, and coupled with poorer hazard perception skills, increased sensation seeking propensity, and susceptibility to negative peer influence and risky decision making are at greater risk of crashing on road curves (Scott-Parker et al., 2009). Drivers may also under- or over-estimate the sharpness of the curve and fail to safely negotiate the road-curve. Distraction on a road-curve is particularly risky given the transient nature of the road environment, and drivers may over-correct when their attention is re-focussed upon their driving. Mobile phones have emerged in recent years as a major source of in-vehicle distraction (Ishigami and Klein, 2009). Distraction (Lam, 2002) is also more likely if the driver is fatigued, for example as a result of circadian rhythms and travelling at peak rest times in the afternoon and early morning, or through extended journey duration. Fatigued drivers take longer to detect and to react appropriately to driving hazards, and experience difficulty concentrating on the driving task and maintaining their lane position (Gnardellis et al., 2008). As noted in section 1, speeding is associated with greater risk of crash, injury and fatality, particularly on road-curves (Aarts and van Schagen, 2006), and it is noteworthy that drivers have a shorter period in which they can detect and react to hazards in a rapidly-changing road environment (Liu et al., 2005). Drivers are also at increased risk of a road-curve crash if they have been drinking alcohol (McCartt et al., 2004) which has been found to affect not only the ability of the driver to perform the motor tasks of controlling a vehicle, but also high-order processing functions
such as decision making and hazard perception (Grunewald and Ponicki, 1995; Keall and Frith, 2004).

Road-curve crashes have also been found to arise from vehicle-related characteristics such as vehicle defect or failure. These are most commonly defective tyres which have insufficient tread or have been punctured and therefore do not maintain safe contact between the car and the road surface throughout the curve (Broyles et al, 2001), and inadequately maintained brakes requiring greater stopping distances (Jones and Stein, 1981). Vehicle age has also been found to be a factor (Blows et al., 2003): older and less expensive vehicles are less likely to have primary and secondary safety features which also reduce the risk of road-curve crash, such as electronic stability control.

1.2 Data mining techniques

Data mining is a process of knowledge discovery from large data sets by combining methods from statistics and artificial intelligence. Large volumes of data are analysed for patterns, trends and interrelationships (Hand et al., 2001), and data mining can be used to identify factors or predictors of crashes. Knowledge derived through data mining processes include models, patterns or relationships, and techniques such as rough set analysis, clustering algorithms and genetic algorithms have been utilised in traffic studies. Pande and Abdel-Aty (2006) used data mining techniques to examine conditions conducive to road crashes, identifying and classifying different categories of rear-end crashes in particular, using the classifications to define a prediction model and applying the model in real-time with loop detectors to assess the probability of crashing. This approach facilitated the development of a warning system that could alert drivers regarding potential rear-end crashes 5-10 minutes prior to such a collision.

Data mining can be used to identify factors or predictors of crashes, and data mining techniques have provided unique insight into the nature of car crashes, analysing data from a different perspective to discover previously unknown patterns and data correlations. For example, Kuhlmann et al. (2005) utilised data mining techniques to examine the design and crash-simulation performance of motor vehicles. Singh (2001) studied the relationships between the driver and vehicle factors that were found to contribute to crashes, such as age, gender and vehicle type using the Principal Component Analysis data mining technique, thereby identifying heretofore unrealised groupings amongst the crash data including age- and gender-based patterns. Wong and Chung (2007) utilised rough set theory to examine the contributing factors to 2,316 car crashes in Taiwan in 2003. This approach identified patterns amongst the driver, journey, behaviour, environment and crash characteristics reported in
single-vehicle car crashes. Nayak et al. (2011) used data mining techniques to build a road crash proneness prediction model, demonstrating that road segments with only a few crashes (<8 crashes) have more in common with non-crash roads than roads with higher crash counts. Montella et al. (2011) used classification trees and rules discovery to provide meaningful insights for crashes involving powered two-wheelers in Italy. It is noteworthy however that existing approaches to identify contributing factors involve numerical data only, and also consider factors in isolation rather than considering the interrelationships between driver, environment and vehicle. Gao et al. (2013) used syntactic and semantic units in text, such as verbs, to improve crash classification and understanding of crash causation. Importantly, data mining techniques are capable of rapidly processing large amounts of information, and are underutilised techniques not only for identifying crash risk factors (Krishnaswamy et al., 2005) but also for identifying factors contributing to the severity of road-curve crashes in particular.

1.3 Rationale and aims

Existing countermeasures have attempted to address crash risk factors identified by government authorities. In Queensland, this has resulted in a dearth of information pertaining to contributors to road-curve severity for incidents costing less than AUD$2500. Insurance crash records can be a unique source of the contributing factors to the severity of road-curve crashes. This is a novel approach that can potentially provide rich information regarding the crash, primarily because the driver is required to provide a text narrative description of the crash to the insurer. Importantly, this narrative description is likely to differ from the report provided to the Police for a number of reasons. This is not only because there will be a lack of punitive legal consequences (such as fines and demerits), but also because the driver is likely to provide additional information that is not pertinent to and/or collected in Police reports (which collect information regarding occurrence, witnesses, incident scene and event, crash description, unit details, towed vehicles, damaged property, person killed or injured, and versions, within a specific scope; to illustrate ‘atmospheric conditions’ are categorised as the following options only: clear, raining, smoke/dust, fog). In addition, road safety researchers traditionally have not had access to this information, relying instead on summary statistics provided by Police and licensing authorities. It is vital that contributors to road-curve crashes, particularly those road-curve crashes of increased cost (and therefore increased severity), be identified so that existing road-curve crash countermeasures can be enhanced as necessary and tailored countermeasures can be specifically designed. This paper presents a novel methodology based on text mining techniques (in which narrative text descriptions of
crashes are analysed) to explore the factors contributing to the severity of road-curve crashes. The major contributing factors to road-curve crashes were identified and the relationships between these factors examined using text data mining of narratives contained in an insurance company crash database. This is a novel approach as contributors to severity of car crashes have not previously been text mined from insurance data.

2. Method

Figure 1 outlines the different data analysis steps. The research used curve-related insurance claim records stored in their crash database (input) pertaining to crashes occurring between January 2003 and December 2005 to identify the contributing factors to the severity of road-curve crashes. Curve-related information was retrieved from a larger dataset of all the insurance claim records (identify factors). The total cost incurred as property damage for all parties involved in the crash served as an indicator of the severity of the crash. It was assumed that the financial cost of the crash is related to the crash severity, and that a high (low) cost indicates a high (low) crash severity. It is also acknowledged that, whilst a variety of factors can contribute to the severity of crashes on road curves as discussed in 1.1 and 1.3, this information may not be recorded in the insurance reports.

The output of the analytic process (Figure 1) includes the identification of crash factors, the relationships between these factors, and the significant attributes predicting crashes. The narrative crash description provided by the insurance company initially underwent data cleaning which involved discarding duplicate records and filtering for curve-related crashes only.

2.1 Data

The insurance crash report summarises information regarding the driver, the vehicle, and an unstructured narrative text description of the crash. Driver attributes include gender, age, and whether alcohol had been consumed prior to the journey (yes, no). The vehicle’s year of manufacture is recorded, the time, date, and type of crash (e.g., hit, roll), as is the number of parties involved, and an unstructured narrative description of the crash. A total of 6,011 curve-related crash records was further reduced to 3,434 curve-related crashes after removing negative cost values as it was unable to be determined if these were spurious entries. In addition, records with more than three missing values were removed as it was considered that insufficient data regarding the crash was available. The attributes were classified with semantic criteria based on intervals defined by DTMR (e.g., time of crash: afternoon = 1200-1600, evening peak hour = 1600-1900; age: young = 17-25 years, mature-1
= 26-29 years, mature-2 = 30-39, vehicle age: new = 0-5 years, moderate = 5.1-15 years, old = 15.1-25 years).

Text mining which can discover meaningful information by detecting lexical or linguistic usage patterns in natural language text was used to identify factors contributing to the severity of road-curve crashes (e.g., “the road was slippery”). Rough set analysis (Pawlak, 1995) which deals with classification and analysis of data tables (Pawlak, 1982, 1992) was used to identify the minimal subset of contributing factors to the severity of road-curve crashes and their inter-relationship(s) (a detailed description of rough set theory can be found in Annexe 1). Rough set theory is particularly advantageous in this case as it can find hidden patterns in data which cannot be otherwise identified with traditional statistical tools, evaluate the significance of the data, and facilitate the interpretation of results and generate sets of decision rules from the data.

2.2 Ward algorithm

The SAS Ward agglomerative hierarchical clustering algorithm which joins clusters of similar characteristics without increasing the overall heterogeneity (Cizek et al., 2005) was used to mine the text and form clusters of keywords. A list of keywords and the frequency each appeared in the crash description text was produced, and the most common keywords found in the text description were identified as the contributing factors to crash severity. To validate these factors as contributors in curve-related crashes only, the list of keywords from curve-related crashes was compared to the list of keywords from 11,058 non-curve-related crashes previously filtered from the data set, and keywords that appeared in both lists were discarded (factors validation). The remaining keywords were used as condition attributes and were represented in columns of the table prepared for rough set analysis whilst the table rows contained the claim records. We used the notion of reducts to generate a set of rules which represented predictive relations of the form expressed below.

Let S be the decision table and be defined in a pair as $S = (U, A)$ where $U$ is the non-empty, finite set of objects and $A$ is a non-empty, finite set of attributes that represents the condition attributes. Rules generate with a decision and are defined as $S = (U, A \cup \{\text{dec}\})$ where $U$ is the object, $A$ represents the condition attributes, and $\{\text{dec}\}$ is a decision attribute and $\{\text{dec}\} \not\in A$.

The rule is presented in the form $(a_{i_1} = v_1) \land \ldots \land (a_{i_m} = v_m) \Rightarrow dec = k)$ where: $1 \leq i_1 < \ldots < i_m \leq |A|$, $v_i \in V_{a_i}$
Each $a \in A$ which corresponds to the function $a: U \rightarrow V_a$ and $V_a$ is the value set of $a$, the evaluation function. Rosetta (a computational kernel and graphical user interface of rough set theory, Ohrn, 2001) used a supervised learning based genetic algorithm to obtain a minimal set of attributes capable of accurately and reliably predicting the crash severity group for each record and these were used to determine the relationships between the factors. Rules validation via statistical verification was conducted upon 80% of the data, with the results confirmed in the remaining 20%. The accuracy threshold of 80% (allowance +/- 10%) was supported.

To identify the significant contributing factors influencing the severity of crashes on road curves, the data was transformed into an attribute-relation file format that contained a list of instances sharing a set of attributes suitable for analysis in Weka, a Java data mining software program. The ClassifierSubsetEval algorithm which estimates the merits of a set of attributes with the RIDOR RIpple-Down Rule learner as the attribute evaluator was used. Attributes related to the driver and the vehicle only, in addition to the contributing factors identified via text mining, were used to classify each crash record. Crashes were clustered according to their cost (and therefore crash severity), and five clusters emerged: lowest, low, medium, high, and highest. It is noteworthy however that these costs comprise the cost to the insurer to repair the crash damage only and that the costs do not consider the expenses incurred through medical treatment or lost earning(s) potential of injured individual(s). In addition, this will be the first consideration of the factors involved in crashes costing less than AUD$2500, as these crashes are not required by law to be reported to Police and the Queensland licensing authority (DTMR) does not compile crash statistics pertaining to these crashes.

3. Results

SAS and Ward algorithm uses clustering mechanisms and the frequency of keywords to identify contributing factors, which are summarised in Figure 1 as tree, embankment, gravel, pole, gutter, lost control, wet road, dirt, kangaroo, truck, lost traction, fog. As can be seen, crashes relate to both environmental (outside of the vehicle, e.g., fog, wet road) and driver (pertaining to driver behaviour/characteristics, e.g., lost control, mobile) variables.

Figure 1 also delineates between the road features (curve vs. non-curve related) of the crash. The most frequent curve-related words were tree, embankment, gravel, pole, gutter, loss control, wet road, dirt, kangaroo, truck, lost traction, and fog, suggesting these variables are most influential in the Insured’s curve-related crashes. The factors specifically relate to curve-related crashes also include driver (e.g., over-steer) and environmental (e.g., puddle)
factors. Importantly factors involved in curve-related crashes differ from those reported by the Queensland licensing authority which reports the following characteristics as contributors to road curve crashes: wet road, inattention, inexperience, alcohol, speed, fatigue, fail to give way or stop, illegal manoeuvre (Chen et al., 2006). Key heretofore unrecognised factors specific to road curve crashes as depicted in Figure 1 include tree, lost traction, fog, mountain, phone, slippery, puddle, and over-steer.

[Insert Figure 1 here]

The aim of the research was to identify factors pertaining to curve-related crashes only, therefore factor validation comparing the keywords obtained for curve-related crashes against the factors identified as pertaining to non-curve-related crashes. These contributors were found to differ (see Figure 1), suggesting that the data mining process was effective in identifying unique contributors specific to curve-related crashes. Whilst unsurprisingly a number of factors contributed to both curve- and non-curve-related crashes (embankment, gravel, pole, lost control, wet road, gutter, kangaroo, truck and dirt), key differences are apparent between the two crash types.

Rough set analysis designed to extract consistent and optimal decision rules was undertaken based on the cost/crash severity levels depicted in Table 2 (e.g., AUD$0.00 – AUD$2499.00 = lowest cost/severity; AUD$57,076.37 – AUD$77,216.36 = highest cost/severity). These four levels of severity were obtained with rough set clustering. More than twelve hundred rules which were generated through the rough set analysis were filtered using Rosetta based on quality with the G2 likelihood algorithm (Smyth & Goodman, 1990). Rosetta provided a support count as a measure of the strength of the rule, and the relative strength is calculated by dividing the support count by the total attributes and multiplying by 100. As such, strong rules were deemed to have an appropriate combination of support and accuracy characteristics (Koperski and Han, 1995); and the higher the support count, the higher the strength. The strongest rules comprised a combination of the time of the crash (morning peak hour 0600-0900, morning 0900-1200, afternoon 1200-1400, evening peak hour 1400-1700, evening 1700-2400, night 2400-0600); age of the vehicle; driver age (17-25, 26-29, 30-39, 40-49, 50-59, 60-100 years); alcohol involved (yes/no), crash outcome (hit, collision, roll, skid, collide), and the risk factors identified in the text mining (wet, gravel, kangaroo, gutter).

Statistical analysis measurement supported in rough set analysis software was used to validate the accuracy of the rules, using the accuracy threshold of 70% ±10% and the coverage of the data. In contrast to traditional statistical techniques which utilise predefined
thresholds of ‘statistical significance’, and consistent with data mining validation practices, the validation was carried out by dividing randomly the dataset into 20% and 80%. As a form of validation, the rules generated from 80% of the data set are applied to the 20% to establish their accuracy. The accuracy measurement validation of rules is summarised in Table 1, and the results obtained from text mining were validated (akin to the testing of ‘statistical significance’) to verify that the factors obtained are only related to crashes on road curves. This process involved the comparison of the contributing factors obtained for curve-related crashes against the ones for non-curve-related crashes. Thus, out of 11,058 crash records, 6011 curve related records were mined and the results were compared against non-curve-related mining results. As can be seen in Table 1, notwithstanding the low coverage and accuracy rate for the greater severity crashes, the overall classification accuracy obtained was 63.3% with a 54.5% coverage, which was deemed to be acceptable consistent with standard data mining practice.

Table 2 describes the driver age and gender, alcohol-involvement, time of day, vehicle age, and type of crash (rollover, hit object) for the strongest rules with the highest support count for each of the five crash severity categories. The lowest severity crash – and accordingly the lowest claim cost – was most likely to involve a female driver aged 30-59 years, driving a car which was less than 15 years old in the morning. Peak traffic times may mean that the higher traffic volume is travelling at a lower speed, hence the lower severity. In comparison, the highest severity crash – and therefore the greatest claim cost - was equally likely to involve a young male driver who had been drinking and who rolled their car in the late morning, and an older female driver whose vehicle hit a tree in the early afternoon, the former possibly reflecting lag effects of drinking alcohol the night before the crash-involved drive, whilst the latter possibly reflects the circadian lull in alertness and commensurate increased susceptibility to distraction. Male drivers featured predominantly in the remaining crash severities (and costs) of low, medium and high, consistent with their greater driving exposure and overrepresentation in traffic crashes and fatalities in general; and newer cars featured in medium and high crash severities (and costs) which may reflect the greater expense in repairing newer, and therefore frequently more expensive, cars.

It is noteworthy that these factors differ from the understandings of contributing factors previously reported in the contribution factors summarised by the Queensland licensing authority. In addition, the Queensland licensing authority does not consider
interrelationship(s) amongst these factors. Characteristics pertaining to the environment, the road, the driver and the vehicle have been found to contribute to road-curve crashes. It is unlikely that the influence of these variables operates in isolation, and research examining the contributors to road-curve crashes typically does not consider the relationships between these factors. In Queensland, Australia, the Police are required to attend every road crash in which more than AUD$2500 damage is sustained by any vehicle, any persons involved is injured or killed, or if a vehicle requires towing from the crash scene. The Police complete a traffic incident report that documents crash circumstances regarding environmental conditions such as the weather and time of day, road features such as traffic control and vertical and horizontal road alignment, and driver and vehicle conditions. The Police could interview road users involved in a crash, when it is appropriate, however their narratives are often not properly analysed. DTMR identifies key contributors to road-curve crashes from the traffic incident report, and these contributors subsequently inform countermeasure development and implementation.

4. Discussion

The research utilised a novel approach to understanding the contributors and the relationship(s) between the contributors to the severity of road-curve crashes, and also allowed an investigation into the contributing factors influencing the road-curve crash severity. Road safety research has not previously analysed narrative text with text mining techniques such as rough set theory and the ward clustering algorithm. Current information sourced from licensing and government authorities relies upon third-party crash assessments (conducted by the Police) and does not consider the experience of the crash as narrated by the driver. In addition, the crash-involved driver may report different or biased crash circumstances to the Police (who can fine the driver for risky behaviour which contributed to the crash) and to the insurer (who will approve a monetary claim for repair or replacement of the crashed vehicle). As can be seen by the text mining, current and new contributing factors to road-curve crash severity have been identified, and of particular interest to road safety researchers is the contribution of ‘phone’ and ‘oversteer’. Further, attention to countermeasure design, implementation and evaluation can be directed towards the domain of interest, be it the frequency of particular contributors, or the severity of the crash according to the insurance cost. It is also noteworthy that the relationships between contributing factors has heretofore been unexplored, and a consideration of these can allow a more in-depth and accurate understanding of road-curve crashes. Accordingly the efficient and cost-effective
research has implications for traffic rule enforcement, countermeasure development and implementation, insurers, and road safety researchers alike.

Traffic rule enforcement could consider targeting speeding behaviour of drivers, particularly at entries to and on road-curves. A minimal subset of contributing factors and their combination are particularly suited to further application in road-curve crash countermeasures such as in-vehicle monitoring devices, and the verified contributors can generate more accurate predictions of crash likelihood. Identifying significant contributing factors to road-curve crashes and their interrelationships also appears to influence crash severity and indicated by crash costs, and this information is of interest to insurance companies particularly in assessing crash claims and in determining policy premiums of customers. Road safety researchers could consider developing and trialling countermeasures targeting driver error such as warning signs and education campaigns highlighting the crash risks associated with road-curves, in addition to highlighting the factors found to increase the severity of road-curve crashes.

It is noteworthy however that only limited exposure information is gathered in the insurance claim (for example, the characteristics of the curve and or any line markings where the crash occurred), therefore the potential contribution of the type of curve is unknown. In the instance of severe crashes, Police collect such road information however this is not customarily made available to insurers. In addition it is unlikely that the claimant driver will know the curve characteristics, let alone report these to the insurer as part of their crash narrative. Whilst privacy considerations prevented the linkage of driver crash records in the current research, future research could operationalise data linkage and data mine the characteristics of the road curve collected by Police and the insurer which could be used not only to validate the current research findings but to further clarify the nature and mechanisms of the contributors to road curve crashes. In addition, whilst the frequency count of the identified contributors suggests their importance in curve-related crashes, analyses could augment data mining by using statistical techniques like odds ratios to elucidate the magnitude of the influential variables.

Further, approximately half of crash-related claims were removed prior to analyses as the veracity of the data could not be established. Whilst as researchers we acknowledge that narratives may not be collected, stored nor maintained by insurance companies for research purposes, however we suggest that insurers may need to improve their quality control measures to assist in crash-related research which may ultimately guide insurer policy and practices. Future research should source larger data files from other insurance providers in
Queensland and Australia to further inform our understanding of contributors to road curve crashes. The crash cost is a composite measure and therefore the cost incurred by any individual involved in a multiple vehicle crash is unable to be determined. As noted earlier, these costs also do not consider expenses incurred through medical treatment or lost earning(s) potential of injured individual(s). In addition, narrative crash descriptions are provided by the insured claimant, therefore self-presentation biases may be evident in their representation of the crash circumstances. In particular, claimants may minimise – or may not even report – their behaviour(s) which may have contributed to the crash, such as driver fatigue, alcohol consumption, and speeding. In addition, a further potential bias is that the crash-involved driver may be likely to tell a story to their insurer that maximises the likelihood that they will have their claim approved. However such reporting is not as constraining as reports to Police (with potential consequences such as incarceration). It is noteworthy also that the actual role of the attribute (such as ‘tree’ or ‘ditch’) is unclear in the analyses. That is, whether the attribute was actively involved in the crash, for example did the driver lose control of the vehicle and collide with the tree, or whether the attribute was simply involved as the end point of the crash, for example the driver and their vehicle came to rest in a ditch. Whilst the role of the attribute will also be of interest for intervention, the fact that the attribute was identified as an attribute in a curve-related crash – and that some attributes actively increased the severity of the crash (as indicated by crash cost) – suggests that broad interventions be developed which recognise their role in curve-related crashes (for example, where possible removal of trees in the vicinity of road curves, particularly if a high volume of crashes are identified, may correspond to a reduction in crash severity). Interestingly the crash type (e.g., rear-end) did not emerge as a significant variable. Future research targeting specific crash types may select these crashes only, identifying influential variables which can be validated by comparing the emergent list with variables identified through data mining all other crash types.

Moreover, no or limited crash information is available for fatal crashes, and arguably injury and fatality crashes are of most interest to road safety researchers, licensing authorities and insurers alike. Data linkage between police, the fatally-injured insured driver, and narratives provided by any witnesses could also enhance our understanding of curve-related crashes. Using past crash data to determine crash severity requires continual re-evaluation of contributing factors as new vehicle technology, enhanced curve engineering and targeted countermeasures are developed and implemented. The rough set analysis produced multiple rules for each crash severity, similar to findings of other data mining research (e.g., Wong...
and Chung, 2007); however validation facilitated the ranking of these rules by support counts.

It is also noteworthy that generally in Australia, crashes are categorised as fatal, hospitalisation, medical treatment, minor injury, and property damage only. Whilst arguably fatal crashes ‘cost’ the most (particularly when the costs of emergency services personnel and lost wages are considered), it is important to note that it is not unheard of for a driver to emerge relatively unscathed from a crash in which their vehicle is written off (and therefore there is a high cost for the Insurer). Conversely, serious injuries can be incurred in crashes which result in very little vehicle damage (and therefore low cost to the Insurer). Thus the relationship between crash severity and crash cost, for the Insurer, is not necessarily linear. Future research projects may wish to apply data mining to narratives only for crashes in which the driver and/or other vehicle occupants reportedly was injured (of course notwithstanding that the fatally-injured driver would be unable to contribute a narrative), the comparison of which to non-injury curve-related crashes potentially allowing identification of factors associated with curve-related crashes considered more serious.

A wealth of potential future research emerges from the current research. The research explored the narrative crash claims of one insurer in Queensland only, and the findings could be further strengthened by sourcing additional claim information from other insurers. There is however no reason to suspect that the circumstances of the road-curve crash claimed through this insurer are unique. The curve characteristics could be examined for each claim, particularly as insurers frequently require the claimant to provide the address of the incident. Curves at crash locations could be assessed for features such as sharpness and elevation. This would allow consideration of the influence of curve characteristics, and potential interrelationships with other identified contributing factors. Research could also focus on individual curves or curve type(s) which have an extraordinarily high volume of crashes. Specific details regarding the identified keywords could be further examined to determine the nature of their contribution to curve crash severity and the development of countermeasures; for example, identifying persistent trends in the location drivers ‘lost traction’ in the curve may result in improved road design. Text data mining techniques could be applied to insurance claims for other crash types, such as at roundabouts and in identified black-spots in which a high number of crashes occurred within a comparatively short period of time. In addition, techniques such as multinomial or ordered models used in conjunction with text data mining may produce more robust contributions to improving road-curve safety.

5. Conclusions
The application of existing and robust text mining techniques to the claim narratives of 3,434 road-curve crashes in Queensland of one major insurer has revealed heretofore undiscovered contributing factors to crash severity of considerable importance to road engineers, road safety researchers, and policy-makers alike (e.g., phone, oversteer). To our knowledge, this is the first time that Rough set theory has been used to mine crash data. It is unlikely the new factors identified by our text mining approach could have been identified using traditional statistical tools. Importantly, the relationship between these factors and crash severity as indicated by cost of the claim was also investigated. The research approach proved to be valuable for the purpose of discovering both knowledge and relationships from a road crash database, and the results have great potential in assisting the understanding of safety issues related specifically to road curves when used in conjunction with other traditional forms of crash data analysis. Further, the techniques could be applied within other safety domains and may reveal heretofore unrealised contributors to incidents and accidents.

A number of limitations were associated with the data, including a lack of information regarding the curve at the site of the crash and possible self-presentation biases by the claimant, and a wealth of future research including improved quality of and linkage between data sources is suggested by the research findings and application of the unique methodology.
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Annexe 1

Rough sets are particularly suitable for handling uncertainty in data which may be caused by missing or noisy data or due to ambiguity in the semantics of data. When handling such data, rough sets produce an inexact or "rough" classification. The concept of approximation space provides the boundaries for classifying objects. Rough sets use two concepts known as Upper Approximation Space and Lower Approximation Space. The lower approximation of a concept (or class) consists of all objects that definitely belong to that concept and the upper approximation consists of all objects that possibly belong to the concept in question. The objects that fall between the upper and lower approximation spaces (which is also called the boundary region) are in the area of uncertainty or rough classification. Rough sets have been widely used in several application domains (Pawlak, 1992, Slowinski, 1992; Slowinski and Stefanowski, 1993) for rule generation, attribute reduction and prediction. A distinctive feature of rough sets is that it is known to be very effective in identifying features of data that are important for predictive accuracy, as well as dealing with noise/missing data (which is a known characteristic for most real-world data).

A.1 Rough Sets Terminology

We use terminology and notation that is consistent with the seminal literature in rough sets (Pawlack, 1992, Komorowski et al., 1998; Skowron and Rauszer, 1992).

A.1.1 Information System (IS). A data set in rough sets is represented as a table called Information System (IS), where each row is an object and each column is an attribute. The attributes are typically divided into condition attributes (the determinant attributes used to make the predictions), and the decision attributes (the attributes that need to be predicted). Each object of the Universe has attributes and attribute values associated with it. The attributes remain the same for all objects but the attribute values may differ.

A.1.2. Indiscernibility Relation. Any two objects in an IS are said to be ‘indiscernible’ if, for a given set of attributes, they have the same values. That is, the objects are not distinguishable on the basis of the values in the attributes under consideration. Thus, objects 1 and 5 are indiscernible with respect to the attribute set \{a, b, c\} and belong to one equivalence class. The set of all equivalence classes is termed as the indiscernibility relation.

A.1.3. Dispensability. For a given IS, an attribute \( a \) is said to be dispensable or superfluous if, after removal of that attribute, we are still able to get the same set of equivalence classes (i.e. indiscernibility relation) without the attribute under consideration. Thus, the particular attribute under consideration is not essential for determining the relationship between the
condition and decision attributes, and those attributes are said to be dispensable or superfluous.

**A.1.4. Approximation Space.** This is a central concept in the rough set model and is the basis for its ability to deal with vagueness and uncertainty. The concept of approximation space provides the boundaries for classifying objects. The lower approximation comprises those objects that can be classified with certainty as elements that fall within a set of attributes under consideration. Correspondingly, the upper approximation comprises those objects that can be classified as possibly being elements of the sub-set of attributes under consideration (i.e. they can neither be accepted nor rejected with certainty). An object is a strong member if it is part of the lower approximation and a weak member if it is part of the boundary region.

**A.1.5. Reduct.** A reduct of is a minimal subset of attributes such that all attributes in the reduct are indispensable. Thus, if one attribute is removed from this subset, it will change the equivalence classes and the indiscernibility relations between the attributes being studied and/or considered. Therefore, the reduct of a set of attributes contains only non-superfluous attributes and further maintains the indiscernibility relation between the original attribute subset and itself (i.e. the reduct). There can be several reducts for a given subset B. While it is relatively simple to compute a single reduct, the general solution for finding all reducts is NP-complex.

**A.1.6 Core.** The core is a set of attributes that is common to all the reducts of an IS and can be computed in a straightforward manner using a tabular representation concept developed by Skowron and Rauszer (1992) known as the Discernibility Matrix. Both the core and the reducts in an information system can be computed relative to a given set of attributes.

**A.1.7 Degree of Dependency.** Rough Sets also provides mathematical constructs to measure the degree of dependency between two sets of attributes, like the condition and decision attributes. The degree of dependency is represented as a value between [0, 1], and the higher the value of k, the greater is the dependency between the two sets of attributes.

**A.1.8 Significance of Attributes.** The significance of an individual attribute $a$ is computed using the degree of dependency. By measuring the change in the degree of dependency between the condition and decision attributes, through the inclusion and removal of the attribute whose significance is being measured, it is possible to determine the importance or significance of that particular attribute.

Figure 1
Summary of crash factors contributing to crashes reported to a Queensland, Australia, insurance company between 1 January 2003 and 31 December 2005.
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### Table 1

Accuracy measurement validation of rules

<table>
<thead>
<tr>
<th>Severity</th>
<th>No. of objects</th>
<th>Accuracy</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low</td>
<td>933</td>
<td>0.601</td>
<td>0.546</td>
</tr>
<tr>
<td>Low</td>
<td>1634</td>
<td>0.674</td>
<td>0.558</td>
</tr>
<tr>
<td>Medium</td>
<td>153</td>
<td>0.437</td>
<td>0.474</td>
</tr>
<tr>
<td>High</td>
<td>25</td>
<td>0.286</td>
<td>0.280</td>
</tr>
<tr>
<td>Very high</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Total number of objects: 2747

Total accuracy: 0.636

Total coverage: 0.545
### Table 2

*Summary of crash severity and contributors in curve-related road crashes, Queensland, Australia, 1 January 2003 – 31 December 2005*

<table>
<thead>
<tr>
<th>Crash severity</th>
<th>Driver Age</th>
<th>Driver Gender</th>
<th>Alcohol Involved</th>
<th>Time of Day</th>
<th>Vehicle Age</th>
<th>Rollover Hit</th>
<th>Hit Object</th>
<th>Collision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest (&lt;$2,500)</td>
<td>30-59 Female</td>
<td>No</td>
<td>0600-1200</td>
<td>1-15 years</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Low ($2,500.00 – $16762.46)</td>
<td>26-29, 50-59 Male</td>
<td>No</td>
<td>0600-1200</td>
<td>1-15 years</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Medium ($16762.47 – $38606.94)</td>
<td>26-39 Male</td>
<td>No</td>
<td>0900-1200</td>
<td>0-5 years</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>High ($38606.95 – $57076.36)</td>
<td>30-39 Male</td>
<td>Yes</td>
<td>0600-0900</td>
<td>0-5 years</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Highest ($57076.37 – $77216.36)</td>
<td>17-25 Male</td>
<td>Yes</td>
<td>0900-1200</td>
<td>1-15 years</td>
<td>No</td>
<td>Tree</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50-59 Female</td>
<td>No</td>
<td>1200-1600</td>
<td>0-5 years</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>