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ABSTRACT
In recommender systems based on multidimensional data, additional metadata provides algorithms with more information for better understanding the interaction between users and items. However, most of the profiling approaches in neighbourhood-based recommendation approaches for multidimensional data merely split or project the dimensional data and lack the consideration of latent interaction between the dimensions of the data. In this paper, we propose a novel user/item profiling approach for Collaborative Filtering (CF) item recommendation on multidimensional data. We further present incremental profiling method for updating the profiles. For item recommendation, we seek to delve into different types of relations in data to understand the interaction between users and items more fully, and propose three multidimensional CF recommendation approaches for top-N item recommendations based on the proposed user/item profiles. The proposed multidimensional CF approaches are capable of incorporating not only localized relations of user-user and/or item-item neighbourhoods but also latent interaction between all dimensions of the data. Experimental results show significant improvements in terms of recommendation accuracy.
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General Terms
Algorithms, Performance, Experimentation.
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1. INTRODUCTION
In recent years, the development of Web 2.0 techniques and various smart devices have created new opportunities for recommender systems, by revealing more information additional to user-item transactions. For example, Social Tagging Systems (STS) encourage users to employ user-defined keywords to help manage content in a personalized way. Recommender systems built upon STS [23] utilize social tagging to improve recommendation mechanisms. Context-Aware Recommender Systems (CARS) [3, 10] incorporate context information (e.g. time, location, weather, etc.) into recommendation models to predict new relations more accurately. Tags and contextual information can be treated as additional dimensions to user-item matrix. Thus, the data used by these recommender systems share the property that each user-item transaction involves multiple entities other than merely a user and an item.

The top-N item recommendation task for multidimensional data has been tackled in many different ways. For the neighbourhood-based Collaborative Filtering (CF) approaches, researchers have presented various ways to utilize multidimensional data in user/item profiling and in neighbourhood formation through explicit conversion of dimensions [15, 16, 23]. For example, Liang proposed to construct user profiles by using tags so as to utilize the multiple relationships among users, items and tags for extracting the semantic meaning of each tag for users [15]. However, these approaches mostly work in ad hoc ways which leads to that they cannot be directly applied to data with more dimensions. On the other hand, they cannot take into account the latent relations in data through merely explicit relations from neighbourhood. Differently, some recent Tensor Factorization (TF) based models [10, 17, 21] model multidimensional data as tensors (i.e. multidimensional arrays) and are able to discover holistic latent relationships in data. However, pure TF-based recommendation models lack the ability to utilize localized relationships which are often the privilege of neighbourhood-based CF approaches. Furthermore, the increase of the dimensionality of data can cause serious efficiency problem for the factorization process, which largely restrict the application in practice.

Despite various recommendation models have been proposed in the categories of neighbourhood-based approaches and factorization models, they essentially only deal with parts of relations existing in data. Neighbourhood-based approaches work with user-user or item-item neighbourhood relations, while TF utilizes the global latent interaction between different dimensions. There has not been any research which incorporates all these different types of relations simultaneously in multidimensional data for making recommendations.

In this paper, we propose to profile users and items through conducting dimensionality reduction on multidimensional data. Based on that, incremental profiling approaches for new users and items are introduced. We further present three novel Multidimensional Collaborative Filtering approaches for top-N item recommendation using multidimensional data. Three different levels of structures of data can be captured and utilized simultaneously by the proposed recommendation approaches. Our profiling approach first transforms data to model user and item profiles by means of observing data from the user and item dimensions respectively. Then, dimensionality reduction is conducted on transformed data for removing noises and revealing implicit relations between all dimensions. Finally, the proposed CF
approaches capture the refined localized user-user and/or item-item relations and also global latent relations between all dimensions, to generate item recommendations.

The contributions of our work are as follows:

- We propose a generic multidimensional profiling method which models users and items based on holistic relations in the entire data. It is directly generalizable to profiling for entities other than users and items, and is extendable to N-dimensional data.
- We present two incremental profiling approaches for the proposed profiling method. This avoids costly recomputation when new data comes to the system.
- We propose three multidimensional CF recommendation approaches which take advantages of not only the localized neighbourhood relations of users/items, but also holistic latent relations between all dimensions. This enables the recommendation algorithm to understand data more completely than pure TF-based CF models.

We have conducted extensive experiments to validate the effectiveness of the proposed multidimensional profiling method in top-N item recommendation task. The experimental results show that our approaches substantially improve the quality of top-N item recommendations in terms of precisions/recalls/F1 scores.

The rest of this paper is organized as follows: Section 2 summarizes the related work. In Section 3 we propose a multidimensional profiling approach for representing users and items with incremental profiling methods. Based on that, we integrate the proposed profiling method into neighbourhood-based CF approaches. Experimental results are given in Section 4, which shows superior performance of the proposed recommendation models. Finally, Section 5 concludes this paper.

2. RELATED WORK

Traditionally, most of the CF recommender systems are categorized into two families: neighbourhood-based approaches and latent factor models [2]. The neighbourhood-based CF recommender systems are usually based on nearest neighbourhood relations. Examples include user-based and item-based CF [7]. The latent factor models [13, 21] have received much attention due to its competitive performance in Netflix competition. The entities of data in these traditional CF recommender systems often include only users and items. This kind of data and the recommender systems are 2-dimensional, since each user-item transaction is only associated with two entities: user and item.

The development of information systems working with multidimensional data, such as social tagging systems and context-aware systems, have promoted the recommendation systems to incorporate data with more dimensions. Different categories of recommendation approaches have been proposed for multidimensional data scenario in recent years. Marinho et al. discussed how conventional CF can be applied for computing recommendations in multidimensional data environments through dimension projection [16]. They referred to this type of recommendation approaches as projection-based CF. The approaches which fall into this type usually project data between different dimensions in order to reduce the data spaces and predict new user-item relations. Tso-Sutter et al. proposed to extend the typical user-item matrix with tags which are taken as pseudo users and pseudo items [23]. Liang et al. proposed to construct tag-based user profiles using the multiple relationships among users, items and tags to find the semantic meaning of each tag for each user individually [15]. Tagommenders [19] predicts users’ preferences for items based on their inferred preferences for tags. They proposed to combine tag preference inference algorithms with tag-aware recommenders and showed empirically that their approach outperforms classic CF algorithms. Although at least three dimensions of data are considered in these approaches, they are not directly generalizable to more dimensions of information. Besides, most of these approaches do not have the ability to incorporate latent multidimensional relations in data for recommendation making. These disadvantages limit their recommendation capacity.

Differently, latent factor models enjoy the ability to discover latent relationships from a holistic perspective. For this category of CF models, a newly emerging stream of methods focusing on multidimensional data is tensor factorization. TF-based recommendation approaches usually project data between different layers of relations for making item recommendations. Furthermore, in real-world implementations, some other drawbacks like low computing efficiency, curse of dimensionality or lengthy training time may become severe problems as the size and dimensions of the data are large, while neighbourhood-based CF usually perform much better when these concerns matter a lot.

As aforementioned, the extraction and utilization of global latent relations and explicit user’s/item’s localized relations are the cores of most CF approaches to provide quality recommendations. However, no research has been done to incorporate all these three layers of relations for making item recommendations. Furthermore, no previous work has proposed a generalizable multidimensional method for user/item profiling and neighbourhood formation. We believe that a novel CF approach effectively utilizing multidimensional latent relations and localized explicit relations possesses an all-sided view of data relations and thus has the ability to provide recommendation of high accuracy, while still enjoy the desirable efficiency in practice. This is the focus of this paper.

3. MULTIDIMENSIONAL COLLABORATIVE FILTERING

In this paper, for the sake of simplicity, we will describe the proposed approaches with three dimensions: users, items and tags, as in the context of STS. In fact, tags can be replaced with other entities such as item features or categories. The profiling and recommendation approaches proposed in this section can be
generalized to data with more dimensions. We define $U$, $I$ and $T$ as disjoint non-empty finite sets, whose elements are users, items and tags, respectively. In this way, the data is 3-dimensional.

### 3.1 Multidimensional User/Item Profiling

In this section, we propose a multidimensional profiling approach for users and items. In our approach, the 3-dimensional user-item-tag data is represented as a 3-order tensor $\mathcal{A} \in \mathbb{R}^{[U] \times [I] \times [T]}$, in which a tensor element is represented by a 3-tuple $(u, i, t)$. In the simplest case, the value of $(u, i, t)$ is defined as:

$$e_{u, i, t} = \begin{cases} 1, & \text{if the transaction } (u, i, t) \text{ exists} \\ 0, & \text{otherwise} \end{cases}$$

For social tagging, a transaction or tag assignment $(u, i, t)$ exists if user $u$ collected item $i$ with tag $t$.

Generally, users' item preferences are represented by users' explicit ratings or implicit ratings. In the context of this paper, the item preference of a user $u$ to an item $i$, denoted as $r_{u,i}$, is defined as $r_{u,i} = 1$ if $u$ collected $i$ with at least one tag, otherwise $r_{u,i} = 0$ indicating that the user’s preference to this item is unknown.

Matricization, also known as unfolding or flattening, is the process of reordering the elements of an $N$-order tensor into a matrix [1, 12]. Some decomposition techniques apply matricization to tensors for extracting and explaining data properties in order to understand the data structure. Illustration of a matricization operation for a 3-order tensor $\mathcal{A} \in \mathbb{R}^{[U] \times [I] \times [T]}$ is given in Figure 1. The three modes/dimensions of the tensor $\mathcal{A}$ are users ($U$), items ($I$) and tags ($T$). Figure 1 shows the $U$-mode unfolding of the tensor $\mathcal{A}$, denoted as $\mathcal{A}_{(U)} \in \mathbb{R}^{[U] \times [I]\times [T]}$.

![Figure 1. Matricization of a 3-order tensor](image)

Formally, in the mode-$U$ matricization of an $N$-order tensor $\mathcal{A} \in \mathbb{R}^{[U] \times [I] \times [T]}$, a tensor element $(i_1, i_2, i_3)$ maps to a matrix element $(i_u, j) [12]$, where

$$j = 1 + \sum_{k=1}^{n} l_k - J_k$$

and $J_k = \prod_{m=1}^{k-1} l_m$.

Inspired by the tensor matricization, we propose to represent users and items by matricizing the tensor $\mathcal{A} \in \mathbb{R}^{[U] \times [I] \times [T]}$ by $U$-mode and by $I$-mode. In this way, users are represented by vectors instead of matrices in which each user $u$ is represented by a binary vector $\bar{u}^U$. Each element $u_{u}^{k}$ in $\bar{u}^U$ corresponds to an item-tag pair $(i, t)$, and $u_{u}^{k} = 1$ if $e_{u_i,t} = 1$, otherwise $u_{u}^{k} = 0$. Items’ representations are similarly formed. The outcomes of the two matricization operations are two matrices: a matrix $\mathcal{A}_{(U)} \in \mathbb{R}^{[U] \times [I]\times [T]}$ with $U$ mapped to row vectors and a matrix $\mathcal{A}_{(I)} \in \mathbb{R}^{[I] \times [U]\times [T]}$ with $I$ mapped to row vectors. Hence, $\mathcal{A}_{(U)}$ can be represented as a vector $\langle \bar{u}_1^U, \bar{u}_2^U, ..., \bar{u}_U^U \rangle$ and $\mathcal{A}_{(I)}$ can be represented as a vector $\langle \bar{i}_1^I, \bar{i}_2^I, ..., \bar{i}_I^I \rangle$.

Vector $\bar{u}^U$ and $\bar{i}^I$ which represent a user and an item respectively are the following vectors:

$$\bar{u}^U = \langle e_{u,1, t_1}, e_{u,1, t_2}, ..., e_{u,1, t_T} \rangle$$

$$\bar{i}^I = \langle e_{i,1, t_1}, e_{i,1, t_2}, ..., e_{i,1, t_T} \rangle$$

Compared to the tag-aware CF fusion model [23], the user and item profiles created by the matricization of tensors can essentially preserve the multidimensional semantic relations in the data. However, this also brings up new problems. First, matricization of tensors may lead to misinterpretation if the data are noisy [1]. Also, since usually the number of items and tags are quite large, tensor matricization could deteriorate the efficiency of neighborhood formation using the $U$-mode and $I$-mode unfolding matrices $\mathcal{A}_{(U)}$ and $\mathcal{A}_{(I)}$ as the profiles of users and items, respectively. In order to solve these problems, we propose to conduct SVD on $\mathcal{A}_{(U)}$ and $\mathcal{A}_{(I)}$ to discover the latent factors and to reduce the representation spaces.

We apply SVD on the matrix $\mathcal{A}_{(U)}$ and matrix $\mathcal{A}_{(I)}$ separately in the same way. Taking $\mathcal{A}_{(U)}$ as an example, through factorizing the matrix $\mathcal{A}_{(U)}$ via the SVD process, latent factors can be extracted and $\mathcal{A}_{(U)}$ can be represented as:

$$\mathcal{A}_{(U)} = \mathcal{U}_{(U)} \succeq \mathcal{V}_{(U)} \mathcal{F}_{(U)}$$

(2)

By preserving a certain amount of information in the data, i.e., specifying the number of factors to be retained, $k_{u} \leq |U|$, we can project the representations of users from the vector space $\mathbb{R}^{k_u}$ onto the latent factor space $\mathbb{R}^{k_u}$, so as to reduce the dimensions of user profile representations. The space projection operation is fulfilled by the following equation:

$$\mathcal{U}_{(U)} \succeq \mathcal{F}_{(U)} = \mathcal{U}_{(U)} \succeq \mathcal{S}_{(U)} \mathcal{V}_{(U)}$$

(3)

where $\mathcal{U}_{(U)} \in \mathbb{R}^{[U] \times k_u}$ and $\mathcal{V}_{(U)} \in \mathbb{R}^{k_u \times [U]}$ represent the truncated matrices of $\mathcal{U}_{(U)}$ and $\mathcal{S}_{(U)}$, respectively, given the number of factors $k_u$. $\mathcal{U}_{(U)} \in \mathbb{R}^{[U] \times k_u}$ is a matrix where each row vector represents a user’s preference measurement in the new latent factor space.

With the reduced user representations, neighborhood formation can proceed efficiently and accurately. We will discuss this later.

Similar procedure can be defined to reduce item representations by applying SVD on the $I$-mode unfolding matrix $\mathcal{A}_{(I)}$ to generate a truncated matrix $\mathcal{F}_{(I)} \in \mathbb{R}^{[I] \times k_i}$ with a given factor number $k_i$.

The extension of the multidimensional profiling approaches proposed in this section to $N$-dimensional data is straightforward. For the mode-$N$ matricization of an $N$-order tensor $\mathcal{A} \in \mathbb{R}^{[U] \times [I] \times \cdots \times [T]}$, a tensor element $(i_1, i_2, \cdots, i_N)$ maps to a matrix.
3.2 Incremental Profiling for Users/Items

In online recommender systems, new users, items and tags are frequently introduced into the systems. Therefore, the tensor \( \mathcal{A} \) which represents the social tagging data needs to be updated regularly. In order to provide accurate recommendations, the profiles of users and items often need to be entirely recalculated from the scratch. However, this is a very resource- and time-consuming task. Incremental updating methods, which avoid the costly recomputation, have been widely used for tackling the updating task of matrix factorization. The SVD can be incrementally updated through a folding-in method [18, 21, 22] and low-rank incremental algorithms [5].

3.2.1 Profiling based on Folding-In

When the update size is small, we can use the folding-in method to profile for new users/items without affecting the existing ones. In the following, based on the folding-in method [18, 21, 22], we propose a method to incrementally create profiles for new users/items introduced to the system. We take profiling for new users for example. An analogous method can be given for profiling new items.

Assuming the numbers of items and tags are unchanged, we denote the whole new tensor with new users newly added as \( \mathcal{A}_{\text{new}}^{\text{update}} \), where \( \mathcal{A}_{\text{old}} \) is the old tensor, \( \mathcal{A}_{\text{update}} \) is the appended part corresponding to the new users, and \( h \ll |U| \). We denote the profiles of the new users as \( \mathcal{U}_{h \times k_u}^{\text{update}} \). Based on the folding-in method, we propose the follow equation to compute \( \mathcal{U}_{h \times k_u}^{\text{update}} \):

\[
\mathcal{U}_{h \times k_u}^{\text{update}} = (\mathcal{A}_{\text{update}})^{\top} \cdot \mathcal{V}_{k_u \times |I| \times |k_u|}
\]

Notice that in this equation we reused the truncated component matrix \( \mathcal{V}_{k_u \times |I| \times |k_u|} \).

Proof. Assume \( h \ll |U| \), then we have:

\[
(\mathcal{A}_{\text{new}}^{\text{update}})^{\top} (\mathcal{A}_{\text{old}})^{\top} \approx (\mathcal{A}_{\text{update}})^{\top} \cdot \mathcal{V}_{k_u \times |I| \times |k_u|}
\]

or

\[
\mathcal{U}_{h \times k_u}^{\text{update}} = \mathcal{U}_{h \times k_u}^{\text{old}} \cdot \mathcal{V}_{k_u \times |I| \times |k_u|}
\]

3.2.2 Profiling based on Incremental SVD

3.3 Multidimensional Neighbourhood-based Collaborative Filtering
Finally, for each target user, based on the item preferences of this user’s neighbour users, compute a preference prediction for each new item and then produce a ranked list of top-N item recommendation. The preference prediction $p^\text{MCFF}_{u,i}$ to a new item $i$ for a target user $u$ is given as:

$$p^\text{MCFF}_{u,i} = \sum_{u'\in N_u} \left( r_{u,i} \cdot \text{sim}(u, u') \right)$$

(5)

where $N_u$ are the neighbour users of target user $u$. $I_v$ is the set of items collected by user $v$. $r_{u,i}$ which is user $v$’s item preference for item $i$ is defined in Section 3.1.

Likewise, item-based CF with multidimensional item profiling can be formulated similarly:

$$p^\text{MCIF}_{i,j} = \sum_{i'\in I_i} \left( r_{i,j} \cdot \text{sim}(i, i') \right)$$

(6)

where $N_i$ are the neighbour items of a collected item $i$ which are new to user $u$. $I_u$ is the set of items collected by user $u$, and $\text{sim}(i,j)$ is the similarity between item $i$ and item $j$.

Thereby, the two multidimensional neighbourhood-based CF approaches are proposed. They are able to use 3-dimensional user-item-tag data to profile users and items more accurately as stated in Section 3.1. In Section 4, we will empirically demonstrate the multidimensional neighbourhood-based CF approaches can show better recommendation performance than their standard counterparts.

### 3.4 Fusing User-based and Item-based CF for Multidimensional Item Recommendation

As an additional dimension of transaction data beyond users and items, tags can be seen as features specific to individual transactions, i.e., they are usually related to users and items at the same time. That is, tags (or additional features of other types) are local information for transactions. In this way, the relations in the multidimensional data seen from the aspects of users or items can be different. For example, a user collects the movie Titanic with the tag “love”; a different user collects the same movie with the tag “disaster”. This indicates a recommendation model which can appropriately utilize localized neighbourhood relations from both user and item perspectives may lead to improvement of recommendation quality, which forms the basis of some previous works [4, 14, 23, 24].

In the previous section, two neighbourhood-based CF approaches with multidimensional user and item profiling have been proposed. A CF fusion approach can be used to unify the power of user neighbourhoods and item neighbourhoods together for recommendation. In this section, we propose a Multidimensional CF Fusion (MCFF) approach which fuses the two neighbourhood relations in a way similar to the tag-aware CF fusion model [23].

CF fusion for the top-N item recommendation task is done by combining the predictions of user-based and item-based CF approaches. In order to compare our MCFF approach with the tag-aware CF fusion model, following the tag-aware CF fusion model, the predictions of user-based CF part and item-based CF part in our fusion approach are computed differently. For the predicting item problem in user-based CF part, recommendations are a list of items that is ranked by decreasing frequency of occurrence in the ratings of his/her neighbours. The following equation gives the preference prediction of user $u$ for an unused item $i$ by the user-based CF part in the fusion model:

$$p^\text{MCFF}_{u,i} = \frac{\sum_{u\in N_u} \text{sim}(u, i) \cdot p^\text{MCIF}_{i,j}}{|N_u|}$$

(7)

where $N_u$ are the neighbour users of target user $u$, and $I_v$ is the set of items used by a neighbour user $v$.

For the item-based CF part, the top-N item recommendation is to compute a list of items that is ranked by decreasing sum of the similarities of neighbouring items, which have been used by user $u$. This preference prediction of the item-based CF part is given by Equation (6).

Since the preference predictions computed by user-based CF and item-based CF come from different computation methods, they have different scales of values. A normalization process of the preference predictions is needed to unify the recommendations from the two neighbourhood-based CF parts, which produces the final preference prediction used for top-N item recommendation ranking:

$$p^\text{MCFF}_{u,i} = \lambda \cdot \frac{p^\text{MCIF}_{i,j}}{\sum_{i'\in I_i} p^\text{MCIF}_{i,j}} + (1 - \lambda) \cdot \frac{p^\text{MCIF}_{i,j}}{\sum_{i'\in I_i} p^\text{MCIF}_{i,j}}$$

(8)

where $0 \leq \lambda \leq 1$, $\hat{I}_u$ is the set of new items to be recommended to target user $u$. Note the neighbourhood sizes of users and items are defined by the same parameter $k$.

The proposed MCFF approach for multidimensional data can reasonably enhance the recommendation performance, since this approach is able to not only efficiently utilize the multidimensional semantic relations, but also bring out the recommendation power of the localized neighbourhood relations of both users and items. In addition, the application of dimensionality reduction to the unfolded matrices can dramatically reduce the dimension problem while preserving the multidimensional interaction. In fact, our empirical analysis has shown that the proposed MCFF approach provides very promising performance.

### 4. EVALUATION

In this section, we present empirical analysis based on real data collected from Bibsonomy and Delicious. Experimental results show the high effectiveness of the proposed multidimensional user/item profiling approach for making recommendations. Specially, the evaluation results of MCFF approach show significantly superior performances compared to other state-of-the-art CF approaches for multidimensional data.

#### 4.1 Datasets

We conducted experiments using datasets from Bibsonomy [11] and Delicious [25]. The Bibsonomy dataset was collected on 30 April 2007. The Delicious dataset was collected on January 2004. Following the evaluation of TF approach [21] for making recommendation in STS to make the datasets less sparse, the notion of $p$-core [9] was applied to the datasets. The $p$-core of level $k$ means that each user, tag, and item has/occurs in at least $k$ posts. Following the evaluation of the TF approach, we use $k = 5$ for both of the datasets. The original Delicious dataset contains 2419 users, 30838 items and 10926 tags. With $k = 5$, the Delicious dataset contains 216 users, 337 items, and 247 tags. The Bibsonomy dataset we obtained is already applied with $k = 5$ by the dataset provider, Knowledge and Data Engineering Group [11], and it contains 116 users, 361 items and 412 tags.

#### 4.2 Evaluation Settings

##### 4.2.1 Recommendation Models

The following proposed approaches are to be examined in the experiments:
• Multidimensional Item-based CF (MiCF). This is the item-based CF approach integrated with the multidimensional item profiles.

• Multidimensional User-based CF (MuCF). This is the user-based CF approach integrated with the multidimensional user profiles.

• Multidimensional CF Fusion (MCFF). This is the proposed multidimensional CF fusion approach.

In order to compare our proposed approaches against state-of-the-art recommendation algorithms as well as conventional neighbourhood-based CF approaches, we have adopted the following models as the baseline models:

• Item-based CF (iCF). This is the item-based CF approach [6]. It is actually a 2-dimensional recommendation method with the implicit rating data as input.

• User-based CF (uCF). This is the user-based CF approach [2]. Similar to iCF, it is also a 2-dimensional recommendation method with the implicit rating data as input.

• Tag-aware CF Fusion (tCF). This is a CF fusion model which uses tags as pseudo users in item-based CF and as pseudo items in user-based CF, to extend the profiling ability of the two approaches [23].

• Tensor Factorization based CF (TF). Symeonidis et al. proposed a tensor factorization based recommender framework which uses HOSVD for factorizing 3-order user-item-tag tensors [21]. They use kernel-SVD in the process to further improve the recommendation accuracy of the reconstructed tensors. Item recommendations are generated directly based on reconstructed tensors.

4.2.2 Evaluation Metrics

To evaluate the performance of top-N item recommendation, we adopt precision, recall and F1 score as the evaluation metrics [8]. We conducted a 5-fold cross validation. For each run, we randomly choose 75% observed data of each user to form the training set, and the remaining 25% are used as testing data for evaluation.

4.2.3 Algorithms’ Settings

Following are the specific settings used in the algorithms to be evaluated for the datasets.

• iCF. We have varied the parameter for the item neighbourhood size from 10 to 300 with a step size of 5 for the two datasets. For the Bibsonomy dataset, the best result was achieved when the item neighbourhood size equals to 100. For the Delicious dataset, the best result was achieved when the neighbourhood size equals to 40.

• uCF. For the Bibsonomy dataset, we have varied the parameter for the user neighbourhood size from 10 to 100 with a step size of 5, and the best result was achieved when the neighbourhood size equals to 30. For the Delicious dataset, we have varied the parameter for the neighbourhood size from 10 to 200 with a step size of 5, and the best result was achieved when the neighbourhood size equals to 30.

• TF. We follow the approach in [21] to determine the three dimensional parameters of core tensors. For the Bibsonomy dataset, we found when the three parameters were set as 96, 60 and 274 this model achieved its best results. For the Delicious dataset, we found when the three parameters were set as 61, 96 and 211 this model achieved its optimal results.

• tCF. For both of the two datasets, we have varied the parameter from 0 to 1 by an interval of 0.1 and the neighbourhood parameter from 10 to 300 by an interval of 5. For the Bibsonomy dataset, we have found the best parameter to be 0.8 and for the Delicious dataset, we have found the best parameter to be 0.7 and k to be 70.

Following are the settings for the three proposed models:

• MiCF. For the Bibsonomy dataset, we found the best model achieved its best results. For the Delicious dataset, we have found the best parameter to be 0.7 and k to be 30.

4.3 Experiment Results and Discussion

In this section, we present the detailed experiment results and discuss the performance of the recommendation models in terms of precision, recall and F1 score as the evaluation metrics.

4.3.1 Multidimensional Models

In this section, we compare the proposed multidimensional CF fusion model MCFF with two state-of-the-art multidimensional CF models: TF and tCF. Specially, in Table 1 and Table 2, we give the precisions and recalls of the three recommenders for the Bibsonomy dataset respectively. Table 3 and Table 4 show the precisions and recalls of them for the Delicious dataset.

For each top-N value in Table 1 to Table 4, largest values in each row are made bold to be more visible. The improvement of MCFF against the larger one out of TF and tCF is given in the last column for each line.

Table 1. Precisions of the three recommendation models for Bibsonomy dataset

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.37931</td>
<td>0.112068</td>
<td>0.189655</td>
<td>37%</td>
</tr>
<tr>
<td>2</td>
<td>0.33620</td>
<td>0.116379</td>
<td>0.176724</td>
<td>32%</td>
</tr>
<tr>
<td>3</td>
<td>0.123563</td>
<td>0.120689</td>
<td>0.186781</td>
<td>51%</td>
</tr>
<tr>
<td>4</td>
<td>0.107758</td>
<td>0.120689</td>
<td>0.176724</td>
<td>46%</td>
</tr>
<tr>
<td>5</td>
<td>0.106897</td>
<td>0.115517</td>
<td>0.158621</td>
<td>37%</td>
</tr>
<tr>
<td>6</td>
<td>0.097701</td>
<td>0.107758</td>
<td>0.143678</td>
<td>33%</td>
</tr>
<tr>
<td>7</td>
<td>0.093596</td>
<td>0.102216</td>
<td>0.139162</td>
<td>36%</td>
</tr>
<tr>
<td>8</td>
<td>0.089439</td>
<td>0.092672</td>
<td>0.127155</td>
<td>37%</td>
</tr>
<tr>
<td>9</td>
<td>0.083333</td>
<td>0.089080</td>
<td>0.118773</td>
<td>33%</td>
</tr>
<tr>
<td>10</td>
<td>0.079310</td>
<td>0.082758</td>
<td>0.109482</td>
<td>32%</td>
</tr>
</tbody>
</table>
F models and items in the data through the dimensionality reduction applied integrates them with holistic implicit relations among users, tags compared to the other two approaches, the MCFF model makes use dimension all of these three models utilize the relations between the three proposed approach MCFF shows significantly superior

As shown in Table 1 to Table 4, basically for all top-N values (e.g., 1, 2, 3), TF shows better precisions than tCFF. This is because as enough tags are provided in the data, TF can show better top recommendations than tCFF, due to TF’s ability to utilize the ternary relations among the users, items and tags, while tCFF discards this information.

Compared to Delicious dataset, MCFF shows higher improvement for Bibsonomy dataset. This may come from the fact that there’re relatively more tags than users and items in Bibsonomy dataset, while in Delicious dataset the number of tags is smaller than the number of items. Since for both of the two datasets, we applied p-core of level k with k = 5, this indicates more relations regarding tags can lead to further recommendation improvement of MCFF.

4.3.2 Single Neighbourhood-based CF Models
In this section, in order to evaluate the effectiveness of the proposed multidimensional profiling approach, we compare the two proposed multidimensional neighbourhood-based CF models MuCF and MiCF, with their corresponding neighbourhood-based CF approaches, uCF and iCF. Specifically, in Table 5 and Table 6, we give the precisions and recalls of the recommenders for the Bibsonomy dataset. Table 7 and Table 8 present the precisions and recalls for the Delicious dataset.

As shown in Table 1 to Table 4, basically for all top-N values, the proposed approach MCFF shows significantly superior recommendation performance compared to TF and tCFF. Although all of these three models utilize the relations between the three dimensions (users, items and tags) in the data in their own ways, compared to the other two approaches, the MCFF model makes use of not only the relationships between the three entities, but also the power of neighbourhoods. In comparison to TF, MCFF can unify the local relationships that are discovered by user-based and item-based neighbourhoods, which the TF model is incapable of. Compared to tCFF, MCFF not only better preserves the multidimensional semantic relations in the data, which means the user and item neighbourhood formation are more accurate, but also integrates them with holistic implicit relations among users, tags and items in the data through the dimensionality reduction applied on the entire data. In MCFF, different types of relations in the data can compensate each other. It is the unification of not only both user-based and item-based neighbourhoods but also holistic latent relations that leads the proposed model MCFF to the best recommendation performance. In addition, in Table 1, we can also observe that for some high top-N values (e.g., 1, 2, 3), TF shows better precisions than tCFF. This is because as enough tags are provided in the data, TF can show better top recommendations than tCFF, due to TF’s ability to utilize the ternary relations among the users, items and tags, while tCFF discards this information.

Compared to Delicious dataset, MCFF shows higher improvement for Bibsonomy dataset. This may come from the fact that there’re relatively more tags than users and items in Bibsonomy dataset, while in Delicious dataset the number of tags is smaller than the number of items. Since for both of the two datasets, we applied p-core of level k with k = 5, this indicates more relations regarding tags can lead to further recommendation improvement of MCFF.

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCFF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.029386</td>
<td>0.026598</td>
<td>0.043586</td>
<td>48%</td>
</tr>
<tr>
<td>2</td>
<td>0.057867</td>
<td>0.055901</td>
<td>0.078361</td>
<td>35%</td>
</tr>
<tr>
<td>3</td>
<td>0.078496</td>
<td>0.086119</td>
<td>0.127735</td>
<td>48%</td>
</tr>
<tr>
<td>4</td>
<td>0.088341</td>
<td>0.112434</td>
<td>0.150250</td>
<td>34%</td>
</tr>
<tr>
<td>5</td>
<td>0.110382</td>
<td>0.133640</td>
<td>0.171977</td>
<td>29%</td>
</tr>
<tr>
<td>6</td>
<td>0.122768</td>
<td>0.145023</td>
<td>0.181867</td>
<td>25%</td>
</tr>
<tr>
<td>7</td>
<td>0.143122</td>
<td>0.165190</td>
<td>0.202885</td>
<td>23%</td>
</tr>
<tr>
<td>8</td>
<td>0.156869</td>
<td>0.173811</td>
<td>0.211089</td>
<td>21%</td>
</tr>
<tr>
<td>9</td>
<td>0.161842</td>
<td>0.180211</td>
<td>0.222519</td>
<td>23%</td>
</tr>
<tr>
<td>10</td>
<td>0.171433</td>
<td>0.182537</td>
<td>0.225577</td>
<td>24%</td>
</tr>
</tbody>
</table>

Table 3. Precisions of the three recommendation models for Delicious dataset

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCFF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.060185</td>
<td>0.087962</td>
<td>0.064815</td>
<td>-26%</td>
</tr>
<tr>
<td>2</td>
<td>0.055555</td>
<td>0.060185</td>
<td>0.071759</td>
<td>19%</td>
</tr>
<tr>
<td>3</td>
<td>0.049383</td>
<td>0.055556</td>
<td>0.063271</td>
<td>14%</td>
</tr>
<tr>
<td>4</td>
<td>0.046296</td>
<td>0.053240</td>
<td>0.059528</td>
<td>11%</td>
</tr>
<tr>
<td>5</td>
<td>0.054370</td>
<td>0.052778</td>
<td>0.055555</td>
<td>5%</td>
</tr>
<tr>
<td>6</td>
<td>0.043210</td>
<td>0.047839</td>
<td>0.051698</td>
<td>8%</td>
</tr>
<tr>
<td>7</td>
<td>0.041667</td>
<td>0.043650</td>
<td>0.048942</td>
<td>12%</td>
</tr>
<tr>
<td>8</td>
<td>0.039931</td>
<td>0.041667</td>
<td>0.048611</td>
<td>17%</td>
</tr>
<tr>
<td>9</td>
<td>0.039095</td>
<td>0.040637</td>
<td>0.045267</td>
<td>11%</td>
</tr>
<tr>
<td>10</td>
<td>0.036111</td>
<td>0.039351</td>
<td>0.043056</td>
<td>9%</td>
</tr>
</tbody>
</table>

Table 4. Recalls of the three recommendation models for Delicious dataset

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCFF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.019424</td>
<td>0.027160</td>
<td>0.020634</td>
<td>-24%</td>
</tr>
<tr>
<td>2</td>
<td>0.034569</td>
<td>0.038760</td>
<td>0.047653</td>
<td>23%</td>
</tr>
<tr>
<td>3</td>
<td>0.044501</td>
<td>0.052114</td>
<td>0.061341</td>
<td>18%</td>
</tr>
<tr>
<td>4</td>
<td>0.054370</td>
<td>0.066890</td>
<td>0.075687</td>
<td>10%</td>
</tr>
<tr>
<td>5</td>
<td>0.064748</td>
<td>0.082688</td>
<td>0.087268</td>
<td>6%</td>
</tr>
<tr>
<td>6</td>
<td>0.075743</td>
<td>0.088154</td>
<td>0.094109</td>
<td>7%</td>
</tr>
<tr>
<td>7</td>
<td>0.084790</td>
<td>0.094230</td>
<td>0.103740</td>
<td>10%</td>
</tr>
<tr>
<td>8</td>
<td>0.093124</td>
<td>0.102312</td>
<td>0.116838</td>
<td>14%</td>
</tr>
<tr>
<td>9</td>
<td>0.101303</td>
<td>0.110299</td>
<td>0.122129</td>
<td>11%</td>
</tr>
<tr>
<td>10</td>
<td>0.105161</td>
<td>0.119326</td>
<td>0.126539</td>
<td>6%</td>
</tr>
</tbody>
</table>

As shown in Table 1 to Table 4, basically for all top-N values, the proposed approach MCFF shows significantly superior recommendation performance compared to TF and tCFF. Although all of these three models utilize the relations between the three dimensions (users, items and tags) in the data in their own ways, compared to the other two approaches, the MCFF model makes use of not only the relationships between the three entities, but also the power of neighbourhoods. In comparison to TF, MCFF can unify the local relationships that are discovered by user-based and item-based neighbourhoods, which the TF model is incapable of. Compared to tCFF, MCFF not only better preserves the multidimensional semantic relations in the data, which means the user and item neighbourhood formation are more accurate, but also integrates them with holistic implicit relations among users, tags and items in the data through the dimensionality reduction applied on the entire data. In MCFF, different types of relations in the data
The same tensor, the information provided by these two tensors is similar observation was given previously by Desrosiers and than iCF possibility for uCF to obtain neighbourhoods with higher quality increases the number of items generated by iCF because each user in uCF can potentially have accurate profiles than what uCF does. On the other hand, for uCF, it is also due to the lower number of users and higher number of items, the profiles generated in uCF can be better than that generated by iCF because each user in uCF can potentially have more information for profiling. Moreover, it also increases the possibility for uCF to obtain neighbourhoods with higher quality than iCF. This results in the better performance of uCF over iCF. Similar observation was given previously by Desrosiers and

<table>
<thead>
<tr>
<th>Top-N</th>
<th>uCF</th>
<th>MuCF</th>
<th>iCF</th>
<th>MiCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.048611</td>
<td>0.061342</td>
<td>0.037037</td>
<td>0.040509</td>
</tr>
<tr>
<td>5</td>
<td>0.047222</td>
<td>0.053703</td>
<td>0.037962</td>
<td>0.041666</td>
</tr>
<tr>
<td>6</td>
<td>0.043209</td>
<td>0.047068</td>
<td>0.033951</td>
<td>0.040123</td>
</tr>
<tr>
<td>7</td>
<td>0.041005</td>
<td>0.042328</td>
<td>0.031084</td>
<td>0.038359</td>
</tr>
<tr>
<td>8</td>
<td>0.039352</td>
<td>0.040509</td>
<td>0.033951</td>
<td>0.035301</td>
</tr>
<tr>
<td>9</td>
<td>0.037037</td>
<td>0.038065</td>
<td>0.029320</td>
<td>0.033951</td>
</tr>
<tr>
<td>10</td>
<td>0.036574</td>
<td>0.037037</td>
<td>0.028703</td>
<td>0.035185</td>
</tr>
</tbody>
</table>

Table 8. Recalls of the single neighbourhood-based CF models for Delicious dataset

<table>
<thead>
<tr>
<th>Top-N</th>
<th>uCF</th>
<th>MuCF</th>
<th>iCF</th>
<th>MiCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.025733</td>
<td>0.024035</td>
<td>0.013966</td>
<td>0.016497</td>
</tr>
<tr>
<td>2</td>
<td>0.043518</td>
<td>0.043056</td>
<td>0.016975</td>
<td>0.031177</td>
</tr>
<tr>
<td>3</td>
<td>0.054784</td>
<td>0.056565</td>
<td>0.028877</td>
<td>0.036236</td>
</tr>
<tr>
<td>4</td>
<td>0.061021</td>
<td>0.073894</td>
<td>0.039293</td>
<td>0.048769</td>
</tr>
<tr>
<td>5</td>
<td>0.069969</td>
<td>0.079732</td>
<td>0.054263</td>
<td>0.063468</td>
</tr>
<tr>
<td>6</td>
<td>0.076721</td>
<td>0.081230</td>
<td>0.059819</td>
<td>0.073421</td>
</tr>
<tr>
<td>7</td>
<td>0.084341</td>
<td>0.086014</td>
<td>0.063952</td>
<td>0.082025</td>
</tr>
<tr>
<td>8</td>
<td>0.093883</td>
<td>0.093729</td>
<td>0.069816</td>
<td>0.085754</td>
</tr>
<tr>
<td>9</td>
<td>0.096796</td>
<td>0.098256</td>
<td>0.077885</td>
<td>0.090088</td>
</tr>
<tr>
<td>10</td>
<td>0.106885</td>
<td>0.105765</td>
<td>0.085562</td>
<td>0.102087</td>
</tr>
</tbody>
</table>

For both precision and recall, as we can see in Table 5 to Table 8, MiCF shows superior performance than iCF consistently. This is because the multidimensional item profiling approach is able to take into consideration the additional tag information and to utilize the 3-dimensional relationships, which leads to more refined item profiles. With this, neighbourhood formation is more accurate and thus the recommendation shows improved performance.

Interestingly, the comparison of MuCF against uCF is not consistent on the two datasets for precision and recall, as shown in Table 5 to Table 8. This phenomenon may be explained by the quantitative differences between users and items in the datasets. Since the unfolding matrices used in MuCF and in MiCF come from the same tensor, the information provided by these two matrices are essentially the same. Under this condition, the smaller number of users compared to items means there are larger number of non-zero elements in $\bar{\mathbf{u}}$ than in $\mathbf{f}$. In Figure 2 and Figure 3, we present the distributions of the counts of tag assignments (i.e., 3-tuple $(u, i, t)$) of each user and of each item in the two datasets, which are the non-zero elements in $\bar{\mathbf{u}}$ and in $\mathbf{f}$. We sorted the user indices and item indices by the counts of tag assignments in ascending order to make the curves smooth. The red circles represent the counts of tag assignments of each user, and the blue squares correspond to that of items. As we can see, averagely each user has more tag assignments than each item does. Also, because the numbers of users are smaller than the items in the two datasets, the available factors in $\bar{\mathbf{u}}$ will be less than that in $\mathbf{f}$. This implies the reduction from $\mathbf{f}$ to $\bar{\mathbf{u}}$ leads to potentially more information loss than that from $\mathbf{f}$ to $\mathbf{f}$. In this way, $\bar{\mathbf{u}}$ may not always provide sufficient information for each user in MuCF to generate more accurate profiles than what uCF does. On the other hand, for uCF and iCF, it is also due to the lower number of users and higher number of items, the profiles generated in uCF can be better than that generated by iCF because each user in uCF can potentially have more information for profiling. Moreover, it also increases the possibility for uCF to obtain neighbourhoods with higher quality than iCF. This results in the better performance of uCF over iCF. Similar observation was given previously by Desrosiers and

![Figure 2. Distribution of the counts of tag assignments of each user/item in the Bibsonomy dataset](image1)

![Figure 3. Distribution of the counts of tag assignments of each user/item in the Delicious dataset](image2)

Karypis [7]. Thus, the improvement of MuCF over uCF is less effective as shown in Table 5 to Table 8.

4.3.3 Overall Comparison of All Models

Figure 4 and Figure 5 show the experimental results of all recommendation models for the Bibsonomy dataset and the Delicious dataset respectively. As shown in the two figures, the proposed CF fusion model MCFF outperforms all of the rest of the recommendation models. To sum up, the proposed multidimensional CF fusion approach can incorporate not only the strengths of both user neighbourhood and item neighbourhood but also the multidimensional latent relations, thereby it shows significant improvement compared to the rest of all other models in the experiments.
5. CONCLUSION AND FUTURE WORK
The increasing availability of multidimensional data and applications has provided recommender systems with new opportunities and challenges. In this paper, we proposed a multidimensional profiling approach for users and items. We provide related incremental profiling methods for new data to avoid large recomputation. Three multidimensional CF approaches based on the proposed profiles are introduced for item recommendation task. Note other dimensions in the data, e.g., tags, can also be profiled using the similar method if needed. Also, additional feature information can be easily utilized via the proposed multidimensional profiling approach. Besides, recommendation of entities other than users and items, e.g., tags, can also be done by similar strategy. Experimental studies of the proposed multidimensional CF approaches on the Bibsonomy and Delicious datasets have shown significant improvements with regards to precision, recall and F1 score, compared to other state-of-the-art recommendation models. This confirms the proposed multidimensional profiling and CF methods are effective.

For the future work, we intend to examine the integration of different types of additional features in the proposed approach, for example, time or location. Also, we want to explore the application of the proposed multidimensional profiling technique in tag recommender systems. For users who collected small numbers of items, the multidimensional relation for them are difficult to obtain because of the lack of sufficient information, this is also a problem worth looking into. We may give special attention to these special users in order to get a higher overall recommendation performance.
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