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ABSTRACT: Theory and observations suggest that low frequency variation in marine plankton populations, or red noise, may arise through cumulative integration of white noise atmospheric forcing by the ocean and its amplification within food webs. Here, we revisit evidence for the integration of stochastic atmospheric variations by comparing the power spectra of time series of atmospheric and oceanographic conditions to the population dynamics of 150 plankton taxa at Station L4 in the Western English Channel. The power spectra of oceanographic conditions (sea surface temperature, surface nitrate) are redder than those of atmospheric forcing (surface wind stress, net heat fluxes) at Station L4. However, plankton populations have power spectral slopes across trophic levels and body sizes that are redder than atmospheric forcing but whiter than oceanographic conditions. While zooplankton have redder spectral slopes than phytoplankton, there is no significant relationship between power spectral slope and body size or generation length. Using a predator−prey model, we show that the whitening of plankton time series relative to oceanographic conditions arises from noisy plankton bloom dynamics in this strongly seasonal system. The model indicates that, for typical predator−prey interactions, where the predator is on average 10 times longer than the prey, grazing leads to a modest reddening of phytoplankton variability by their larger and longer lived zooplankton consumers. Our findings suggest that, beyond extrinsic forcing by the environment, predator−prey interactions play a role in influencing the power spectra of time series of plankton populations.
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1. INTRODUCTION

In the marine environment, plankton populations exhibit considerable variability on a broad range of timescales, from rapid diel changes in cell size (Hunter-Cevera et al. 2014) or position in the water column (Lampert 1989) to much longer term and lower frequency interannual- (Behrenfeld et al. 2006),
decadal- (Fromentin & Planque 1996, Edwards et al. 2013), and centennial-scale fluctuations (Barton et al. 2016). These longer term and lower frequency variations in plankton populations present a particular challenge to marine scientists and resource managers. Not only can they impact biogeochemical cycles, marine food webs, and fisheries on human-relevant timescales (Hare & Mantua 2000, Henson et al. 2012), but their causes, links to climate variability, and consequences often remain poorly understood.

Low frequency variability in plankton populations and communities can arise from a range of abiotic and biotic mechanisms (Steele 1985). For example, climate variability patterns such as the El Niño–Southern Oscillation, the Atlantic Multidecadal Oscillation, and the Pacific Decadal Oscillation are associated with low frequency, persistent, and lasting changes in environmental conditions. Variations in temperature or upwelling and nutrient supply consequently impact plankton biomass, phenology, and community structure (Fromentin & Planque 1996, Hare & Mantua 2000, Behrenfeld et al. 2006, Di Lorenzo & Ohman 2013, Edwards et al. 2013). The marine environment in particular is prone to long-period oscillations of this type (Steele 1985, Vasseur & Yodzis 2004). Anthropogenic climate change will continue to alter ocean environments in the coming century (Bopp et al. 2013), providing an additional long-term agent of change in marine plankton communities (Edwards & Richardson 2004, Dutkiewicz et al. 2015, Barton et al. 2016).

Low frequency variations may also arise from biological mechanisms, independent from or synergistically with environmental forcing. Even simple monoculture experiments with constant environmental conditions can exhibit population variability through time (Nicholson 1957), and coupled predator–prey dynamics may exhibit low frequency variations (Gause et al. 1936). Nonlinear and lagged effects are common in marine species exhibiting complex life cycles or subject to tight predation control or exploitation (Roughgarden 1988, Hsieh et al. 2005, Anderson et al. 2008). In cases where organism generation time matches the dominant timescales of environmental forcing, complex and low frequency population dynamics are possible (Hsieh & Ohman 2006). These fluctuations may exert long-lasting effects on population dynamics, inducing regime-shift-like behavior (Hare & Mantua 2000, Rudnick & Davis 2003, Overland et al. 2006).

Low frequency variability may also arise by species or communities filtering environmental noise. In this context, filtering implies that population dynamics differ from that of the underlying environmental variability. Considerable theoretical work on this topic has explored the consequences of environmental noise on population variability, extinction, and persistence (e.g. Royama 1981, Ruokolainen et al. 2009, García-Carreras & Reuman 2011, Ferguson et al. 2016), generally by considering single-species dynamics and models. Studies focusing on the propagation of environmental variability through entire ecosystems or food webs are fewer (e.g. Xu & Li 2002, Ripa & Ives 2003, Vasseur & Fox 2007, Di Lorenzo & Ohman 2013), but have highlighted that the sensitivity of individual taxa in the food web depends upon food web structure (Xu & Li 2002). Multi-species studies have also highlighted how synchrony in the response of interacting species determines patterns of population variability and coexistence (Ripa & Ives 2003, Vasseur & Fox 2007). Using data from a few indicator species, Di Lorenzo & Ohman (2013) hypothesized that stochastic environmental forcing, when filtered over 2 plankton trophic levels, could generate pronounced low frequency variation in zooplankton populations.

The contrasting behaviors of environment variables and biological populations can be summarized through spectral analysis (Platt & Denman 1975, Inchausti & Halley 2001, Vasseur & Yodzis 2004). Power spectral analysis quantifies the amount of variance in a time series occurring at each of a range of frequencies, and the power spectral slope describes the relative amount of variance at each frequency. A population with equal variance at all frequencies has a power spectral slope close to zero and is said to exhibit ‘white’ noise. When variance is concentrated in lower compared with higher frequencies, the power spectral slope is negative and the population is said to exhibit ‘red’ noise.

Here, we characterized the spectral properties of environmental conditions and population time series for 150 phytoplankton, microzooplankton (operationally defined as zooplankton passing through a 200 μm filter), and mesozooplankton taxa (zooplankton larger than 200 μm). The data come from the long-term research and monitoring program at Station L4 in the Western English Channel, located 13 km southwest of Plymouth, UK (50° 15.00’ N, 4° 13.02’ W) in a water depth of ca. 55 m. The program provides an intensive, high-resolution plankton time series with roughly weekly sampling of zooplankton since 1988 and phytoplankton and microzooplankton since 1992. The organisms studied span over 8 orders of magnitude in body mass (Table S1 in the Supplement at www.int-res.com/articles/suppl/
m647p001_supp.pdf) and multiple trophic levels. We also used time series of key co-located environmental data, including sea surface temperature (SST), sea surface nitrate, net air–sea heat fluxes, and surface wind stress, to quantify spectral properties of the environment and compare these metrics across plankton taxa and between environmental drivers.

Specifically, we asked: (1) What is the color of noise for the key environmental variables thought to influence plankton communities; (2) How does the environmental noise compare with spectral properties of observed plankton; and (3) How does the color of noise vary across plankton body size and trophic levels?

To further interpret empirical results from Station L4, we developed and parameterized a simple predator–prey model of the plankton community within realistic ranges of body size and associated functional traits (the model is described in Section 2.4). The model allowed us to assess the response of population variability to forced environmental conditions mimicking observed fluctuations in light and nutrient availability/concentration at Station L4. In addition, we discuss our empirical and modeling results in the context of the ‘double-integration model’ (Di Lorenzo & Ohman 2013), a popular conceptual framework and set of hypotheses to explain how low frequency variations in zooplankton populations may arise through cumulative integrations of noisy atmospheric forcing. We describe the double-integration model and the testable hypotheses it poses in Section 2.5.

## 2. MATERIALS AND METHODS

### 2.1. Station L4 plankton data

Plankton time series data were collected from Station L4 on a weekly basis, weather-permitting. Phytoplankton and microzooplankton were enumerated using water samples collected at a depth of 10 m, using a 10 l Niskin bottle (Widdicombe et al. 2010a). Paired 200 ml sub-samples were immediately preserved with acid-Lugol’s iodine for the enumeration of diatoms, dinoflagellates, ciliates, and flagellates and neutral formaldehyde for the enumeration of cocolithophores (Widdicombe et al. 2010b). Samples were subsequently analyzed at Plymouth Marine Laboratory using settlement light microscopy (Utermöhl 1958). Mesozooplankton were collected using replicate 0–50 m vertical WP2 net hauls (200 μm mesh net, 0.57 cm diameter mouth) and immediately preserved in neutral formaldehyde (McEvoy et al. 2012, Atkinson et al. 2019). Taxonomic composition and abundance were determined on a series of aliquots from each net haul (depending on abundance) and analyzed using light microscopy (Eloire et al. 2010).

We examined the phytoplankton, microzooplankton, and mesozooplankton abundance time series assembled from observations at Station L4 for 1996–2014, 1996–2014, and 1988–2014, respectively. We converted abundance, \( P \) (units of cells l\(^{-1}\) for phytoplankton and microzooplankton; number m\(^{-3}\) for mesozooplankton) to natural log-transformed values, In\((P, + 1)\). Multiple weeks during a month were typically sampled, so we calculated the monthly mean from the available, log-transformed data. In the very few cases (<1% of months) where no sampling was done during a month, missing data were linearly interpolated between adjacent months. Monthly anomaly time series were obtained by first calculating the climatological seasonal cycle of log-transformed abundance, and then subtracting the climatology from the log-transformed abundance time series. The monthly climatology was calculated by averaging all available months across the time series (e.g. the climatology for January is the average of all January data from 1996–2014 for phytoplankton). The anomaly time series were then detrended by subtracting a nonparametric linear Theil-Sen trend (Theil 1950). Only time series with significant linear trends (\( p < 0.05 \)) were detrended; 51, 89, and 65% of phytoplankton, microzooplankton, and mesozooplankton time series, respectively, had significant trends that were removed. Most, but not all, of the taxa considered in this study have generation times shorter than the standardized monthly time series. Though monthly averaging is desirable, it may also remove higher frequency variability. By removing the pronounced seasonal cycle and long-term trends (which other studies have considered in depth; e.g. Widdicombe et al. 2010b), we focused our analysis on variability occurring at residual timescales and their potential causes.

We considered for further analysis only the subset of taxa that have been identified consistently over the duration of sampling at Station L4, and those taxa that were present in greater than 25% of monthly samples. The second criteria removed rare and possibly misidentified taxa, and focused the analysis on taxa for which confidence in patterns of abundance was highest; 75, 38, and 37 phytoplankton, microzooplankton, and mesozooplankton taxa, respectively, met these criteria (see Table S1). In addition to sampling at the species level, some of the taxa recorded at Station L4 were identified only to genus level (e.g. Gyrodinium, Strombodinium, Oithona), or grouped ac-
According to life history stage (e.g. copepod nauplii, total medusae) or size class (e.g. small pennate diatoms).

There are several aspects of sample collection that may introduce uncertainty into the time series that warrant discussion here. The first is how representative a monthly average value is of that month due to patchiness and higher frequency temporal variability. In other words, did the sampling catch important events, such as blooms, that may have restricted size and duration in the month? The second is how representative a small-volume Lugol’s (for phytoplankton) or a pair of WP2 net samples (for zooplankton) is of the wider population at any of the weekly time points, due to patchiness or local scale variability. The third is how representative a counted subsample of that volume is of the actual water volume that was sampled on a particular day. These uncertainties are likely different for each taxon according to its actual patchiness and its rarity, which will determine how many are actually counted and what fraction of the sample is enumerated. Averaging over monthly timescales and eliminating very rare taxa tends to minimize the signature of these types of uncertainty in the monthly time series used in our analyses.

We developed estimates of body size and generation length for each taxon. For each phytoplankton and microzooplankton taxon considered, estimates of cell biovolume were made using mean cell dimensions and appropriate geometric shapes (Kovala & Larrance 1966) and converted to biomass (pg C cell⁻¹) according to the equations of Menden-Deuer & Lessard (2000). To determine mesozooplankton biomass, we generated length–frequency distributions for the dominant taxa for spring (March–May), summer (June–August), autumn (September–November), and winter (December–February). In total, the characteristic lengths (e.g. medusa bell height and diameter and copepod prosome length) of 3780 individuals were measured. From these data we used length–carbon mass relationships from the literature to estimate carbon masses per individual. Over 8 orders of magnitude in carbon body mass were covered by the sampled taxa considered. Though cell or body size can vary considerably over the life history of individuals and in populations through time, for simplicity we used fixed, seasonally averaged values for each taxon (Table S1). We elected to use biomass instead of biovolume in presenting our empirical results because reliable estimates of biovolume are difficult to obtain for the diverse range of zooplankton morphologies present at Station L4. In addition, carbon biomass provides a better representation of metabolically active tissue than does biovolume. For example, gelatinous zooplankton are prominent at Station L4, but most of their volume is water (Acuña et al. 2011).

We estimated the generation time of phytoplankton and microzooplankton as the average doubling time \( \tau = \ln 2/\mu \) (in days), where the maximum specific growth rate \( \mu \) (d⁻¹) was estimated from cell volume (Edwards et al. 2012) and annual mean SST at Station L4 (12.4°C) using temperature–growth rate relationships (Bissinger et al. 2008). For mesozooplankton generation time, we used published allometric relationships for marine and freshwater rotifers, copepods, and Cladocera (Gillooly 2000), and again assumed an annual mean temperature of 12.4°C. Estimated generation lengths ranged from less than 1 d for small phytoplankton to months for larger mesozooplankton.

### 2.2. Oceanographic and atmospheric data

SST and nitrate have strong mechanistic links to plankton physiology and community dynamics (Eppley 1972, Ward et al. 2012). Air–sea heat fluxes and surface wind stress play key roles not only in setting SST and nitrate, but also other chemical and physical properties important to plankton (Barton et al. 2015). We calculated monthly anomaly time series for Station L4 surface nitrate (mmol N m⁻³) and SST (°C) over the periods 2000–2014 and 1988–2014, respectively (Smyth et al. 2011, Woodward et al. 2011). Replicate surface measurements of nutrients have been taken on a weekly basis since 2000, and after 2004, analyses were conducted on fresh (rather than frozen) samples using recognized analytical procedures (Woodward & Rees 2001). Surface temperatures were initially measured using a mercury thermometer in a bucket of freshly collected surface seawater (1988–1998) and then using a CTD system. As such, the error is estimated as ±0.1 and ±0.001°C for the thermometer and CTD, respectively (Smyth et al. 2010). As with plankton abundance data, environmental data from Station L4 were collected on a roughly weekly basis and were averaged over the month, but without the log transformation. We calculated net heat flux (W m⁻²) and wind stress (N m⁻²) time series data from the National Centers for Environmental Prediction and National Center for Atmospheric Research reanalysis monthly mean data for 1948–2012 (Kalnay et al. 1996), using the nearest available ocean grid cell. Net heat flux is the sum of latent, sensible, longwave, and shortwave heat fluxes, and wind stress magnitude is \( (\tau_x^2 + \tau_y^2)^{1/2} \), where \( \tau_x \) and \( \tau_y \) are the zonal and meridional wind stress.
components, respectively. As with the plankton time series, monthly anomalies were calculated by subtracting the corresponding climatological monthly values, and the resulting monthly anomaly time series were detrended by subtracting only significant linear trends (p < 0.05), as calculated by the Theil-Sen method. We focused on nitrate in this study because it is generally, though not always, a limiting macronutrient in the North Atlantic (Moore et al. 2013). There are, of course, other environmental drivers of importance to plankton (e.g. turbulence; Margalef 1978), but we focused on these key, ecologically meaningful ocean and atmosphere variables that capture the character of variability in the system.

2.3. Calculating power spectral slopes

For each time series of interest, we calculated the power spectral density by squaring the amplitude of Fourier coefficients calculated from a fast Fourier transform. The power spectral slope is the linear relationship between the log10-transformed frequency and power at each frequency. To calculate the power spectral slope, we first calculated the median log-transformed power in evenly spaced logarithmic frequency bins. We calculated the slope from this smoother power spectrum using the Theil-Sen method, which is relatively robust to outlying points. In all cases we used anomaly time series (after subtracting the seasonal cycle) to calculate the power spectral density and slope. Using log-transformed abundance data as we have is desirable for calculating power spectral density and the fast Fourier transform because the non-log-transformed anomalies are not normally distributed (Platt & Denman 1975). Other studies quantifying power spectra of many different populations have also log transformed their abundance data first (Inchausti & Halley 2003).

2.4. A simple model of plankton dynamics

2.4.1. Predator–prey model formulation

To help interpret the empirical analyses, we employed an idealized predator–prey plankton model where the power spectra of phytoplankton and zooplankton emerge from prescribed environmental forcing and from well-established allometric relationships for plankton functional traits. The model examines the relationship between a single phytoplankton (P) type with logistic growth subject to a fluctuating carrying capacity (K) and grazed upon by zooplankton (Z), with plankton traits chosen to reflect the range of phytoplankton and zooplankton taxa observed at Station L4:

\[
\frac{dP}{dt} = rP\left(1 - \frac{P}{K}\right) - gZP \tag{1}
\]

\[
\frac{dZ}{dt} = \gamma gZP - mZZ^2 \tag{2}
\]

Phytoplankton growth is a function of growth rate \( r \) (\( r \text{ d}^{-1} \)) and \( K \text{ (mmol N m}^{-3}\)). \( K \), \( P \), and \( Z \) are tracked in nitrogen units (mmol N m\(^{-3}\)). For simplicity, we assume the growth rate \( r \) is equivalent to the maximum specific growth rate, \( \mu \). Phytoplankton losses to grazing are an increasing linear function of prey density (Holling Type I), and \( g \text{ (mmol N d}^{-1}\) \) is the zooplankton clearance rate of phytoplankton. Values of \( r \) and \( g \) have been found to decrease with increasing body size, and were chosen in each model experiment based upon the allometric relationships reported by Edwards et al. (2012) and Hansen et al. (1997), respectively. In the case of \( r \), \( \log_{10} r = 0.70 - 0.24 \log_{10} V \), where \( V \) is cell volume (\( \mu m^3 \)). \( g \) is the ratio of the maximum specific prey ingestion rate \( I_{max} \text{ (d}^{-1}\) \) divided by a constant grazing half-saturation prey concentration \( (kZ) \) set to 3.0 mmol N m\(^{-3}\)): \( g = I_{max} / kZ \) (Hansen et al. 1997), where \( \log_{10} I_{max} = -0.04 - 0.16 \log_{10} V \) (this case, \( V \) is zooplankton body volume, \( \mu m^3 \)). The gross growth efficiency \( (\gamma) \) was set to a typical value of 0.3 (Stralle 1997). Zooplankton mortality was assumed to be density-dependent (Ohman & Hirche 2001), with the quadratic form implying that the biomass of unresolved higher trophic level predators scales in proportion with the zooplankton prey. The zooplankton mortality rate \( \text{mZ mmol N d}^{-1}\) decreases with body size, and was set to be consistent with the allometric relationship reported by McGurk (1986). McGurk reported that mortality rate \( (M; \text{ d}^{-1}) \) is \( M = 0.00526 DW^{-0.25} \), where \( DW \) is zooplankton dry weight (g). We converted \( DW \) to zooplankton biomass (\( \mu m^3 \)) using the conversion factors in Hansen et al. (1997), 0.45 g C g\(^{-1}\) DW and 0.12 g C cm\(^{-3}\), and scaled \( M \) to \( mZ \) by dividing by an average zooplankton concentration of 0.5 mmol N m\(^{-3}\). Though idealized, the model captures essential elements of plankton physiology and interactions. Similar model formulations have been used in previous studies to examine plankton population dynamics (Scheffer et al. 1997, Vasseur 2007, Benincà et al. 2011, Montagnes & Fenton 2012). In the model, zooplankton includes both microzooplankton and mesozooplankton that are differentiated by size and associated traits.
2.4.2. Description of model $K$

We modeled the ecological effects of environmental variability by prescribing carrying capacity ($K$). We preferred this idealized model approach to an explicit physiological model representing biological effects of variations in light, nutrients, and temperature (e.g. Stock et al. 2014, Dutkiewicz et al. 2015) because it enabled us to (1) carefully manipulate and control the color of environmental noise and (2) track the responses of populations to environmental noise of a known color. Previous modeling studies investigating the filtering of environmental noise by ecosystems have also used $K$ in a similar manner (Vasseur 2007, Ruokolainen & Ripa 2012).

$K$ in the model is designed to produce plausible seasonal cycles of plankton biomass, in addition to prescribed noise occurring on a full range of time-scales. Observed plankton productivity at Station L4 (e.g. Eloire et al. 2010, Smyth et al. 2010, Widdicombe et al. 2010b) exhibits 2 dominant properties that are influenced to a great degree by light and nutrient availability: (1) productive spring to fall periods interrupted by low light and low productivity winters; (2) productivity during the high-light growing season is strongly shaped by mixing of water column in spring, fall, and winter months and subsequent nutrient resupply from depth in winter. Thus, light shapes the overall seasonality of $K$—low in the winter and high in the summer—and the availability of nutrients sets the seasonal amplitude and magnitude of noise in $K$. To capture the essence of these characteristics in a conceptually simple and tractable way, we let the model $K$ time series be composed of a repeating climatological seasonal cycle ($\mathcal{N}_t$) with noise of a known spectral color ($\alpha \mathcal{N}_t$) added:

$$K = (\mathcal{N}_t + \alpha \mathcal{N}_t)^2$$

We linked the timing and shape of $\mathcal{N}_t$ to the seasonal cycle of light at Station L4, but scaled the magnitude of $\mathcal{N}_t$ to nitrate. In other words, $K$ increases in spring, is highest in summer, decreases in the fall, and is lowest in the winter (Fig. S1). To obtain $\mathcal{N}_t$, we first calculated the climatological seasonal cycle of photosynthetically active radiation (PAR) using satellite-derived monthly averaged MODIS-Aqua data from 2002–2017 at Station L4 (NASA OBPG 2017). The climatological seasonal cycle of PAR was then interpolated onto the model time step (2 h) using a periodic spline such that year-end and year-start values of PAR were identical. Second, we normalized the climatological seasonal cycle of PAR (PAR$_s$ with unitless values ranging from 0–1), and then scaled the normalized PAR data by the dynamic range in the square root of nitrate: $\mathcal{N}_t = \text{PAR}_t (\text{N}_{\text{max}} - \text{N}_{\text{min}}) + \text{N}_{\text{min}}$, where $\text{N}_{\text{max}}$ and $\text{N}_{\text{min}}$ are the square roots of maximum and minimum climatological monthly concentrations of nitrate at Station L4, respectively (nutrient data are described above in Section 2.2).

$\mathcal{N}_t$ is a red-noise process simulated using the spectral superposition method of Timmer and König (1995). We explored noise colors ranging from 0 (white noise) to $-1.5$ (red noise), covering a range typically seen in the marine environment (Vasseur & Yodzis 2004). $\alpha$ is a scale factor intended to match the variance of the noise to the observed variance of nitrate anomalies at Station L4. $\mathcal{N}_t + \alpha \mathcal{N}_t$ is squared to convert back into units of mmol N m$^{-3}$. Observed nutrients and simulated $K$ therefore have very similar spectral characteristics and appearance.

The power spectral slope of $K$ roughly matches the color of the noise added in $\alpha \mathcal{N}_t$ after the seasonal cycle has been removed. This simplification of linking $K$ to light and nitrate allowed us to force the model in an idealized manner with a $K$ of a known spectral color and diagnose the resulting ecological dynamics. We did not implement the model in a spatially explicit context, instead opting for the simplicity of a plausible local $K$, but acknowledge the plankton community and environment at Station L4 are an open system impacted by horizontal and vertical transport.

2.4.3. Model experiments

We implemented the idealized model in 3 separate experiments. In the first experiment, we used a fixed $K$ with a power spectral slope of approximately $-1.0$ to assess how the power spectra of one pair of phytoplankton and zooplankton respond to known environmental variations. In this case, predator and prey body sizes are separated in equivalent spherical diameter (ESD) by a factor of 10, an average value observed across multiple types of zooplankton (Hansen et al. 1994). The nominal size of the predator and prey are 100 and 10 μm in ESD, respectively. In the second experiment, we used the same pair of phytoplankton and zooplankton, but varied the character of $K$ (described in Section 2.4.2) to assess how the power spectra of phytoplankton and zooplankton respond to a range of known environmental variations. In this case, the power spectral slope of $K$ varied from 0 to $-1.5$. In the third experiment, we instead fixed the $K$ power spectral slope back to $-1.0$, and then examined how different pairs of phytoplankton and zooplankton
respond to this forcing. Specifically, we simulated pairs of phytoplankton and zooplankton ranging from 5–200 and 50–2000 μm ESD, respectively, though in all cases the pairs of predator and prey had a body size ratio of 10:1. For example, we considered prey and predator pairs of 5 and 50 μm, 25 and 250 μm, etc. These size ranges for phytoplankton and zooplankton roughly correspond with the dominant sizes of predators and prey at Station L4.

2.5. Theoretical framework: the double-integration model

Di Lorenzo & Ohman (2013) proposed a double-integration model to explain the contrasting population dynamics observed in 2 species of krill in the California Current Ecosystem: *Nyctiphanes simplex* and *Euphausia pacifica*. Abundance time series for both species exhibited red power spectra, with *N. simplex* being the redder (more negative) of the two. They argued that red noise variation in *N. simplex* arises from a double integration of noisy atmospheric forcing: the atmosphere first impacts ocean currents and surface conditions before secondarily generating much lower frequency variability in zooplankton populations.

In the model, the temporal evolution of an ocean surface variable φ(t)—SST for example (Frankignoul & Hasselmann 1977, Hall & Manabe 1997, Deser et al. 2010)—can be described as a first-order autoregressive process (AR-1; Ives et al. 2010):

\[
\frac{d\phi(t)}{dt} = f(t) - \frac{\phi(t)}{\tau_e}
\]  

where \(f(t)\) is white noise forcing by the atmosphere and \(\tau_e\) is the decorrelation timescale associated with the ocean surface variable. For \(\tau_e = 6\) mo, a value typical of SST (Frankignoul & Hasselmann 1977), the time series of \(\phi(t)\) is smoother than \(f(t)\), and the negative log–log slope of the power spectra for \(\phi(t)\) indicates that \(\phi(t)\) has more power in low than high frequencies (i.e. red noise; Fig. 1a,b).

In the second AR-1 integration, changes in the natural logarithm of *N. simplex* abundance (\(Z(t)\)) depends both on SST forcing and on \(Z(t)\):

\[
\frac{dZ(t)}{dt} = \phi(t) - \frac{Z(t)}{\tau_Z}
\]  

where \(\tau_Z\) is the *N. simplex* generation length. Di Lorenzo & Ohman (2013) set \(\tau_Z = 24\) mo, though \(\tau_Z\) generally increases with body size and is shorter for most zooplankton taxa (Gillooly 2000, Hirst & Bunker 2003). The resulting zooplankton anomaly time series (\(Z(t)\)) is even smoother than SST (\(\phi(t)\)), and has a much redder power spectral slope (Fig. 1c).

In contrast to *N. simplex*, *E. pacifica* exhibited considerable interannual variability that may arise from a single, rather than double, integration of atmospheric forcing. In this case, changes in Ekman currents, upwelling, and phytoplankton abundance closely track noisy changes in coastal winds. *E. pacifica* integrate over this noisy forcing and consequently have smoother and redder population dynamics. *E. paci-

![Fig. 1](image-url). (a) Simulated white noise time series for 1988–2014 with monthly resolution, (b) integrated once with a characteristic physical timescale for sea surface temperature of \(\tau_e = 6\) mo (see Eq. 4), the time series of \(\phi(t)\) is smoother than \(f(t)\), and the negative log–log slope of the power spectra for \(\phi(t)\) indicates that \(\phi(t)\) has more power in low than high frequencies (i.e. red noise; Fig. 1a,b). (c) The time series in (b) is integrated again with a characteristic biological timescale of \(\tau_Z = 24\) mo to yield time series (see Eq. 5). Characteristic timescales are taken from Di Lorenzo & Ohman (2013). Noise time series in left panels are unitless and normalized to have similar dynamic range. Shown on the right are power spectral densities for 1000 randomly generated white noise and subsequent, integrated time series (gray lines), with the average log–log slope plotted in black and noted on each panel.
times series are, however, not as red as for *N. simplex* in the double-integration case because there is no initial reddening of power spectra for ocean conditions relative to atmospheric forcing.

Although the single- and double-integration models do not resolve many important physical, biological, and ecological processes, they are appealing in their simplicity and each make a set of testable predictions for population dynamics. In the case of the single integration, phytoplankton should closely track surface ocean conditions that are in turn tied to white noise atmospheric forcing. We would expect atmospheric (e.g. surface winds and heat fluxes), surface ocean (e.g. SST and nutrients), and phytoplankton time series all to have power spectral slopes that are approximately zero (i.e. white noise). The population dynamics of zooplankton should be redder than phytoplankton because of their longer generation lengths. In the case of the double integration, zooplankton dynamics should depend upon changes in ocean surface conditions (e.g. SST), which are in general redder than atmospheric white noise. This leads to power spectral slopes of zooplankton that are even redder than in the single integration case (power spectral slope \( < 0 \)). Though Di Lorenzo & Ohman (2013) did not discuss phytoplankton dynamics in the case of the double-integration model, it seems likely that their dynamics would follow ocean surface conditions. In the case of both models, the power spectral slopes for zooplankton should be redder than for phytoplankton because zooplankton have longer lifespans (i.e. larger \( \tau \)). More generally, for a given characteristic physical timescale (\( \tau_p \)), increasing the characteristic biological timescale (\( \tau_z \)) should produce more negative power spectral slopes (Eqs. 4 and 5, Fig. S2). However, the generality of the single- and double-integration models to a broad range of species, trophic levels, body sizes, and marine systems remains to be tested.

**3. RESULTS AND DISCUSSION**

3.1. Power spectral analysis of observations from Station L4

Power spectral slopes for environmental and plankton time series are presented in Figs. 2 and S3, and compared against each other in Fig. 3. The power spectral slopes of the detrended heat flux and wind stress anomaly times series are 0.12 and \(-0.066\), respectively (Fig. S3a,b), and are both approximately white noise (power spectral slope = 0). Ocean surface conditions measured at Station L4, here SST and surface nitrate, have power spectral slopes of \(-0.87\) and \(-1.0\), respectively (Figs. S3c,d), and are relatively red in character. The reddening of SST relative to white noise atmospheric forcing is consistent with the stochastic climate model paradigm (Frankignoul & Hasselmann 1977, Hall & Manabe 1997, Deser et al. 2010), where the ocean surface, with its large heat capacity, has a relatively long intrinsic timescale and
thus integrates atmospheric white noise. The reddening of the surface nitrate power spectra relative to atmospheric variables is consistent with the view that surface nitrate anomalies in this seasonally stratified continental shelf region depend upon vertical mixing driven by wind and buoyancy forcing, either directly or through tidal impacts (Simpson & Sharples 2012, Williams et al. 2013).

Power spectral slopes for detrended plankton anomaly time series range between a maximum of −0.063 and a minimum of −1.21, with a mean value of −0.60 ± 0.037 (mean slope ±1.96σ / √n). Phytoplankton, microzooplankton, and mesozooplankton have mean slopes of −0.54 ± 0.050, −0.67 ± 0.067, and −0.64 ± 0.079, respectively, averaging over taxa within each group (Fig. 2). These power spectral slopes are red in character, as has been found for other marine and terrestrial taxa (Inchausti & Halley 2003). There is no significant linear relationship (p > 0.05) between power spectral slope and body size (Fig. 2a) or generation time (Fig. 2b), either across all taxa or within each plankton group. We also examined the relationship between power spectral slope and body size and generation time within just the diatoms, but found no pattern. The average power spectral slopes for microzooplankton and mesozooplankton are significantly lower than for phytoplankton (2-sample t-test, p < 0.05), while there is no significant difference between slopes for mesozooplankton and microzooplankton (p > 0.05; Fig. 3).

Phytoplankton, microzooplankton, and mesozooplankton have power spectral slopes that are, on average, redder than heat flux and wind stress but whiter (closer to 0) than SST and nitrate (1-sample t-test; p < 0.05; Fig. 3).

These findings from Station L4 lend some support to the predictions of the single- and double-integration models (Di Lorenzo & Ohman 2013). Namely, the power spectral slopes for zooplankton are redder than for phytoplankton, and while the differences are significant, they are small (Figs. 2 & 3). However, our results from Station L4 contrast with the single- and double-integration models in several ways. The single-integration model proposes that power spectral slopes for ocean surface conditions and phytoplankton should be approximately white noise (slope = 0) and similar to atmospheric forcing, while mesozooplankton should have much redder power spectral slopes. Instead, we found that SST and nitrate power spectral slopes are reddened relative to white noise net heat flux and wind stress, and that both phytoplankton and zooplankton have power spectral slopes that are less red than the ocean surface conditions (Fig. 3).

In the case of a double integration, the conceptual model suggests that ocean surface conditions and phytoplankton should be characterized by redder power spectral slopes than atmospheric white noise forcing, and that mesozooplankton should have slopes that are much redder than their phytoplankton prey (Fig. S2). In agreement with this model, SST and nitrate at Station L4 have redder power spectral slopes than heat flux and wind stress. Yet all plankton groups have power spectral slopes that are whiter — not redder — than ocean surface conditions, and the differences in power spectral slope between phytoplankton and zooplankton are quite small. More generally, both the single- and double-integration models suggest that larger bodied, longer lived organisms should have redder power spectra than smaller organisms (Fig. S2), but this does not appear to be generally true of data from Station L4 (Fig. 2).

Overall, observations from Station L4 support the idea that a subtle ‘second’ ecological integration occurs between phytoplankton prey and zooplankton predators. In several important ways, however, observations do
not neatly align with the expectations of the single- or double-integration models.

3.2. Using a plankton model to interpret observations

To better understand these results, we investigated the dynamics of the idealized plankton community model (Eqs. 1 and 2) when forced by a range of environmental conditions (Eq. 3). In particular, we sought to answer 2 questions arising from the data analyses: Why are the power spectral slopes of zooplankton only slightly redder than for phytoplankton, and why are plankton power spectral slopes generally whiter than ocean surface conditions?

To demonstrate the behavior of the model, we first show the model plankton dynamics for the case where the $K$ time series and spectral characteristics closely resemble nitrate at Station L4 (Fig. 4). Here, the power spectral slope of $K$ is $-1.07$ (Fig. 4b) and closely matches that of observed nitrate (slope = $-1.0$; Fig. 4a). We consider a single realization of phytoplankton and zooplankton types with the following traits: $r = 0.7$ (d$^{-1}$), $g = 0.6$ (m$^3$ (mmol N d)$^{-1}$), and $m_Z = 0.3$ (m$^3$ (mmol N d)$^{-1}$). These traits correspond approximately to phytoplankton and zooplankton of 10 and 100 μm ESD, respectively, which is on the order of the average 10:1 predator:prey ESD size ratio of marine plankton (Hansen et al. 1994). The size ratio can be much lower for dinoflagellates or much larger for copepods and meroplankton larvae.

Model phytoplankton biomass increases seasonally with $K$, and is closely tracked and ultimately limited by zooplankton feeding (Fig. 4c). Model years with greater $K$ have greater phytoplankton and zooplankton biomass. After removing the climatological seasonal cycle and long-term trend, the power spectral slopes of the monthly anomaly time series for model phytoplankton ($-0.96$) and zooplankton ($-1.12$) are similar to $K$ ($-1.07$). This single instance of the model with a specific combination of $K$ and organism traits suggests that the temporal dynamics of phytoplankton and zooplankton are tightly coupled at these characteristic rates, and that the spectral characteristics of the time series are tied to the spectral nature of $K$.

We conducted 2 further sets of model experiments: (1) to vary $K$ over a plausible range of variation seen in nature, but keep the plankton traits the same and (2) to examine a broad range of potential phytoplankton and zooplankton sizes and associated traits, but keep the $K$ variation the same.

Firstly, we explore model plankton population dynamics when forced by a range of $K$ with power spectral slopes ranging from 0 (white noise) to $-1.5$ (red noise; Fig. 5). We added noise of a known spectral color to the $K$ seasonal cycle at 10 noise levels between 0 and $-1.5$ (e.g. 0, $-0.15$, $-0.30$, ...). At each noise level, we ran 100 replicates and present the ensemble mean power spectral slope and 95% CIs for phytoplankton and zooplankton (Fig. 5). Plankton traits are kept the same across all model runs, and reflect a 10 μm ESD phytoplankton and 100 μm ESD zooplankton, as above ($r = 0.7$ d$^{-1}$, $g = 0.6$ m$^3$ (mmol N d)$^{-1}$, and $m_Z = 0.3$ m$^3$ (mmol N d)$^{-1}$). This prey-
predator combination is most relevant to an intermediately sized phytoplankton with a microzooplankton predator.

We found that the phytoplankton and zooplankton power spectral slopes nearly matched the power spectral slope of $K$ over a range of environmental conditions plausibly encountered in nature, and that model zooplankton power spectral slopes were slightly redder than for phytoplankton (Fig. 5), in agreement with data from Station L4 (Figs. 2 & 3). In essence, the plankton are able to nearly track the environmental changes because their generation times are short, on the order of days (Hsieh & Ohman 2006). The small but noticeable reddening of zooplankton power spectral slopes relative to phytoplankton arises from the longer generation times of plankton, with phytoplankton ranging from 5–200 μm ESD and zooplankton from 50–2000 μm ESD (Fig. 6). For simplicity, we assumed the predator:prey body size ratio is of order 10:1 in ESD, though recognize there is considerable variation around this ratio (Hansen et al. 1994, Atkinson et al. 2014). Model plankton traits $r$, $g$, and $m_g$ decreased with increasing body size following published allometric relationships (see Section 2.4.1). As was done for Fig. 4, we added noise of power spectral slope of $-1.0$ to the repeating seasonal cycle of $K$, but conducted 100 replicates for each predator:prey combination. The same $K$ time series were used across different combinations of predator and prey. The goal of these experiments was to estimate the power spectral slope of phytoplankton and zooplankton expected from a particular combination of prey and predator traits experiencing consistent variation in the $K$ of the environment.

For the case of a small phytoplankton (5 μm ESD) grazed upon by a small zooplankton (50 μm ESD; likely microzooplankton), seasonal increases in $K$ are closely tracked by increases in the small phytoplankton and zooplankton (Fig. 6b). The rapid growth of the small, fast growing phytoplankton is grazed down by the relatively efficient microzooplankton-like grazer (Armstrong 1994, Ward et al. 2012). The average power spectral slope over 100 replicates for both phytoplankton and zooplankton is nearly equal to $-1$ (and approximately equal to the power spectral slope of $K$), with phytoplankton being slightly less red (Fig. 6a). For the case of a large phytoplankton (200 μm ESD) grazed upon by a large zooplankton (2000 μm ESD; likely mesozooplankton), there is a temporary decoupling between phytoplankton and zooplankton when $K$ increases (Fig. 6c). Here, grazers are unable to crop phytoplankton population increases, and bloom-like behavior results (Irigoien et al. 2005). In this case, the power spectral slopes of phytoplankton and zooplankton are both whiter than $K$, with phytoplankton being whiter than zooplankton (Fig. 6a).

Thus, the power spectral slopes of plankton become progressively whiter relative to $K$ with increasing body size (moving from left to right in Fig. 6a). The whitening occurs because of noisy bloom dynamics in the model, and may help explain why data from Station L4, a location with a prominent but highly variable plankton bloom in the growing season (Widdicombe et al. 2010b), produce patterns that generally have power spectral slopes that are whiter than ocean surface conditions (Figs. 2, 3, & S3). Weak integration of noisy blooms by longer lived zooplankton consumers off-sets some, but not all, of the effect.

![Graph showing the relationship between the slope of power spectra and the color of noise added to K](image-url)
This pattern contrasts with the strong cumulative integration found by Di Lorenzo & Ohman (2013) in the California Current data.

These overall model results remain robust to changes in the functional response of the consumer (i.e. Type II or Type III instead of the linear Type I response shown here). Because model prey concentrations are typically low compared with half-saturation prey concentrations (Hansen et al. 1997), in Type I and Type II formulations, grazing increases approximately linearly with prey concentration. The refuge from grazing at low prey concentrations in the Type III functional response does not change model results as related to population spectral dynamics.

4. CONCLUSIONS

We compared the power spectra of atmospheric and oceanographic conditions to the population dynamics of 150 phytoplankton, microzooplankton, and mesozooplankton taxa at Station L4, a well-sampled continental shelf location in the Western English Channel, with the goal of understanding how plankton communities integrate atmospheric and surface ocean variability. Observations from Station L4 indicate that the physical–chemical environment in the ocean surface (SST, nitrate) has redder power spectral slopes than white noise atmospheric forcing (net heat flux, surface wind stress). This reddening from atmosphere to surface ocean is consistent with the stochastic climate model paradigm, where lower frequency variability in the ocean surface layer arises by integrating random variations in the atmosphere (Frankignoul & Hasselmann 1977, Hall & Manabe 1997, Deser et al. 2010).

Plankton populations also appear redder than the atmosphere, but are somewhat noisier and whiter compared with ocean surface conditions. Results from a simple trait-based plankton model suggest that the whitening of plankton dynamics relative to environmental forcing is due to seasonal decoupling between prey and predators and resulting noisy bloom dynamics, which can be particularly marked for relatively large phytoplankton and, to a lesser extent, large zooplankton. The observed power spectral slopes of both microzooplankton and mesozoo-
plankton are slightly redder compared with phytoplankton, but there is considerable overlap between these 3 groups. The model suggests that this slight reddening of zooplankton compared with phytoplankton occurs, in part, because zooplankton predators are generally larger and have consequently longer generation times than their smaller prey. However, we found no statistically significant relationship between body size and power spectral slope in the observations from the Station L4 data. The model results suggest that the color of noise in plankton populations arises from extrinsic environmental forcing but also through filtering of the environmental noise through the food web (see also Xu & Li 2002, Ripa & Ives 2003, Vasseur & Fox 2007).

Our results have several potential implications for understanding how environmental variability impacts marine plankton communities. Firstly, we speculate that the whitening of the plankton time series relative to ocean surface conditions may make it more difficult to definitively link changes in plankton populations or communities to changes in surface ocean forcing (e.g. SST, nitrate). The model indicates this may be particularly true for phytoplankton in regions with strong seasonal bloom dynamics. This finding may help explain why Barton et al. (2015), using Continuous Plankton Recorder data from the North Atlantic, found little correlation between anomalies in diatom abundance, dinoflagellate abundance, and total phytoplankton biomass and SST, stratification, and mixed layer depth anomalies. Note, however, that other studies have argued for a link between SST variability and phytoplankton populations (e.g. Beaugrand et al. 2013, Edwards et al. 2013). In contrast, in this same region and using data from the same survey, zooplankton population anomalies have often been found to have strong statistical relationships with ocean surface conditions (e.g. Fromentin & Planque 1996, Planque & Taylor 1998, Greene & Pershing 2000).

Secondly, our results shed light on the occurrence of regime shifts in marine plankton. Regime shifts, or long-lived and often abrupt transitions from one ecological state to another (Scheffer et al. 2001, Andersen et al. 2009), are a particularly important and poorly understood aspect of low frequency variability (Hare & Mantua 2000, Beaupre et al. 2015, Drijfhout et al. 2015). In the single- and double-integration models (Di Lorenzo & Ohman 2013), zooplankton exhibit considerably more low frequency variability (redder power spectra) than do phytoplankton, and the plankton community itself has the capacity to generate regime-shift-like events, independent of the low frequency variability in the environment. In contrast, data from Station L4 and our idealized model suggest relatively little capacity for spectral decoupling between phytoplankton prey and zooplankton predators with realistic ranges in traits. The implication is that regime shifts in planktonic ecosystems would largely be driven by low frequency variability in other components of the Earth System; for example, by changes in modes of climate variability (e.g. Hare & Mantua 2000, Edwards et al. 2013, Beaugrand et al. 2019) or sea ice melting (Grebmeier et al. 2006, Arrigo et al. 2008).

Overall, plankton and environmental data from Station L4 did not neatly conform either to the single- or the double-integration models proposed by Di Lorenzo & Ohman (2013) for long-lived krill (1−2 yr) in the California Current Ecosystem. The California Current region is an upwelling system with strong decadal changes in geostrophic transport (Bograd et al. 2001), whereas Station L4 is a dynamic inshore, albeit seasonally stratified continental shelf ecosystem (Atkinson et al. 2018). It is therefore not surprising that these systems, with strongly contrasting physical dynamics and plankton communities, would have different pathways linking atmospheric and ecological variability. Moreover, our study investigated 150 plankton taxa, up to and including krill and some fish larvae, with estimated generation lengths ranging from less than a day to a few months. It is possible that the integration effects noted by Di Lorenzo & Ohman (2013) may be present only for larger, longer lived zooplankton (like N. simplex), higher trophic levels, or taxa not covered by our analysis. For example, larger species with multi-year life cycles such as fish and some of the krill species can have fundamentally different reproductive strategies compared to species with cycles of 1 yr or less. Multi-year life cycles can thus lead to only a few successful spawnings per decade and thus to great inter-annual variability in population size and strong decadal-scale variability linked to climatic drivers (Atkinson et al. 2014). Conversely, diverse assemblages of smaller inshore plankton at Station L4 have strong predation controls constraining population sizes of key grazers (Maud et al. 2015) and reproductive strategies that are robust to variation in the quantity and timing of food (Atkinson et al. 2015).

We suggest that the work started by Di Lorenzo & Ohman (2013), and extended here in this study for Station L4, should be complemented by a global-scale meta-analysis of plankton time series covering a broad range of ecosystems and organisms, with a goal of identifying common spectral patterns and
mechanisms linking variability in the atmosphere, ocean, and plankton communities (for example, Mackas & Beaugrand 2010, Batchelder et al. 2012, Mackas et al. 2012).
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