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Abstract 

Future crewed space exploration targets ambitious and distant destinations, requiring long duration missions that may 

largely affect the astronauts’ health condition. To limit these effects, spacecraft will require additional solutions for 

the support of human safety, health and quality of life. Among those, artificial gravity might introduce a disruptive 

development to allow manned space exploration to achieve broader frontiers, reducing bone and muscle deterioration, 

motion sickness, and fluid redistribution. This work proposes the preliminary design of a rotating gravity system 

developed to support long-duration manned missions with a healthy living environment for human comfort. The design 

problem considers different aspects of the possible missions: it includes the identification of key design drivers and 

mission requirements, along with the exploration and assessment of possible system architectures accounting for 

deployment and operation constraints. The design process relies on the use of Multidisciplinary Design Optimization 

(MDO) methodologies to account for the interaction of multiple disciplines at the conceptual stage, and to benefit from 

this knowledge for the identification of the best design solutions for the rotating gravity system. This approach allows 

to evaluate the effect of several design choice at an early stage into the system development, to inform critical trade-

off decisions and determine the feasibility of such a system with technology available today or in the near future. 

Keywords: Artificial gravity, Multidisciplinary Design Optimization, Optimization. 

 

1. Introduction 

In the last years, the necessity to extend the human 

presence in space has gained increasing importance. In 

accordance with the Global Exploration Roadmap [1], 

several technological, physical, and ethical issues must 

be addressed before undertaking more challenging 

missions toward the other bodies of the Solar System. 

One of the main issues is related to the effects of a 

microgravity environment for long-term presence of the 

astronauts in space. The NASA Office of the Chief 

Health and Medical Officer (OCHMO) has intensively 

studied the negative effects on the human body in the 

space environment, considering the lessons learnt from 

the International Space Station (ISS) where the 

astronauts usually spent not more than six months. A 

number of side effects have been identified including 

bone and muscles deteriorations, motion sickness, fluid 

redistribution, disruption of senses, and immune function 

reduction. These side effects all relate to long time 

permanence and operations in microgravity environment 

and can deeply affect the health of the astronauts, not 

only during their permanency in space but also after their 

return on Earth. Artificially generating an Earth-like 

gravity acceleration is then highly desirable to counter 

the abovementioned issues. 

In 1952, Dr. Wernher von Braun has been the first to 

describe the conceptual design of an orbiting space 

station (Figure 1) that would rotate to produce 

“synthetic” gravity [2]. 

 
Figure 1: Braun’s Space Station Concept (1952). 

Source: NASA/MSFC [3]. Image not subject to 

copyright as per NASA policy [4]. 
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The Braun’s design was a toroidal shaped space station 

of 250m diameter located in Low Earth Orbit (LEO). A 

gravity value of 1g was reached with a rotational motion 

of 4,9 Revolution Per Minute (RPM). 

Several following concepts exploited the Braun’s idea of 

a rotating system to generate gravity: the Discovery II 

(2005), a space transfer vehicle to Jupiter’s orbit with 

three rotating habitable modules for the crew [5]; the 

Multi-Mission Space Exploration Vehicle (MMSEV), a 

space transport vehicle for long-duration, crewed mission 

with a rotating torus-ring habitat able to generate 0,69g 

[6], developed by NASA in 2011; the ISS Centrifuge 

DEMO (2011), a NASA’s proposal for a rotating 

demonstration structure with the capability to become a 

sleep module of the ISS [7]; the Mars Gravity Biosatellite 

(2009), a LEO mission with the objective to study the 

effect of the Mars gravity on mammals [8].  

Unfortunately, all the system concepts listed above have 

remained on paper due to several problems mainly 

related to their implementation. All the concepts rely on 

von Braun's idea to generate artificial gravity through 

rotating structures where astronauts are pushed to a 

relative floor by the resultant centrifugal force. The 

rotational speed is proportional to the radius of the toroid-

like structure. For given spacecraft dimensions, a slow 

rotational speed is more advisable due to both a lower 

mass of the system and an easier controllability; 

however, to produce a given acceleration with a low 

angular rate, the system dimensions could raise 

dramatically and hinder launch operations, as well as 

manufacturing and maintenance. Then the spacecraft 

design will be a trade off between acceleration, size and 

angular rate. 

Other variables, not directly related to the generated 

centripetal acceleration, strongly affect the design of such 

systems. For example, the system architecture in terms of 

number, shape and internal configuration of modules, 

deeply influence the physical model to be developed. 

Two possible opposite system architecture 

configurations could be identified: the first one is 

represented by a single toroidal module in which the 

structure is not interrupted by connection interface 

between modules. Alternatively, it is conceptually 

possible subdivide the toroidal structure in single 

modules, reducing the sectorial area considered for a 

single module. 

In this paper, we address the design variables, regarding 

spacecraft geometry and kinematics, which mostly affect 

the design of a toroidal-like shape rotating space station. 

We leverage an optimization process aimed to identify 

sub-optimal solutions for this system architecture. We 

consider a modular toroidal spacecraft, and we aim at 

optimizing its geometrical and kinematic properties to 

find a design solution emerging from trade off studies 

aiming at maximizing the performance in terms of 

simulation of gravity (i.e. generating a uniform 

centripetal acceleration with low angular velocities) 

while containing the overall lifecyle costs. 

In the Section II, there is description of the problem 

statement for the design of an artificial gravity system. 

Moreover, there is the presentation of the model 

developed in order to numerically assess the design 

parameters selected. The methodology followed for the 

optimization problem and the presentation of the 

optimization algorithms implemented in the MDO tool 

developed are reported in Section III. In Section IV, the 

main design results obtained from the optimization 

process are presented. At the end, the main conclusions 

of this work are drawn in Section V. 

2. Problem Statement 

This work is intended as a preliminary study to assess 

the feasibility of an artificial gravity environment for 

long duration human presence in space. The habitat will 

be placed in Low Earth Orbit, to ease cost effective and 

frequent resupply missions, crew turnaround and 

emergency evacuation in case of accidents. 

We focus on a ring architecture, consisting of 𝑛 

interconnected modules. The radius of the structure 𝑅 

affects the number of modules, while the individual 

dimension and weight of each module are limited by the 

capabilities of the launch vehicle. 

The architecture is optimized to achieve maximum 

pressurized volume at minimum manufacturing and 

deploying costs, while providing Earth-like gravity and a 

low angular velocity, in order to preserve the comfort of 

the crew and avoid motion sickness issues. 

Table 1 summarizes the independent design variables 

considered for the study; most of them are related to the 

spacecraft geometry, and define the basic dimensions of 

ring radius 𝑅 , radius of a single module 𝑟 , while the 

centripetal acceleration 𝑔  is related to the system 

performance in terms of comfort of the crew. 

 

Table 1: Description of the design variables 

considered for the optimization. 

Variable symbol unit range 

Ring radius 𝑅 [m] (0, 1000) 

Number of modules 𝑛 [ ] (1, ∞( 

Radius of a module 𝑟 [m] (0, 𝑅) 

Centripetal acceleration 𝑔 [m/s2] (3, 9.81) 

 

The first approximation computational model employed 

is schematically shown in Figure 2; the following 

paragraphs briefly explain the assumptions adopted for 

each section of the model. 

 

2.1. Computation of geometrical and kinematic 

properties 

The set of design parameters listed in Table 1, namely 𝑅, 

𝑛 and 𝑟, define the simplified geometry of the spacecraft.  
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Table 2: Cost and capabilities of existing launch vehicles 

 

These variables affect the estimation of habitable volume 

and the angular rate required for a given level of 

centripetal acceleration. Additionally, the choice of a 

suitable launch vehicle is dictated by mass and volume 

limits of available launchers. 

 

 
Figure 2: Simplified geometry of one spacecraft 

module inside the launcher payload fairing. 

 

The geometrical relationships between the 

dimensions of the structure are the result of geometrical 

compatibility of the modules: 

 

𝑙 = 2𝑅 sin
𝜋

𝑛
 

𝑅 > 𝑟 

2(𝑅 + 𝑟) sin
𝜋

𝑛
≤ 𝑙𝐹 

(𝑅 + 𝑟) − (𝑅 − 𝑟) cos
𝜋

𝑛
≤ 2𝑟𝐹 

 

where 𝑟𝐹 and 𝑙𝐹 are the radius and length available inside 

the launcher fairing. The dimension of the individual 

module is constrained by the available payload space in 

the fairing of the launch vehicle. Table 2 summarizes the 

capabilities of the considered launch vehicles. 

Given the mass and dimensions of the individual module, 

the launch vehicle is chosen as the least expensive among 

those with compatible capabilities in terms of maximum 

payload to LEO and fairing dimensions, according to 

Table 2. The total volume of the spacecraft is 

approximated as the volume of a torus with the same 

radius, given by: 

 

𝑉𝑡𝑜𝑡 = 2𝜋2𝑅𝑟2 

 

while the internal volume is estimated by multiplying the 

total by an empirical corrective coefficient 𝑘𝑐𝑜𝑟𝑟 , 

obtained by fitting available data regarding the habitation 

modules of the International Space Station: 

 

𝑉𝑖𝑛𝑡 = 𝑘𝑐𝑜𝑟𝑟𝑉𝑡𝑜𝑡 

 

The centripetal acceleration generated by the rotating 

structure is given by: 

 

𝑔 = 𝜔𝑅2 

 

where 𝜔 is the angular rate of the spacecraft. To avoid 

sickness resulting from Coriolis forces experienced by 

the crew, this angular velocity shall be limited to a 

maximum value of 2 𝑟𝑝𝑚 [6]. 

 

 

2.2. Computation of pressurization and centrifugal 

stresses 

To compute structural stresses experienced by the 

spacecraft, as a first approximation we assume a thin-

wall torus shaped geometry, subject to pressure and 

centrifugal forces. 

By considering a section of the torus and imposing the 

equilibrium between pressure load and tensile stress, the 

contribution to the latter given by pressurization is: 

 

𝜎1,𝑝 =
𝑝

2

𝑟

𝑠
 

 

Launcher 
Max payload to LEO [t] Fairing length 

 𝒍𝑭 [m] 

Fairing radius 

𝒓𝑭 [m] 

Cost per launch 

(million USD) 

Ariane 5 ES 21 17 2.7 150 

Sojuz 2-1B 7.8 11.43 2.05 61 

Falcon 9 v1.2 13.68 13.1 2.6 62 

F9 expendable 22.8 13.1 2.6 92 

Falcon Heavy 18.11 13.1 2.6 90 

FH expendable 63.8 13.1 2.6 150 

Delta IV 13.14 10.84 2 164 

Delta IV Heavy 28.79 19.1 2.5 350 

Atlas V 18.5 9 2 109 
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where 𝑠  is the thickness of the wall. Similarly, the 

contribution of centrifugal forces on 𝜎1  is computed 

imposing the equilibrium between tensile stresses and 

centrifugal load for a section of the ring: 

 

𝜎1,𝑐 =
𝜌𝑙𝜔2𝑅

4𝜋𝑟𝑠
 

 

where 𝜌𝑙 = 𝜌𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝜋𝑟  is the linear density of the 

module, estimated from empirical data and taking into 

account the structural mass increase needed to bear the 

centrifugal load itself. 

The tangential component of stress 𝜎2 is computed only 

taking into account the pressure load, similarly to 𝜎1,𝑝, 

yielding to: 

𝜎2 =
𝑟

𝑠
𝑝 

Then, the total stress 𝜎𝑣 is estimated with the von Mises 

criterion. 

 

2.3. Mass estimation 

The mass of each module is estimated by fitting 

available data regarding the habitable modules of the 

International Space Station, corrected with the additional 

mass needed to bear the centrifugal loads. 

For this purpose, two von Mises stresses are computed, 

one neglecting centrifugal loads and the other 

considering them: 

 

𝜎𝑣1 = √(𝜎1,𝑝 + 𝜎1,𝑐)
2

+ 𝜎2
2 − (𝜎1,𝑝 + 𝜎1,𝑐)𝜎2  

𝜎𝑣2 = √𝜎1,𝑝
2 + 𝜎2

2 − 𝜎1,𝑝𝜎2  

In both cases the model computes the wall thickness 

required for keeping the von Mises stress equal to the 

material yield stress divided by a safety factor 𝑘: 

 
(𝑠1,2)𝑖+1

(𝑠1,2)𝑖

=
𝑘𝜎𝑣1,2

𝜎02

 

where (𝑠1,2)𝑖  is the wall thickness used for the stress 

estimation and (𝑠1,2)𝑖+1 is the updated wall thickness 

Then, the total mass is updated by adding the structural 

mass resulting by the thickness increase. The stresses are 

updated and the process is repeated until convergence. 

 

 

2.4. Cost estimation 

The total cost 𝐶  is estimated as the sum of 

manufacturing cost 𝑐𝑀 for each module plus the total cost 

of launch 𝑐𝐿,𝑇: 

𝐶 = 𝑐𝑀 + 𝑐𝐿,𝑇  

Cost of launch is obtained from available data related to 

most common launch vehicles (see Table 2), taking into 

account the total number of launches required. In 

particular, for a given module geometry and weight, we 

choose the cheapest launcher available, among those 

compatible in terms of fairing size and maximum payload 

to LEO. Then the cost of the selected launch vehicle 𝑐𝐿𝑉 

is multiplied by the number of modules to be launched to 

estimate the total launch cost: 

𝑐𝐿,𝑇 = 𝑛 𝑐𝐿𝑉 

The manufacturing cost of the spacecraft modules is 

estimated by fitting data of ISS modules, which result to 

be approximately proportional to the spacecraft dry 

weight: 

𝑐𝑀 = 𝑘 𝑚 

where the coefficient 𝑘 is found by a statistical study. 

3. Methodology 

The task of finding an optimal configuration for the 

artificial gravity system is a constrained multi-objective 

minimization problem. 

We define a four element design vector 𝒙 = {𝑔, 𝑟, 𝑅, 𝑛} 

where 𝑔 is the centripetal acceleration, 𝑟 is the radius of 

the spacecraft modules, 𝑅  is the radius of the entire 

spacecraft and 𝑛 is the (integer) number of modules. 

The structure of the problem is schematically explained 

in the diagram of Figure 3, which shows the connections 

between the various disciplinary blocks. 

 
Figure 3: Structure of the problem. 
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The centripetal acceleration is bounded between 3 and 

9.81 m/s2 to lie inside the comfort zone described by [9]; 

additionally, the upper bound for the angular rate of the 

structure is set to 0.2 rad/s, approximately equivalent to 

the 2 rpm limit set by [9]. An upper bound for spacecraft 

radius 𝑅  is set to 1000m: for values greater than this 

limit, the limited specific tensile strength of available 

materials starts to significantly increase the structural 

mass fraction, rapidly reaching impractical values. 

As an additional constraint, for geometric compatibility 

reasons, the radius of a single module 𝑟 shall be less than 

the overall spacecraft radius. However, the dimensions of 

the payload fairings of available launch vehicles likely 

set a much more restrictive upper limit for 𝑟 . The 

optimization problem is defined as: 

 

min
𝒙

𝐽(𝒙) , 

s.t.  3𝑚 𝑠2⁄ ≤ 𝑔 ≤ 9.81𝑚/𝑠2 

  𝜔(𝒙) ≤ 0.2𝑟𝑎𝑑/𝑠 

  𝑅 < 1000𝑚 

  𝑟 < 𝑅 

 

We propose two possible combinations of objectives 

to optimize: 

1. Minimize estimated cost 𝐶  and maximize internal 

habitable volume 𝑉, and 

2. Minimize estimated cost 𝐶 and angular rate 𝜔. 

 

For the first option, we adopt a weighted sum approach 

to define the following objective function: 

 

𝐽1(𝒙) = −𝛼𝑉̂ + 𝛽𝐶̂ 

 

where 𝛼 and 𝛽 are two scalar weights, with 𝛼 + 𝛽 = 1. 

The coefficients 𝛼 and 𝛽 are chosen in the (0,1) interval, 

and to compare homogeneous values the two objective 

functions are normalized as: 𝑉̂ = 𝑉/1𝑚3 , 𝐶̂ = 𝐶/
106𝑈𝑆𝐷. 

For the second option, the objective function is: 

 

𝐽2(𝒙) = 𝛼𝜔̂ + 𝛽𝐶̂ 

 

Where  𝜔̂ = 𝜔/10−6 𝑟𝑎𝑑/𝑠  is the normalized angular 

velocity. The objective function is nearly linear locally 

but has several step discontinuities caused by the discrete 

choice of one launch vehicle among a set of alternatives. 

We compare different optimization algorithms for the 

considered problem. In particular, we focus on two 

standard local search methods (Interior Point Algorithm 

and Sequential Quadratic Programming) to determine a 

baseline performance and two global search gradient free 

strategies (namely genetic algorithms and pattern 

search), which are likely more suitable to our inherently 

discontinuous problem. 

 

3.1. Interior Point Algorithm 

The Interior Point algorithm [10-14] combines the 

direct solution of the Karush-Kuhn-Tucker (KKT) 

equations and a Conjugate Gradient approach to solve a 

sequence of approximated minimization problems. This 

method is suited for large-scale nonlinear problems. 

The inequality constraints are converted into equality 

constraints by adding to the objective function a 

logarithmic barrier function. Given the problem: 

 

min
𝒙

𝐽(𝒙) ,  s.t.  ℎ(𝒙) = 0  and  𝑔(𝒙) ≤ 0 

 

the approximate problem, for each 𝜇 > 0, is: 

min
𝒙,𝒔

𝐽𝜇(𝒙, 𝒔) = min
𝒙,𝒔

𝐽(𝒙) − 𝜇 ∑ ln (𝒔𝑖)

𝑖

, 

  s.t.  ℎ(𝒙) = 0  and  𝑔(𝒙) + 𝒔 = 0 

 

The solution of the approximate problem 𝐽𝜇 approaches 

the minimum of 𝐽  as 𝜇  decreases to zero. At each 

iteration, the algorithm attempts a direct step to solve the 

KKT conditions for the approximate problem. If the 

direct step fails (e.g. if the approximate problem is not 

locally convex near the current point), a Conjugate 

Gradient step is performed to minimize a quadratic 

approximation to the approximate problem in a trust 

region. 

For our application, the required starting point 𝑥0  is 

chosen randomly among the bounds. Variables 

constrained by both a lower and an upper bound are 

chosen with uniform probability distribution, while those 

with only a lower bound are chosen by assuming a 

uniform distribution for their inverse. In order to reduce 

the dependence of the solution on the starting point, the 

optimization is performed several times for different 𝒙0, 

and the best solution in terms of value of the objective 

function 𝐽 is kept. 

 

3.2. Sequential Quadratic Programming (SQP) 

A Sequential Quadratic Programming method [15-19] 

evaluates the local Jacobian and Hessian to obtain a local 

quadratic approximation of the objective function, in the 

neighborhood of the current point; equality and 

inequality constraints are locally linearized. The 

approximated Quadratic Problem at iteration 𝑞: 

 

min
𝑠

𝑄(𝑠𝑞) = min
𝑠

𝐽(𝑥𝑞) + ∇𝐽(𝑥𝑞)⊤𝑠𝑞 +
1

2
𝑠𝑞⊤𝐵𝑠𝑞 , 

s.t.  ∇𝑔𝑗(𝑥𝑞)⊤𝑠𝑞 + 𝑔𝑗(𝑥𝑞) ≤ 0 

  ∇ℎ𝑗(𝑥𝑞)⊤𝑠𝑞 + ℎ𝑗(𝑥𝑞) = 0 

 

is solved to find the search direction 𝑠𝑞 . Then, a 1D 

search is performed to compute the step length 𝛼𝑞, and 

the evaluation point is updated as: 

 

𝑥𝑞+1 = 𝑥𝑞 + 𝛼𝑞𝑠𝑞 
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For our implementation, we adopt the same starting point 

used for the Interior Point Algorithm (Section III.1). 

 

3.3. Genetic Algorithm 

Genetic algorithms were first introduced in 1970s as 

search methods used to find exact or approximate 

solutions to optimization and search problems [20-24]. 

Genetic algorithms emerge as a particular class of 

evolutionary algorithms that are adaptive heuristic search 

methods inspired by evolutionary biology, such as the 

natural selection and the natural genetics. They can be 

used to find optimal solutions in many applications of 

high complexity. Their heuristic features are used 

alternatively to other techniques such as simulated 

annealing, hill climbing, or tattoo search.  

Genetic algorithms can explore the search space 

globally and are based on probabilistic strategies, in 

contrast with many local search methods. GAs simulate 

natural selection of best individuals, which will breed to 

generate the successive generations. The classical 

terminology calls “individual” a solution of the problem. 

All the considered individuals form a population. Each 

individual encodes its characteristics in one string called 

“chromosome”. According to the biology analogy, a 

chromosome is a sequence of alleles representing one 

quantum of information, such as bit, digit, and letter, etc. 

[21]. 

The genetic algorithm methodology starts with the 

initialization of the population, which is typically 

randomly generated. The population size is related with 

the nature of the problem and can reach several thousands 

of possible solutions. In general, the population is 

generated to cover the entire range of possible solutions, 

called the search space. In case of known areas where 

optimal solutions are likely to be found, the solutions 

may be “seeded” in such areas. 

Within each generation, a portion of the population is 

selected to generate a new population which will become 

the next generation. The selection is based on the fitness 

(i.e. the value of the objective function) of each solution 

where fitter solutions (characterized by a lower value of 

the objective function) are more likely to be selected. A 

potential issue may be the premature convergence on a 

poor solution. For this reason, stochastic methods are 

designed to select a small portion of less fit solutions in 

order to keep the diversity of the population large. 

The following step is to breed the selected population 

to generate the next generation. Two operations may be 

performed in this phase: crossover (also called 

recombination) and/or mutation. Each new solution is 

generated by breeding a pair or “parent” solutions 

selected from the pool previously selected. The “child” 

solution, generated by means of crossover and/or 

mutation, shares some characteristics of its “parents”. 

The process continues until a new population of the 

appropriate size is generated. The use of more than two 

"parents" may help with the obtaining a better "child" 

solution [22]. 

This process ends when a termination condition has 

been reached. Typical termination conditions may be a 

solution that satisfies the criteria is found, the fixed 

number of generations is reached, no better results can be 

obtained because the highest-ranking solution’s fitness is 

reaching or has reached a plateau. 

For our application, to improve the repeatability of 

the optimizations, the Genetic Algorithm is executed ten 

times, and the better result is kept. 

 

3.4. Pattern Search 

In this paper we adopt the Generalized Pattern Search 

(GPS) method as implemented in Matlab. This method 

has been developed by Torzcov in 1997 [25] 

characterizing the pattern search methods, developed by 

Hooke and Jeeves [26] through a generalization of their 

method, resenting a global convergence theory [27-29]. 

These methods are very effective for some engineering 

problem in which the evaluation of the objective and 

constraint functions implies a high computational cost, as 

an alternative to using less expensive surrogates. The 

GPS algorithms compute a sequence of points that 

approach an optimal point. At each step  

of the iteration, after the identification of an initial point, 

the algorithm searches a set of points, so-called “mesh” 

around that point. This mesh is created by adding a scalar 

multiple of a set of vectors called pattern to the current 

point identified. After that, the algorithm is able to find 

the best point in the mesh which improves the value of 

the objective function at the current point considered. 

Then, the point identified after this comparison becomes 

the new current point. The algorithm continues for a 

define number of iterations, eventually considering a 

tolerance value for which the iteration is terminated. 

 

3.5. Simulated Annealing 

 The Simulated Annealing (SA) [30] is natural 

metaheuristic method based on an analogy between the 

quenching physical process for solids and the solution for 

a combinatorial optimization problem in order to find a 

good solution for such these problems [31-34]. This 

method derived from the Metropolis method. In 

particular, these methods were introduced for the local 

optimization or iterative improvement, in which an initial 

solution is repeatedly improved by making small local 

iterations until no such alteration yields a better solution. 

SA randomizes this procedure in a way that allows for 

occasional uphill moves (changes that worsen the 

solution), in an attempt to reduce the probability of a 

result, SA strength is that it avoids to getting caught at 

local maxima-minima solutions. This algorithms follow 

the following procedure: (i) Generation of the random 

solution for the define variable space; (ii) Calculation of 
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the cost using a pre-defined cost function; (iii) 

Generation of random solution in a sub-space close to the 

solution previously found; (iv) Calculation of the new 

value of the cost function; (v) Comparison of the new and 

old solution calculated. If the new solution is better with 

respect the problem defined, move on the new solution. 

If it is not, the algorithm calculates an “acceptance 

probability” which is a sort of recommendation on 

whether or not to jump to the new solution. (vi) repeating 

of steps from (iii) to (v) until an acceptable solution is 

found considering a certain tolerance value and a 

maximum number of iterations that could be performed. 

4. Design Results  

All the considered optimization algorithms identify a 

consistent minimum for the objective function. The 

optimizations are executed on a common laptop PC with 

an Intel i7 6500U processor, running Windows 10 and 

Matlab r2016a. The performance of the optimization 

algorithms in terms of computational time is shown in 

Table 3. 

The two objective functions involve discrete 

variables and parameters, namely the number of modules 

and the discrete set of available launch vehicles. As a 

consequence, despite the used models being simple and 

nearly linear locally, the objective functions consist 

globally in a set of regular sections separated by step 

discontinuities. As an example, Figure 4 shows the 

dependency of the objective function 𝐽2  upon the 

spacecraft radius and the centripetal acceleration. This 

particular situation poses some difficulties for the 

application of the gradient-based algorithms, since the 

gradient itself is not defined in the discontinuities. In this 

condition those search algorithms become strongly 

dependent on the choice of a suitable starting point.J2 For 

this reason, to get a reliable result, the optimization needs 

to be repeated several times with different starting points, 

randomly sampled inside the search space. This greatly 

increases the global computational time, and partly 

compromises the fast convergence rate typical of 

gradient based methods. Conversely, the two global 

methods (and in particular the GA for its applicability to 

discrete variables) are more suitable for the problem, 

despite the higher computational cost. 

For the first objective function 𝐽1, the optimum point 

is always characterized by the maximum angular rate and 

the minimum centripetal acceleration allowed by the 

bounds. In this case, the Pareto front (Figure 5) is 

approximately a straight line: in fact, according to our 

simplified model, the cost of launch and construction 

results almost proportional to the pressurized volume of 

the spacecraft. Additionally, being the two objectives 

nearly proportional, there exist basically two solutions: 

one optimizes only the cost, regardless the internal 

volume, while the other considers only the volume. The 

transition between the two optimum solutions is quite 

sharp, and happens near 𝛼 = 0.75  and 𝛽 = 0.25  (note 

that the Pareto front of Figure 4 is generated for  0.73 ≤
𝛼 ≤ 0.77 and 0.23 ≤ β ≤ 0.27 Errore. È prevista una 

cifra.). In fact, it appears that our model can be locally 

approximated with the hyperplane 0.75𝑉̂(𝑥) =

0.25𝐶̂(𝑥)Errore. È prevista una cifra., in the region 

where the two optimum solutions are found. Then, 

deending on the weights of the objectives, the optimum 

will be either near the lower bound of cost or near the 

upper bound of volume. Clearly, the only solution 

characterized by reasonable costs is the smaller one, 

resulting in an already large volume of 3800 m3 and a 

cost of about 11.8 billion USD.  

The Pareto front of the second objective function 𝐽2  is 

shown in Figure 6. In this case, the volume is not 

considered an objective since the lower bounds already 

gives a very large value. This graph highlights that a 

small reduction in angular rate can be achieved without 

affecting greatly the cost. Then, a point characterized by 

a slightly bigger radius and smaller angular rate can be 

chosen to increase the comfort of the crew or allow the 

simulation of higher accelerations. 

 

 

Table 3: Average computational time for the 

considered optimization algorithms. 

 

 
Figure 4: Objective function 𝑱𝟐 versus radius and 

centripetal acceleration. 

Algorithm Computational time [s] 

𝑱𝟏 𝑱𝟐 

Interior Point 10.8502 8.4247 

SQP 3.4208 3.1468 

Genetic Algorithm 35.5161 29.6129 

Pattern Search 18.2812 26.1764 

Simulated Annealing 47.8688 54.8163 
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Figure 5: Pareto front of the first objective 

function J1, with the considered search algorithms 

 
Figure 6: Pareto front of the second objective 

function J2, with the considered search algorithms 
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5. Conclusions 

A feasibility study on an artificial gravity system has 

been performed, taking into account the influence of a set 

of design variables on performance and cost. This 

preliminary work accounts for habitable modules. Costs 

of support systems, such as power generation, 

propulsion, attitude control, thermal control, are not yet 

considered. 

The models employed for this work are very simple, 

yet they enable to account for the effect of several design 

choices on the manufacturing and deployment cost of the 

system, as well as on the expected performance. The use 

of a Multidisciplinary Design Optimization approach at 

this preliminary stage allows quantitatively evaluating 

different possible architectures of the system and 

informing the design decisions early in the development 

process. This way, it is possible to freeze the system 

architecture early, when radical design changes are not 

yet prohibitively costly.  

However, our study determined how even 

considering the point of the Pareto front characterized by 

the smallest cost and volume, the resulting pressurized 

volume of the spacecraft is one order of magnitude 

greater than the largest spacecraft built to date, the 

International Space Station. The cost of production and 

launch of the Artificial Gravity System would be in 

excess of 10 billion USD, or more than 10% of the whole 

lifecycle cost of the ISS (which stands in the order of 100 

billion USD [35]). 

This very high cost is in fact the main reason why 

artificial gravity systems have not been usually 

considered as a feasible solution for long-term crewed 

space missions. Future developments in reusable launch 

vehicle will likely reduce launch related costs, thus 

helping to make artificial gravity systems affordable. 
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