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Abstract

Modern chemotherapeutic regimens for adult and childhood leukaemia rely on the use of a combination of various cytotoxic agents. Unfortunately, haematopoietic stem cell transplant, a last resort treatment for haematologic malignancies requires high dose of chemotherapy prior to transplant. Despite advances in cancer chemotherapy, occurrence of secondary malignancies such as donor cell leukaemia (DCL) persist due to the random targets of actively dividing cells by chemotherapy. DCL is a rare condition whereby infused donor cells become toxic in the patient, despite the donor apparently remaining healthy. To date, the cause of DCL is unknown, therefore this thesis sought to explore the role of chemotherapy-induced bystander effect (CIBE) in DCL.

To investigate CIBE, a co-culture bystander model was developed, promoting cell-to-cell communication in vitro and permitting isolation of the bystander cells for cytotoxicity and genotoxicity assessment post exposure to chemotherapeutic agents. For the first time, a panel of 22 chemotherapeutic agents were screened for CIBE and were found to promote genotoxicity in bystander cells. Four drugs (chlorambucil, carmustine, etoposide and mitoxantrone) later studied in detail suggested mitoxantrone induced mainly aneugenic events, but a mixed mode of function for the other three drugs swaying towards aneugenicity in the pancentromeric labelling of micronucleus assay. Interestingly, these analyses demonstrated a novel finding that the donor or bystander cells or both, may play an important role in the occurrence of CIBE, as responses within the TK6, AHH-1 and Kasumi-1 bystander cells differed throughout the research.

The role of the tumour microenvironment in potentiating CIBE also appears important as genotoxicity peaked at day 3 and continued up to 5 days post chemotherapy exposure. Use of the comet assay did not demonstrate significant DNA fragmentation but addition of hOGG1 and Fpg endonucleases suggested a role for redox disruption and generation of reactive oxygen species (ROS). Investigation of the redox status showed an increase in ROS in the bone marrow microenvironment (HS-5 cells), but show little evidence of ROS in bystander cells, despite the increased oxidative damage in the comet assay. The Agilent Seahorse extracellular flux (XF) mitochondrial stress test supported redox disruption in the HS-5 cells, but analyses of antioxidant expression in both compartments showed limited evidence of any response (either increased or decreased).

Collectively this research has demonstrated the capacity for chemotherapeutic agents to induce a bystander effect with the capacity to promote development of a mutated clone within a supportive tumour microenvironment. Currently the mechanism of this bystander effect is unknown, with redox disruption unlikely to play a major direct role. However, given the understanding of ROS in cellular signalling, and the observation of increased oxidative damage, this may promote cell survival within a genotoxic environment, which warrants further investigation. The data notionally could support a role for CIBE in the development of DCL, but also raises important questions in the wider applications of genotoxicity testing and models used as hitherto, the focus has been on outcomes from direct exposure, with monocultures used as the mainstay. This raises important implications for the assessment of human risk and support the idea of more complex multicellular and 3-dimensional study models.
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>µg</td>
<td>Microgram</td>
</tr>
<tr>
<td>µl</td>
<td>Microlitre</td>
</tr>
<tr>
<td>µM</td>
<td>Micromolar</td>
</tr>
<tr>
<td>°C</td>
<td>Degree Celsius</td>
</tr>
<tr>
<td>4-HHE</td>
<td>4-Hydroxy-Trans-Hexenale</td>
</tr>
<tr>
<td>5-OHMeU</td>
<td>5-Hydroxymethyl Uracil</td>
</tr>
<tr>
<td>8-OHdG</td>
<td>8-Dihydroxy-2’-deoxyguanosine</td>
</tr>
<tr>
<td>AGEP</td>
<td>Advanced Glycation End Products</td>
</tr>
<tr>
<td>AHH</td>
<td>Aryl hydrocarbon hydroxylase</td>
</tr>
<tr>
<td>ALL</td>
<td>Acute lymphoid leukaemia</td>
</tr>
<tr>
<td>AML</td>
<td>Acute myeloid leukaemia</td>
</tr>
<tr>
<td>AOPP</td>
<td>Advanced Oxidation Protein Products</td>
</tr>
<tr>
<td>APS</td>
<td>Ammonium per sulfate</td>
</tr>
<tr>
<td>ATCC</td>
<td>American type culture collection</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine Triphosphate</td>
</tr>
<tr>
<td>BCA</td>
<td>Bicinchoninic acid</td>
</tr>
<tr>
<td>BM</td>
<td>Bone Marrow</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>BVDV</td>
<td>Bovine viral diarrhea virus</td>
</tr>
<tr>
<td>CAT</td>
<td>Catalase</td>
</tr>
<tr>
<td>CIBE</td>
<td>Chemotherapy-induced Bystander Effect</td>
</tr>
<tr>
<td>CLL</td>
<td>Chronic lymphoid leukaemia</td>
</tr>
<tr>
<td>CML</td>
<td>Chronic myeloid leukaemia</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbondioxide</td>
</tr>
<tr>
<td>COSHH</td>
<td>Control of substances hazardous to health</td>
</tr>
<tr>
<td>COX-2</td>
<td>Cyclooxygenase-2</td>
</tr>
<tr>
<td>DAPI</td>
<td>4’,6-Diamindine-2-phenylindole</td>
</tr>
<tr>
<td>DCFDA</td>
<td>2’,7’-dichlorodihydrofluorescein diacaetate</td>
</tr>
<tr>
<td>DCL</td>
<td>Donor cell leukaemia</td>
</tr>
<tr>
<td>DEM</td>
<td>Diethylemaleate</td>
</tr>
<tr>
<td>DMEM/F12</td>
<td>Dulbecco’s Modified Eagle Medium with Ham’s factor 12 nutrient</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMEM/HG</td>
<td>Dulbecco’s Modified Eagle Medium with high glucose</td>
</tr>
<tr>
<td>DMEM/LG</td>
<td>Dulbecco’s Modified Eagle Medium with low glucose</td>
</tr>
<tr>
<td>DMF</td>
<td>Dimethyl formamide</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethylsulphoxide</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>EBV</td>
<td>Epstein Barr virus</td>
</tr>
<tr>
<td>ECAR</td>
<td>Extracellular acidification rate</td>
</tr>
<tr>
<td>ECAR</td>
<td>Extracellular Acidification Rate</td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>ELISA</td>
<td>Enzyme Linked Immunosorbent Assay</td>
</tr>
<tr>
<td>ESI</td>
<td>Electrospray ionization</td>
</tr>
<tr>
<td>ETO</td>
<td>Eight twenty one</td>
</tr>
<tr>
<td>FaPyAde</td>
<td>4,6-diamino-5-formamidopyrimide</td>
</tr>
<tr>
<td>FaPyGua</td>
<td>2,6-diamino-4-hydroxy-5-formamidopyrimidine</td>
</tr>
<tr>
<td>FBS</td>
<td>Foetal bovine serum</td>
</tr>
<tr>
<td>FCCP</td>
<td>Fluoro Carbonyl Cyanide-P-trifluoromethoxy Phenyl-Hydrazon</td>
</tr>
<tr>
<td>FCS</td>
<td>Foetal Calf Serum</td>
</tr>
<tr>
<td>FISH</td>
<td>Fluorescent in situ hybridisation</td>
</tr>
<tr>
<td>FITC</td>
<td>Fluorescein isothiocyanate</td>
</tr>
<tr>
<td>Fpg</td>
<td>Formamido pyrimidine DNA-glycosylase</td>
</tr>
<tr>
<td>g/l</td>
<td>Gram per litre</td>
</tr>
<tr>
<td>H_{2}O_{2}</td>
<td>Hydrogen peroxide</td>
</tr>
<tr>
<td>HAT</td>
<td>Hypoxathine-aminopterin-thymidine</td>
</tr>
<tr>
<td>HCL</td>
<td>Hydrochloric acid</td>
</tr>
<tr>
<td>HEPES</td>
<td>4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid</td>
</tr>
<tr>
<td>HI-FBS</td>
<td>Heat inactivated foetal bovine serum</td>
</tr>
<tr>
<td>hOGGI</td>
<td>Human 8-oxoguanine DNA-N-glycosylase 1</td>
</tr>
<tr>
<td>HPLC</td>
<td>High performance liquid chromatography</td>
</tr>
<tr>
<td>HRP</td>
<td>Horseradish peroxidase</td>
</tr>
<tr>
<td>HSC</td>
<td>Haematopoietic stem cells</td>
</tr>
<tr>
<td>HSCT</td>
<td>Haematopoietic stem cell transplant</td>
</tr>
<tr>
<td>HTLV</td>
<td>Human T-cell lymphocytic virus</td>
</tr>
<tr>
<td>IL</td>
<td>Interleukin</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KBrO₃</td>
<td>Potassium bromate</td>
</tr>
<tr>
<td>KCL</td>
<td>Potassium chloride</td>
</tr>
<tr>
<td>LCMS</td>
<td>Liquid Chromatography and Mass Spectrometer</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen-Activated Protein Kinase</td>
</tr>
<tr>
<td>MDA</td>
<td>Malondialdehyde</td>
</tr>
<tr>
<td>MDS</td>
<td>Myelodysplastic syndrome</td>
</tr>
<tr>
<td>MFI</td>
<td>Median Fluorescent Intensity</td>
</tr>
<tr>
<td>ml</td>
<td>Millilitre</td>
</tr>
<tr>
<td>mM</td>
<td>Millimolar</td>
</tr>
<tr>
<td>mmol/L</td>
<td>Millimole per litre</td>
</tr>
<tr>
<td>MRM</td>
<td>Multiple reaction monitoring</td>
</tr>
<tr>
<td>NAC</td>
<td>N-acetylcysteine</td>
</tr>
<tr>
<td>NaCl</td>
<td>Sodium chloride</td>
</tr>
<tr>
<td>nM</td>
<td>Nanomolar</td>
</tr>
<tr>
<td>OCR</td>
<td>Oxygen Consumption Rate</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>OxoGua</td>
<td>Oxo-7,8- dihydroguanine</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase Chain Reaction</td>
</tr>
<tr>
<td>PET</td>
<td>Polyethylene terephthalate</td>
</tr>
<tr>
<td>PFA</td>
<td>Paraformaldehyde</td>
</tr>
<tr>
<td>pg/ml</td>
<td>Picogram per millilitre</td>
</tr>
<tr>
<td>PVDF</td>
<td>Polyvinylidene difluoride</td>
</tr>
<tr>
<td>RIPA</td>
<td>Radio immune precipitation assay</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive oxygen species</td>
</tr>
<tr>
<td>RPMI</td>
<td>Roswell park memorial institute</td>
</tr>
<tr>
<td>SDS- PAGE</td>
<td>Sodium dodecyl sulphate polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>SOD</td>
<td>Superoxide Dismutase</td>
</tr>
<tr>
<td>STR</td>
<td>Short tandem repeat</td>
</tr>
<tr>
<td>TMB</td>
<td>Tetramethylbenzene</td>
</tr>
<tr>
<td>Tnf-α</td>
<td>Tumour necrosis factor alpha</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRL</td>
<td>Therapy related leukaemia</td>
</tr>
<tr>
<td>TRX</td>
<td>Thioredoxin</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 Haematopoiesis and the bone marrow microenvironment

Haematopoiesis describes the process by which the repertoire of blood cell lineages are produced from haematopoietic stem cells (HSCs). This hierarchical development of cell lineages eventually results in the production of red cells (erythropoiesis), white cells (leukopoiesis) and platelets (thrombopoiesis) (Mikkola and Orkin, 2006). HSCs are produced at various anatomical sites (yolk sac, placenta, foetal liver, aorta-gonad-mesonephros region) and are responsible for maintaining the blood pool throughout life. HSCs further colonize the bone marrow (BM) in adulthood maintaining a quiescent steady state (homeostasis) through ‘their’ self-renewal, differentiation and proliferation capacity, thus producing nearly a trillion mature blood cells daily (Boulais and Frenette, 2015).

HSCs are maintained in a BM specialized microenvironment called the niche (Figure 1.1); the niche cells are responsible for regulation of HSCs during normal haematopoiesis (Gleitz et al., 2018). Traditionally, the two main identified niches are the endosteal and vascular niches, but according to the classification by Sean Morrison and Simon Mendez-Ferrer, BM niches are continuously evolving, with new discoveries for mesenchymal and haematopoietic lineages (Beerman et al., 2017). The identified niches comprise majorly of endothelial (arterioles, transition zone vessels and sinusoids) and mesenchymal stromal cells (mesenchymal stem cells, osteolineages, adipocytes, chondrocytes, myocytes and haematopoietic progenitor cells). These cells are the key players in the maintenance of BM steady state and the continued generation of HSCs. The stromal cells include the CXCL12-abundant reticular (CAR) cells, leptin receptor positive cells (LepR+), and CD144CD146Sca-1+ cells; these together highly express niche factors such as CXCL12 (also known as stromal derived factor; SDF-1) and stem cell factor (SCF) that support HSC (Ding and Morrison, 2013 and Greenbaum et al., 2013), alongside the Treg cells that provides immunoprivilege sites for HSCs. The endothelial cells produce some angiocrine factors like bone morphogenic protein (BMP) 2 and 4, notch ligands, SCF, CXCL12, wingless-type mouse
mammary tumour virus (MMTV) integration site (WNT5a), cytokines and insulin growth factor binding protein 2; all contributing to HSC maintenance within the niche (Butler et al., 2010). The role of osteocytes in HSC maintenance remains controversial but it appears to play a role in HSC mobilization through the granulocyte-colony stimulating factor (G-CSF; Asada, 2018).

Figure 1.1 The bone marrow (BM) in normal homeostasis. The BM cells reside in niches including the endosteal, reticular and the vascular niches. Haemopoietic stem cells (HSCs) are in contact with the endosteal niche and endothelial cells within the BM. The mesenchymal stem (MSCs) and progenitor cells produce the bone forming cells (osteoblasts) and osteoblastic cells (OBCs) which produces erythropoietin (EPO), interleukin-7 (IL-7) and expresses other HSC formation vital factors like the C-X-C motif chemokine ligand 12 (CXCL12), stem cell factor (SCF), angiopoietin-1 (ANGPT1) and extracellular matrix proteins. The osteoclasts (bone-resorbing cells) are associated with macrophages and the primitive MSCs like CXCL12-abundant reticular cells (CAR) and the nestin-expressing cells. The bright nestin–green fluorescent protein (Nestin-GFPbright), neural-glial antigen (Gli 1+ cells) MSCs are associated with bone transition zone vessels and arterioles while the Nestin-GFPdim, leptin receptor (LEPR) and CXCL12-CAR cells MSCs are associated with the sinusoids in the center of BM. All these various cells interplay alongside the cytokines aid the maintenance of BM homeostasis. Image copied from Gleitz et al., 2018 under the free creative common license.
1.2 Alterations to bone marrow microenvironment during leukaemogenesis

Normal haematopoiesis (Figure 1.2) involves a complex interaction between the BM niche and haematopoietic cells. HSCs operates a restricted and controlled cell autonomous process through the regulation of the hierarchical haemopoietic system where the pluripotent HSCs continuously regenerates to replace the blood pool. Although they are self-renewing (Morrison et al., 2002), they sometimes receive signals from the microenvironment through the cell-cell interactions, integrating them to produce progenies that support the haematopoiesis (Hoffman and Calvi, 2014).

Figure 1.2: The developmental sequence of haematopoietic cells in human. The haemopoietic stem cells (HSCs) are responsible for production of blood cells. Under the influence of cytokines expressed by bone marrow (BM) stroma cells, HSCs proliferates and differentiates to generate progenitor cells of myeloid (originating from colony forming unit for granulocyte, erythrocyte, monocyte and megakaryocyte - CFU_{GEMM}) and lymphoid lineages. The committed myeloid lineages produces erythrocyte, developed from the burst and colony forming unit erythrocyte (BFUE and CFUE); platelets, developed from the colony forming unit megakaryocyte (CFU_{MEG}); monocyte, dendritic cells and neutrophil, originating from the colony forming unit of granulocyte and monocyte (CFU_{GM}), basophil and eosinophil developing from CFUG and CFUEO. The lymphoid progenitor cells develop the B and T lymphocyte and natural killer cells, some differentiating to mature in the BM or thymus. Maintenance of this hierarchy is vital to production of blood cells. Image adapted from Morse and Kabrah, 2018.
HSCs oversee definitive haematopoiesis which is aided by their pluripotent capacity. This process is controlled by key genes such as runt-related transcription factor 1 (Runx1), which provides instructions for making of proteins (Jagannathan-Bogdan and Zon, 2013). The process starts from the embryo yolk sac with the first identifiable cell type called aorto-gonado-mesonephros (AGM), that transitions to the fetal liver and finally establishes the definitive blood production in the bone marrow and thymus (Ng and Alexander, 2017).

Despite the regulation of the blood production process, abnormal proliferation could lead to aberrant mitosis, affecting signalling pathways with stem cells as the initial targets. As such, long-lived stem cells are likely to acquire and accumulate initial transforming mutations, leading to malignancy through multiple self-renewal activities (Lobo et al., 2007). Such transformed stem cells are referred to as cancer stem cells (CSCs) and are hypothesized to be responsible for tumour growth and its maintenance. Consequently, in a specific pathological state such as leukaemia, the mutated HSCs are referred to as leukaemic stem cells (LSCs), which occupy the BM endosteal and vascular niches, outnumbering the HSCs to convert the niches into a more hypoxic state necessary for its proliferation and survival (Nwajei and Konopleva, 2013). The exact mechanism underlying such leukaemic transformation is currently unknown, but certain genetic and metabolic changes play a role. This metabolic change is through the ability of LSCs to mirror the HSCs niche, thereby enabling the switch of normal oxidative mitochondria phosphorylation to glycolysis, potentiating their quiescent cell survival (Zhao et al., 2010). While the hierarchy progenitor stem cells lead to production of descendant LSC, LSCs fate and survival is influenced by cross talk within the BM microenvironment.

Evidence to support the role of BM microenvironment in LSCs biology and leukaemia pathogenesis is under study. Some studies have revealed the potential cell types of the LSC niche within the BM microenvironment and their regulation within the niche (Figure 1.3). LSCs has been shown to express a counter receptor of the CXCL12 called CXCR4 using a mice model (Tavor et al., 2004). Tavor and colleagues demonstrated that by using this counter receptor of CXCL12 (used to home HSCs secreted in the bone marrow into the blood circulation by chemokine attraction, as well as maintains the surface of the BM membrane), LSCs were able to block the normal CXCR4-CXCL12 function to allow homing of LSCs and leukaemia propagation.
Figure 1.3: Influence of the BM microenvironment in leukaemia. Using a mice model, LSCs show the capacity to home and reside around the E-selectin and CXCL12, revealing crosstalk alteration and supportive role of vascular endothelium in LSCs expansion and maintenance. The activation of β-catenin stimulated by the expression of Notch ligand jagged 1 (Jag1) in osteoblasts leads to Notch signalling and an induced LSCs transformation. Transformed LSCs induces loss of osteoblast that maintains the endosteal HSCs leading to subsequent loss of the perivascular, endothelial and HSCs loss to prevent HSCs homing while propagating LSCs homing (aided by CXCL12 activation and the expression of E-selectin adhesion molecule). This figure is credited to Asada (2018) with permitted usage of the free creative common license.

LSCs are able to alter the BM normal dynamics through their expression of SCF, thus creating a new ‘foster home’ called the malignant niche. This alteration is achieved through the differentiation and self-renewal capacity of the LSCs, two features which are necessitated for tumour progression. Knowledge of the LSCs existence and quiescence has made researchers aware of the possible implications of this hierarchical cell population in cancer therapeutics. Most evidence of LSC have been accrued through mouse-models which have proved an invaluable tool.
in most leukaemia studies. However, cautionary measures must be applied as some of the pathogenesis of leukaemia in these models may not be relevant in human, especially with the uncertainty of the genetic stimulations of disease in these models. Despite a few drawbacks, most genetically modified models closely mimic pathology in humans and has been pivotal to the milestones achieved in leukaemia research (Cook and Pardee, 2013). By providing this alternative home for the haemopoietic progenitor cells, they alter their migration pattern into the circulation, in the presence of granulocyte colony stimulating factor thereby altering normal cellular crosstalk between the HSCs and the BM stromal cells to secure survival (Colmone et al., 2008; Schmidt et al., 2011). Most leukaemias occur due to a specific mutation, the LSCs also possess a long-term repopulation potential (enabled by the CSC unlimited differentiation capacity), and with some fractions evading chemotherapy, these attributes collectively contribute to relapse (Park et al., 2012).

The molecular mechanism by which the BM microenvironment is altered is not fully elucidated but an understanding may likely provide a beneficial framework for creation of novel therapies (Nwajei and Konopleva, 2013). Some reported mechanisms include: a lack of retinoic acid receptor could cause myeloproliferative syndrome and the deletion of Dicer1 in osteo-progenitors can lead to myelodysplastic syndrome and AML (Boulais and Frenette, 2015). Notwithstanding, the process of leukaemogenesis still requires more investigations such as osteoblast factors (β-catenin and Notch ligand), fibroblast factors (CD147 and matrix metalloproteinases - MMPs), endothelial factors (E-selectin and CXCL12), CXCR4 and CD44 adhesion molecule; perivascular stromal cell factors (Nes GFP+ and NG2+) and the immune cells (Treg); all of which may likely contribute to the development of leukaemia. However, the extent of their contribution may vary with leukaemia subtype (Asada, 2018; Shafat et al., 2017). Notably, these microenvironmental changes and survival of LSCs comes at the expense of other blood cells which are reduced in number.

1.3 Leukaemia

Leukaemia describes an uncontrolled progressive production of malignant blood cells, majorly the white blood cells of the BM (Abeloff et al., 2004). This malignancy occurs when there is an alteration in the normal regulatory process of blood production and it can affect both children and adults. Leukaemia is classified based on its disease characteristics as either acute (involving
immature cell types – ‘blasts’) or chronic (involving mature cell types – ‘cytes’). Additionally, it is further classified based on the cellular lineage involved either as myeloid (monocytes, basophils, eosinophils and neutrophils) or lymphoid (T and B lymphocytes), hence giving rise to four major types: chronic lymphocytic leukaemia (CLL), chronic myeloid leukaemia (CML), acute lymphoblastic leukaemia (ALL), and acute myeloid leukaemia (AML) (Pokharel, 2012). Other types of leukaemia include hairy cell leukaemia (an uncommon chronic leukaemia), juvenile myelomonocytic leukaemia (JMML - myeloid leukaemia that occurs in children less than 6 years), chronic myelomonocytic leukaemia (CMML – develops specifically in monocytes), acute promyelocytic leukaemia (AML subtype) and large granular lymphocytic leukaemia (LGL – develops from lymphoid cells). While AML, CLL and CML are common in adults, ALL occurs in both adults and children but mostly children, with 53% of new cases occurring in persons less than 20 years (Davis et al., 2014).

1.3.1 Epidemiology of leukaemia

The most recent data from Cancer Research UK (CRUK, 2015a) records leukaemia as the 12th most common cancer with 3% incidence of all new cancer cases, having a distribution of 59% and 41% respectively for male and females. Ten-year age-standardised net survival for leukaemia has increased from 7% (1971-1972) to 46% (2010-2011) in England and Wales, UK. The male population in the UK accounts for 3% (ranking 10th most common) of new male cancer cases, while females account for 2% of new female cancer cases, thus making it the 12th most common cancer in UK females. According to subtypes, no leukaemia subtypes are in the 20 most common cancers, as they are all less than 1% individually, however the distribution for males and females respectively is: ALL, 55% vs 45%; AML, 56% vs 44%; CLL, 63% vs 37%; CML 55% vs 45%. (CRUK, 2015b). In the context of this research study, the focus shall be on a de novo haematologic neoplasm called donor cell leukaemia (DCL – section 1.7) which develops majorly as acute leukaemia than chronic form of leukaemia.

Furthermore, the five-year survival rate of leukaemia is predicted at 54% (males) and 49% (females) in England and Wales, (2010 – 2011). While leukaemia is not the most common cancer type in adults, there has been a tremendous improvement as evidenced with the low 4% mortality rate (Figure 1.4a), of leukaemia compared to total cancer deaths in 2016 (UK cancer research). However, childhood cancer shows leukaemia as the most common cancer (Figure 1.4b), with a...
rate of 31% compared to others, but this has also witnessed an improvement as five year overall survival rate of childhood leukaemia has a rate of 88%, with ALL (the most common) showing a five year survival of 92% (CCUK, 2019).

Figure 1.4: Cancer mortality rate and survival outcome. Childhood leukaemia is on the increase and represents the major type of cancer abundant in children. A) The number of deaths arising from adult leukaemia showing better disease outcome. B) Leukaemia is the most frequently occurring cancer in children followed by central nervous system tumours. Image credited to Cancer Research, UK (2010).

1.3.2 Aetiology and risk factors of Leukaemia

There is no single identified aetiology for leukaemia, rather it appears to have a combinatorial factor of genetics versus environmental interactions, alongside ionising irradiation and some chemicals. People exposed to ionising radiation as part of therapy, medical radiation staff or the survivors of atomic bombs show an increased risk for CML, AML and ALL (Kuznetsova et al., 2016). There is little evidence to support viral transformation in acute leukaemia, but high penetrance germline mutations are implicated in about 5% of childhood leukaemia (Eden, 2010). Young people show increased leukaemia risk from radiation arising from computed tomography, while development of other leukaemia subtypes arise from previous haematologic malignancy history (Lichtman, 2010; Brenner and Hall, 2007). For instance, there can be increased AML from blood disorders such as myelodysplasia, polycytemia vera and primary thrombocytemia. Some
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genetic disorders like Down syndrome, neurofibromatosis, Bloom syndrome, Fanconi anaemia, Klinefelter syndrome, ataxia-telangiectasia and increased exposure to household pesticides such as mosquito repellents or other insect pesticides do pose a higher risk for ALL and AML especially in children and during pregnancy (Maele-Fabry et al., 2019 and Metayer et al., 2013).

An established risk for some leukaemias (AML, ALL and CML) is exposure to certain environmental and occupational cytotoxicants (e.g. platinum agents, alkylating agents and topoisomerase inhibitors), as well as obesity and increased body mass index (Buffler et al., 2005; Khalade et al., 2010). According to Zeeb and Blettner (1998), some investigated and/or established risk factors for leukaemia are collated into three groups: environmental factors, therapy/medical related and genetic/familial causes. Environmental factors include: benzene (sources include: oil refineries, rubber industry, chemical plants, gasoline and shoe manufacturing plants), pesticides, ionizing and non-ionizing radiation, printing industry, occupational exposure such as leather, smoking and diets (Schuz and Erdmann, 2016). Therapy/medical related factors include: diagnostic radiology, chemotherapy, radiotherapy, viruses e.g. herpesvirus, human T-cell leukaemia/lymphoma virus (HTLV-1) and some medication such as chloramphenicol. Other risk factors include family history of leukaemia, age (AML and CML increases with age), race (increased risk in European descent and rare in Asian descent) and gender (more in men than women) (Purdie, 2017).

1.3.3 Leukaemia signs and symptoms

Clinically, leukaemia presents symptoms typical to that of BM failure such as frequent bruises due to fewer platelets, recurrent infections due to malfunctioning of white cells, anaemia (due to reduced red cell number), enlarged lymph nodes, liver and kidneys (Grigoropoulos, 2013; Hoffman, 2005). In addition, infrequent involvement of the central nervous system (CNS), meninges and cutaneous infiltration may occur, leading to headaches and gum swelling (Hoffbrand et al., 2011). Classical symptoms however include: fever, night sweats, weight loss, fatigue, and malaise and bone/joint pains. Many diagnosed cases (75%) are through incidental diagnosis from asymptomatic patients (Pokharel, 2012).

Specifically, children with acute leukaemia present with fever, bleeding, lethargy, enlarged liver and spleen, lymphadenopathy, with 7% of CNS involvement. However, adults with acute
leukaemia show symptoms of fatigue, fever, weight loss, bone pain, shortness of breath, nose bleeds and excessive bruising. Furthermore, 50% of ALL adults present with enlarged spleen, enlarged liver and lymphadenopathy but these symptoms are not typical of AML. Conversely, chronic leukaemias are usually asymptomatic with 20% of CML and 50% of CLL patients discovered incidentally (Davis et al., 2014). Classical symptoms are less common in chronic leukaemia but CLL show hepatosplenomegaly and lymphadenopathy, while CML commonly shows splenomegaly (Yee and O’Brien, 2006).

1.3.4 Staging and diagnosis of leukaemia

According to Cancer Treatment Centres of America (CTCA, 2019), staging refers to the act of determining the extent of spread of a cancer. Traditionally, most cancers are staged by a numbering system based on the tumour size and how far it has spread, but since leukaemia occurs in blood cells and by definition a systemic cancer, it is staged based on leukaemic cells accumulation in other organs (e.g. liver) and by blood cell count. This staging is a vital guide to the patient’s general outlook and therapy options. Overall, factors to be considered for staging or prognosis include: age, history of a previous blood disorder, white cell and platelet counts, enlarged spleen or liver, bone damage or chromosomal abnormality. The various types of leukaemia are staged and classified according some existing systems (Table 1.1). Briefly, ALL does not form tumours, it develops in the BM and can spread to other organs before it is detected, and it’s staged based on patient’s age, and as the subtypes of B-cell ALL or T cell ALL. Conversely, AML also begins in the BM but is not detected until it spreads to other organs, and thus is staged based on cellular classification (number of healthy or leukemic cells, chromosome changes and genetic abnormality) using the French American British (FAB) system of M0 to M7 (CTCA, 2
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Table 1.1: Leukaemia staging and diagnostic features. The classification of each leukaemia subtype based on the staging system and the characteristic distinguishing clinical features. ALL are based on cell type, AML uses the FAB system, CLL uses both Rai and Binet systems, and CML is staged by number of diseased cells. Features extracted from CTCA and WHO website.

<table>
<thead>
<tr>
<th>Disease Type</th>
<th>Staging Type</th>
<th>Clinical features</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>B- Cell</td>
<td>ALL with hypodiploidy (Leukaemia cells have fewer than 44 chromosomes)  &lt;br&gt; ALL with hyperdiploidy (Leukaemia cells have more than 50 chromosomes)  &lt;br&gt; ALL with translocation between chromosomes 9 and 22 [t(9;22)] (the Philadelphia chromosome, creating the BCR-ABL1 fusion gene)  &lt;br&gt; ALL with translocation between chromosome 11 and another chromosome  &lt;br&gt; ALL with translocation between chromosomes 12 and 21 t(12;21)  &lt;br&gt; ALL with a translocation between chromosomes 1 and 19 t(1;19)  &lt;br&gt; ALL with a translocation between chromosomes 5 and 14 t(5;14)  &lt;br&gt; ALL with amplification (too many copies) of a portion of chromosome 21 (iAMP21).  &lt;br&gt; ALL with translocations involving certain tyrosine kinases or cytokine receptors (also known as “BCR-ABL1–like ALL” (B-cell receptor Abelson 1))  &lt;br&gt; Pre-T cell ALL - approximately occur in 5 - 10% of ALL cases  &lt;br&gt; Mature T-cell - approximately occur in 15 - 20% of ALL cases</td>
</tr>
<tr>
<td></td>
<td>T-Cell</td>
<td>M0 - Undifferentiated BM cells  &lt;br&gt; M1 - Myeloblastic leukaemia (signs of granulocyte differentiation)  &lt;br&gt; M2 - Myeloblastic leukaemia (early granulocyte maturation)  &lt;br&gt; M3 - Promyelocyte leukaemia (maturation between myeloblasts and myelocyte)  &lt;br&gt; M4 - Myelomonocytic leukaemia (variable monocyte and granulocyte eg eosinophil)  &lt;br&gt; M5 - Monocytic leukaemia (increased monoblasts, promonocytes and monocytes)  &lt;br&gt; M6 - Erythroleukaemia (abnormal nucleated red blood cells, over half the BM cells)  &lt;br&gt; M7 - Megakaryoblastic leukaemia (immature megakaryocytes with fibrous deposits)</td>
</tr>
<tr>
<td>AML</td>
<td>French American British (FAB) classification</td>
<td>Stage 0 - (Too many lymphocytes &gt;10,000 and normal blood count for others).  &lt;br&gt; Stage I - (Too many lymphocytes, swollen lymph nodes; normal RBC and platelet).  &lt;br&gt; Stage II - (lymphocytosis, liver and spleen may be larger than normal)  &lt;br&gt; Stage III - (anaemia, may have swollen lymph nodes; &gt; normal liver and spleen)  &lt;br&gt; Stage IV - (same as stage III as well as thrombocytopenia due to reduced platelets).</td>
</tr>
<tr>
<td>CLL</td>
<td>Rai system</td>
<td>Clinical Stage A - (&lt; 3 areas of lymphadenopathy)  &lt;br&gt; Clinical Stage B - (&gt; 3 areas of lymphadenopathy)  &lt;br&gt; Clinical Stage C - (anaemia (&lt;10 g/dl) ± thrombocytopenia)</td>
</tr>
<tr>
<td>CML</td>
<td>Binet system</td>
<td>Based on number of diseased cells  &lt;br&gt; Chronic phase - mild symptoms like fatigue (5-6 years)  &lt;br&gt; Acute phase - more aggressive symptoms/noticeable symptoms (6-9 months)  &lt;br&gt; Blast crisis - most aggressive stage; &gt; 20% myeloblasts/lymph+B1:C31oblasts (3-6 months)  &lt;br&gt; Clinical Phase A - (&lt; 3 areas of lymphadenopathy)  &lt;br&gt; Clinical Phase B - (&gt; 3 areas of lymphadenopathy)  &lt;br&gt; Clinical Phase C - (anaemia (&lt;10 g/dl) ± thrombocytopenia)</td>
</tr>
</tbody>
</table>
Two staging systems of CLL are Rai (American method) and Binet (mostly used in Europe) system. The Rai system (Rai et al., 1975) depends on the number of lymphocytes, whether the lymph nodes, liver or spleen are enlarged and whether anaemia has developed. Thus, the system is classified as low (stage 0), medium (stages I and II) and high (stages III and IV). The Binet system on the other hand, evaluates the areas of the affected lymphoid tissue rather than blood count and are thus classed as clinical stage A (< three areas), B (> three areas) and C (anaemia and/or thrombocytopenia has developed). CML is majorly classified based on clinical symptoms and the number of affected cells and include: chronic (mild symptoms), accelerated (more aggressive or noticeable symptoms) and blastic (most aggressive with 20% myeloblasts or lymphoblasts) (Binet et al., 1981). Use of two staging system for CLL was based on the recommendations of the International workshop on CLL as both systems correspondingly stages patients into three survival curves/groups, as CLL can be extremely variable with large survival times (ranging from 2-20 years). Also, unlike other forms of leukaemia with easy staging based on tumour size, CLL does not usually form tumour but progressively starts from BM and spreads to other organs.

Leukaemia is diagnosed by performing a complete blood count and peripheral blood smear, to determine the number of blood cells, cell type and stage of development e.g. detection of blasts/cytes or auer rods (needle-like cytoplasmic inclusion bodies). A BM aspirate or biopsy is examined for haematopoietic cells with greater numbers than normal and for identification of chromosomal abnormalities such as loss or gain of chromosomes 7, 5, 11, 15, 17, 19, 21, 22 (Hamerschlak, 2008; Stieglitz and Loh, 2013). Depending on the leukaemia type, certain genetic markers such as FLT3 (FMS3-like tyrosine kinase 3; mostly internal tandem duplication), KIT (tyrosine protein kinase KIT; point mutation) and nucleophosmin – a nucleocytoplasmic protein mutated in AML (Baldus et al., 2007) are examined. Also, by using fluorescent in situ hybridisation (FISH) or karyotyping, the BCR-ABL1 fusion gene can be detected as well as the diagnosis of other subtypes of leukaemia.

More so, through the use of flow cytometry and immunophenotyping analysis, cloned lymphoid lineages can be sorted and counted, and some cell surface markers can specifically be identified (Craig and Foon, 2008). Molecular testing methods like polymerase chain reaction (PCR) can also be used to identify some mutations at the DNA level (Davis et al., 2014). To assess for nodal
infiltration, lymph node biopsy and a spinal tap or lumbar puncture (in severe cases) can be examined (Dohner et al., 2010; Pokharel, 2012). Specifically, AML and ALL are characterised by the blast cells on BM aspirate or peripheral blood smear and the presence of auer rods in AML. CLL features increased B lymphocytes and clonal expansion in peripheral blood, and CML is characterised by the Philadelphia chromosome (BCR-ABL1 fusion gene) (Mondal et al., 2006). Overall, with the vast diagnostic techniques for leukaemia, an initial diagnosis starts by checking the signs and symptoms and in case of bleeding for instance, a blood test is performed for the presence of abnormal white cells, which is suggestive of leukaemia. Confirmatory studies can be performed by needle biopsy and BM aspiration done to detect leukemic cells, alterations in chromosome and DNA markers. Other specific techniques are used as the need arises during specific leukaemia investigation.

1.3.5 Current leukaemia therapeutic regimens

Chemotherapy and/or radiotherapy is the mainstay treatment for leukaemia, and because they are DNA damaging agents, but they also attack other actively dividing cells. Treatment depends on the type or subtype of leukaemia and includes chemotherapy (Table 1.2), with/without radiotherapy, haematopoietic stem cell transplant (HSCT), use of targeted molecules (e.g. tyrosine kinase inhibitors like imatinib for CML), monoclonal antibodies such as rituximab for ALL (Jabbour et al., 2015) and various immunotherapies (Hawkes, 2018). Treatment of acute leukaemia relies on the patient’s condition, molecular findings and disease subtype. ALL therapy occurs in phases of one (starting with induction chemotherapy) to four (regular physical exams and laboratory testing to monitor remission) and any relapses are combatted with chemotherapy with some cases requiring stem cell transplant (SCT). SCT is a procedure for the replacement of damaged stem cells in the BM with healthy stem cells following use of chemotherapy and/or radiotherapy to get rid of damaged cells. AML treatment relies on overall wellbeing and blood cell levels, and similar to ALL it starts from induction therapy (first line of treatment eg surgery) to consolidation therapy (maintenance or intensification treatment utilised to sustain remission in patients) (Percival et al., 2017).

Conversely, chronic leukaemia treatment is dependent on staging. In CLL, the patient’s age, health and disease staging are considered, with initial stages requiring only close patient monitoring; stage I or II requiring further monitoring and final stages involving intensive chemotherapy and in
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some cases HSCT. CML treatment involves targeted therapy with tyrosine kinase as a first choice approach, which controls the disease for long term but is not considered curative. Overall, a final or curative treatment option for cancer patients (leukaemia inclusive) involves HSCT which will always be preceded by conditioning therapy involving the use of chemotherapeutics (Davis et al., 2014).

Table 1.2: Some examples of leukaemia chemotherapeutic regimens. Some of the classical chemotherapeutic agents used for the subtypes of leukaemia. Depending on the stage, age and disease subtype, an appropriate chemotherapeutic agent is used either alone or as a combination therapy, but may not be the first choice for therapy, depending on the subtype being treated.

<table>
<thead>
<tr>
<th>Leukaemia Type</th>
<th>Chemotherapeutic Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>Daunorubicin Hydrochloride</td>
</tr>
<tr>
<td></td>
<td>Cytarabine (Ara-C)</td>
</tr>
<tr>
<td></td>
<td>Doxorubicin Hydrochloride</td>
</tr>
<tr>
<td></td>
<td>Methotrexate</td>
</tr>
<tr>
<td></td>
<td>Vincristine Sulfate</td>
</tr>
<tr>
<td>AML</td>
<td>Cytarabine (Ara-C)</td>
</tr>
<tr>
<td></td>
<td>Daunorubicin Hydrochloride</td>
</tr>
<tr>
<td></td>
<td>Doxorubicin Hydrochloride</td>
</tr>
<tr>
<td></td>
<td>Mitoxantrone</td>
</tr>
<tr>
<td></td>
<td>Vincristine Sulfate</td>
</tr>
<tr>
<td>CLL</td>
<td>Chlorambucil</td>
</tr>
<tr>
<td></td>
<td>Mechlorethamine Hydrochloride</td>
</tr>
<tr>
<td>CML</td>
<td>Cytarabine (Ara-C)</td>
</tr>
<tr>
<td></td>
<td>Hydroxyurea</td>
</tr>
<tr>
<td></td>
<td>Mechlorethamine Hydrochloride</td>
</tr>
</tbody>
</table>

1.4 Classes of chemotherapeutic agents and their mechanism of action

Chemotherapy agents are majorly classed into five groups. These agents are used in different forms of cancers as well as haematological malignancies including leukaemia. Depending on their mechanism of action and/or function, these classes include: alkylating agents, antimetabolites, topoisomerase inhibitors, antibiotics and plant alkaloids. Some classic examples of their activities
and mode of action either at cell cycle stage, DNA synthesis or other metabolic processes are illustrated below (Figure 1.5).

Briefly, the alkylating agents act directly on the cell genetic material (DNA) to interfere with cell reproduction. They act in all cell cycle phases and can cause long-term damage due to the destruction of the DNA. Examples include carmustine, melphalan, chlorambucil etc and are used in treatment of certain cancers such as leukaemia. Antimetabolites are known to mimic the DNA and RNA building blocks to interfere their growth, acting mainly on S phase of cell cycle. Examples include Ara-C, 5-FU, hydroxyurea, methotrexate etc and are used in leukaemia treatment and other cancers.

Furthermore, the anti-tumour antibiotics can be described as DNA intercalators, altering the DNA to prevent DNA synthesis and thus affecting reproduction. Some antibiotics include daunorubicin, doxorubicin, mitomycin-C and bleomycin etc. Topoisomerase inhibitors are enzymes which enable the separation of DNA strands to enable the management of DNA tangles and supercoils. They type 1 enzyme cleave one DNA strand, passing on either a single or double strand break, while type II enzyme cleaves two DNA strands to pass on a double strand through the break. Examples include the etoposide, teniposide, mitoxantrone etc. The mitotic inhibitors are mostly plant alkaloids, including other compounds developed from natural products. They inhibit the M phase of the cell cycle and has the ability to damage all phases by interfering with cell reproduction. These agents include the vincristine, vinblastine, taxane and docetaxel etc.
Figure 1.5: Classes of chemotherapeutic agents and functions. The chemotherapeutic agents used in this study are presented according to their five main classes and the functions they exert. These agents act on microtubules, during DNA synthesis (de novo and salvage pathways), as well as cause DNA damage to existing DNA strands through intercalation, crosslinking or via the generation of oxidative species. Blue = topoisomerase inhibitors and antibiotics; purple = alkylating agents; yellow = antimetabolites; green = plant alkaloids; red = antibiotics. Image drawn by the researcher.
1.4.1 Mechanism of action of the alkylating agents.

Alkylating agents covalently bind to alter the bases of the DNA, interfere with DNA replication and transcription (Huang and Li, 2013). Alkylating agents have three classical mechanisms: formation of crosslinks, mutations due to misrepair of nucleotides and DNA fragmentation due to activity of DNA repair enzymes (Ralhan and Kaur, 2007). These compounds exert their activity through a reactive alkyl group, which covalently binds to nucleophilic groups in DNA, attacking the N-1 and N-3 of adenine, N-3 of cytosine and particularly N-7 of guanine bases. These compounds are not cell cycle specific as they remain cytotoxic throughout the cell cycle process with the exception of the G0 phase. Subgroups include nitrosoureas e.g. carmustine which are lipid soluble and readily cross the blood-brain barrier and the nitrogen mustards e.g. chlorambucil, which were derived from the mustard gases, originally used as chemical warfare (Mangerich et al., 2016). Note that in historic literature the platinum compounds e.g. cisplatin have been included as ‘alkylating agents’ as they possess similar crosslinking activity, however they do not contain an alkyl group (https://www.ncbi.nlm.nih.gov/books/NBK12772/).

Following the preliminary findings of this research (see chapter 4), two main alkylating agents - carmustine and chlorambucil (Figure 1.6) were focused on for the latter part of the study (see chapter 5).

![Carmustine and Chlorambucil](https://www.ncbi.nlm.nih.gov/books/NBK12772/)

**Figure 1.6: The chemical structure of carmustine and chlorambucil.** Carmustine has a molecular weight of 214.05 g/mol with chemical formula of C₉H₈Cl₂N₃O₂. Chlorambucil has a chemical formula of C₁₄H₁₉Cl₂NO₂ with molar mass of 304.212 g/mol. N=Nitrogen, Cl=Chlorine, O=Oxygen. Images assessed from National Centre for Biotechnology Information, PubChem Database (Assessed Mar. 17 2020).
1.4.1.1 Carmustine

Carmustine (bis-chloroethylnitrosourea; BiCNU) belongs to the group of drugs known as the nitrosoureas, which are highly lipophilic with ability to cross the blood brain barrier. It undergoes hydrolysis in vivo to form reactive metabolites that cause alkylation, DNA and RNA crosslinking. Carmustine also inhibits DNA synthesis, DNA repair, RNA synthesis, RNA translation. BiCNU has been indicated for treatment of multiple myeloma, Hodgkins and non-Hodgkins lymphoma, gastrointestinal cancers and primary brain tumours (McEvoy, 2006). It alkylates DNA to cause inter and intra-strand crosslinks (Figure 1.7) and whilst they are rapidly taken up, they are easily degraded in the cells as well.

![Mechanism of action of carmustine](image.png)

**Figure 1.7: Mechanism of action of carmustine.** Carmustine is able to cross link the DNA through the chloroethyl chain, which reacts with the electrophilic diazonium specie of the DNA at O-6 (a), giving a monoalkylated product (b), the monoalkylated product reacts with cytosine in the complementary DNA strand at N-3 through the assistance of guanines N-1 atom as an intermediate (c) to form the crosslinked DNA (d). Figure taken from Avendano and Menendez (2015).
1.4.1.2 Chlorambucil

Chlorambucil is a nitrogen mustard derivative and a cell cycle non-specific agent. It is a bifunctional alkylating agent acting through the formation of high reactive ethylenimonium radical which forms cross-linkage between two DNA strands to interfere with RNA, DNA and protein synthesis (McEvoy, 2006). Chlorambucil forms covalent interstrand and intrastrand adducts within the DNA double helix structure, particularly with the N7 of guanine to inhibit cell proliferation. While the intrastrand crosslinks are repaired by the nucleotide excision repair (NER) enzymes, interstrand crosslinks are toxic, forming double strand breaks thus inhibiting DNA replication. Chlorambucil is known to engage in off-target alkylation due to poor DNA recognition properties, but does affect its mechanism of action (Antonio et al., 2014).

1.4.2 Mechanism of action of antimetabolites

These are analogues of the DNA building blocks and act to mimic the purines and pyrimidines. They become incorporated into the DNA molecule and inhibit the subsequent synthesis of DNA (Brana et al., 2001; Grem and Keith, 2005). They inhibit specific enzymes that utilize folic acid or the synthetic enzymes of purine and pyrimidine precursors, hence interfering with DNA synthesis at multiple levels (Payne and miles, 2008). Examples of antimetabolites include: cytosine arabinoside (Ara-C) which inhibits DNA polymerase; hydroxyurea which inhibits ribonucleotide reductase; 5-fluorouracil (5-FU) which inhibits thymidine monophosphate (TMP) synthesis by blocking the activity of thymidylate synthase and methotrexate which inhibits dihydrofolate reductase, blocking TMP and purine synthesis (Bhattacharjee, 2016).

1.4.3 Mechanism of action of anti-tumour antibiotics

The anti-tumour antibiotics are produced from natural products of microbial metabolism such as the Streptomyces species and are commonly referred to as anthracyclines. Generally, the anti-tumour antibiotics have many mechanisms which includes: intercalation of the DNA, free radical formation, direct membrane effects, inhibition of topoisomerase II and interference with DNA unwinding or strand separation (Szucs and Jones, 2016). They intercalate between adjacent nucleotides to form a tight DNA-drug interaction. Antibiotics inhibit enzymes involved in biosynthesis and interfere with DNA replication and transcription (Payne and Miles, 2008). They interfere with RNA and DNA synthesis, acting on multiple phases of the cell cycle, and thus are cell cycle non-specific.
Furthermore, they are capable of binding to the proteasome to inhibit cell growth (Bhattacharya and Mukherjee, 2015). They are used in the treatment of many human cancers such as leukaemia, neuroblastoma, lymphoma and sarcoma (Thirumaran et al., 2007). Some cause damage to DNA and prevent DNA repair (e.g. bleomycin), while others such as mitomycin C may act as a crosslinker (Bhattacharya and Mukherjee, 2015).

1.4.4 Mechanism of action of topoisomerase inhibitors

Topoisomerase inhibitors interfere with the topoisomerase enzymes responsible for regulating the DNA topology and are important for maintaining the integrity of genetic material during DNA transcription and replication process (Ziraldo et al., 2019). There are two main types of topoisomerase enzymes: topoisomerase (Topo) I and topoisomerase II. Topoisomerase I cleaves and cuts one strand of the DNA helix to facilitate rotation and prevent supercoiling either side of the replication bubble, while Topoisomerase II cleaves both strands of the DNA complex in order to expedite the separation of the template and daughter strands post replication (Figure 1.8).

Topo II plays a vital role in transcription, replication and chromosomal segregation and its biological activity ensures the maintenance of genomic integrity (Nitiss, 2009). The topoisomerase inhibitors act to stabilize the DNA-topoisomerase cleavable complexes, hence inhibiting the religation step of the catalytic reaction (Lester, 2005; Yves et al., 2010) and can result in significant fragmentation of the DNA. As with the alkylating agents, two main topoisomerase inhibitors – etoposide and mitoxantrone (Figure 1.9) were also focused on in the latter part of this study (see chapter 5).
Figure 1.8: Mechanism of action of topoisomerase inhibitors. Topoisomerase I and topoisomerase II enzyme structure (a-c), and the activity of both enzymes (d-f). Topo I cleaves and cuts one strand of DNA segment to form covalent bond between the enzymes at 3’ end, while Topo II act as homodimers, cleaving both strands and forming covalent bond at 5’ end, to produce double strand breaks and inhibit recombination process. Topo 1 and II both engage in DNA relaxation. Image with creative common license and from Khanh et al., (2010).

Figure 1.9: Chemical structures of etoposide and mitoxantrone.
Etoposide has a chemical formula of \( \text{C}_{29}\text{H}_{32}\text{O}_{13} \) and molar mass of 588.557 g/mol and mitoxantrone has a molar mass of 444.481 g/mol, with a chemical formula of \( \text{C}_{22}\text{H}_{28}\text{N}_{4}\text{O}_{6} \). O = oxygen, N = Nitrogen, H = Hydrogen. Images assessed from National Centre for Biotechnology Information, PubChem Database (Assessed Mar. 3, 2020).
1.4.4.1 Etoposide

Etoposide is an anti-tumour agent and an epipodophyllotoxin that is semi-synthetically obtained from podophyllotoxin (a toxin derived from American Mayapple) and is known as a topoisomerase II inhibitor. Etoposide forms a complex using tyrosine in the active site of topoisomerase II and the DNA phosphate backbone, thereby inhibiting DNA re-ligation. The complex induces a macromolecular effect by preventing repair through inducing single and double strand breaks into the DNA or the generation of free radicals (Kwok, Vincent and Gibson, 2017). The accumulated breaks prevents transition into the mitotic phase of cell cycle, and hence is cell cycle dependent and specific for the S and G2 phases. Two known isoforms exists: the alpha (α) and beta (β) isoforms and while inhibition of the α-isoform is associated with the anti-tumour effect, the β-isoform is associated with a carcinogenic effect (Azarova et al., 2007; Zhou et al., 2001). Etoposide is also known to inhibit microtubular assembly by binding tubulin (Newton, 2006).

1.4.4.2 Mitoxantrone

Mitoxantrone is a synthetic anthracenedione that inhibits topoisomerase II to interfere with the DNA synthesis. It intercalates DNA forming a stabilized DNA topoisomerase II cleavable complex to exert its cytotoxic activity, forming crosslinks and strand breaks (Parker et al., 2004). Mitoxantrone decreases the secretion of proinflammatory cytokines e.g. interleukin 2 and tumour necrosis factor, producing a generalized immunosuppression (Vollmer et al., 2009). Mitoxantrone is rapidly taken up by tissues, has a terminal half-life of 8.9 to 9 days and persists in the body for about 272 days (Fox, 2004). There is evidence that mitoxantrone may also exert its mechanism of action by the formation of drug-DNA adducts (Skladanowski and Konopa, 2000; Panousis et al., 1995). Further studies suggest the oxidation of mitoxantrone into an active metabolite (naphthoquinoxaline) that covalently binds RNA, thereby contributing to its cytotoxic effect (Panousis et al., 1995; Parker et al., 2004). It is used in the treatment of prostate cancer, multiple sclerosis, melanoma, lymphoma and leukaemia (Dipaola et al., 2001; Perez-Gracia et al., 2001).

1.4.5 Mechanism of action of plant alkaloids

The plant alkaloids are largely microtubule inhibitors which prevent the formation of spindle fibres and disrupt the cytoskeleton of the cell, thereby inhibiting chromosome segregation and
consequently cell division (Nobili et al., 2009). Mitotic inhibitors act by binding to tubulin proteins, block the spindles and arrest mitosis, thus they are M-phase specific. Subgroups include: the vinca alkaloids, the taxanes and epipodophyllotoxins.

Taxanes are semi-synthetically prepared from yew needles upon harvest from the bark of the yew tree. They bind to the beta subunit of tubulin facilitating stabilization of the polymer complex. Vinca alkaloids are destabilizers, preventing the assembly of the mitotic spindles. Epipodophyllotoxins are natural substances occurring from the American mayapple plant.

**1.5 Haematopoietic stem cell transplantation**

Stem cells are primitive somatic cells with the capacity to self-renew (give rise to one/two daughter stem cells) and differentiate (develop into mature specialized cells). Conventional chemotherapy enables management of a patient’s condition for longer term. The depletion of the leukaemia using chemotherapy can also lead to depletion of all of the bone marrow as chemotherapy is non-specific and so replacement with donor HSC can reconstitute the blood and help cure the leukaemia. Haematopoietic stem cell transplantation (HSCT) in most cases is considered the only potentially curative option for some haematological malignancies. Some consider HSCT a last resort treatment, but it is rather part of a component therapy involving use of high dose chemotherapy prior to HSCT, and is performed in an attempt to repopulate the BM. The two distinct types are autologous transplantation (self-donation) and allogeneic transplantation (non-self-donation). Autologous transplantation is used to treat lymphoma and multiple myeloma, but is less commonly utilised in leukaemia, because clinicians are generally concerned about a relapse possibly due to reinfusion of occult tumour cells. In allogeneic transplant, the goal is the creation of a strong donor-derived immune system that can not only reconstitute the blood system, but also lodge an immunologic attack upon recognition of mismatched leukaemic cells, thereby creating graft versus malignancy / graft versus leukaemia (GVL) effect.

HSCT occurs in three phases and includes: a conditioning phase, stem cell infusion and graft versus host disease prophylaxis (for allogeneic transplant). The conditioning regimen can be one or a combination of chemotherapy, radiotherapy or immunotherapy. Generally, both types of transplantation require high intensive conditioning (chemotherapy) which clears the bone marrow of both the leukaemic clones as well as the entire blood system – this is considered ‘myeloablative’. However, allogeneic transplantation can also use reduced intensity conditioning in older and/or sicker patients who cannot tolerate myeloablative conditioning.
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This procedure is considered as non-myeloablative, and the aim here is to create a ‘mixed chimerism’ between the host and donor lymphocytes; the consequent immune response resulting from the genetic mismatches is tipped in favour of the donor cells, by chasing the HSCT with donor leukocyte infusions and this promotes the GVL effect to kill the leukaemia. Such non-myeloablative or ‘mini’ transplants can be applied for diseases in remission or less severe cases, but has largely revolutionised the treatment of the elderly patients which make up the major proportion of leukaemic patients. This dual tumour kill effect in allogeneic SCT accounts for its higher risk of complications, most notably graft versus host (GVH) effect which can be life-threatening. However, the incidence of GVH is associated with producing GVL, and this provides the advantage of a low relapse rate unlike for autologous transplantation, and for these reasons the use of tissue type matched, but non-identical siblings is generally the preferred choice for HSCT treatment of leukaemia (Antin and Raley, 2009). Stem cells can be sourced from peripheral blood (mobilised from the BM), umbilical cord or BM or tissue type matched family member, or an unrelated fully matched donor in allogeneic transplant, while the peripheral blood or BM stem cells of the host is utilised in autologous transplant. Allogeneic HSCT can be used as an initial treatment depending on the treatment strategy and cancer type/stage. It is sometimes preferred over chemotherapy in patients with high risk of resistance (eg in intermediate to high risk AML in patients aged 40 and over) or relapse (eg a post-remission treatment in lymphoma patients) or recurrent/refractory disease (Yang et al., 2018)

1.6 Side effects and complications of chemotherapy

Chemotherapy was originally thought to ‘target’ cancers, but they also target other dividing normal cells, thereby resulting in many side effects (Aslam et al., 2014). A retrospective study conducted in emergency departments in the US found that out of 219,918 visits to the emergency department, 18% and 82% showed radiotherapy and chemotherapy side effects respectively (Jairam et al., 2018). Some of these effects are detailed below (Table 1.3) and can be recognised as either short or longer-term complications. Subsequently, there are other major late complications that follow the use of chemotherapy and they include therapy related leukaemia and donor cell leukaemia. This study focused on the latter as a serious but rare pathology and shall be discussed in detail in the following sections.
Table 1.3: Chemotherapy side effects.
A summary of the varying early and late events that occur following chemotherapy. These events are classified as immediate, delayed and late depending on the site of activity for these agents and their classical presentation of effects.

<table>
<thead>
<tr>
<th>Immediate</th>
<th>Delayed</th>
<th>Late</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allergic reactions</td>
<td>Hemorrhagic cystitis eg cyclophosphamide</td>
<td>Microdontia</td>
</tr>
<tr>
<td>Burning sensation</td>
<td>Infections</td>
<td>Crown hypoplasia eg missing enamel</td>
</tr>
<tr>
<td>Urine discoloration eg</td>
<td>Nutritional eg loss of appetite</td>
<td>Disturbed root formation eg in growing</td>
</tr>
<tr>
<td>mitoxantrone - blue</td>
<td></td>
<td>individuals</td>
</tr>
<tr>
<td>Acute emesis</td>
<td>Cytotoxic</td>
<td>Tooth agenesis</td>
</tr>
<tr>
<td>Fever &amp; malaise eg Ara-C</td>
<td>Fatigue</td>
<td>Sexual dysfunction</td>
</tr>
<tr>
<td></td>
<td>Diarrhea</td>
<td>Amenorrhea</td>
</tr>
<tr>
<td></td>
<td>Metallic taste</td>
<td>Pulmonary fibrosis eg bleomycin, MTX</td>
</tr>
<tr>
<td></td>
<td>Myelosuppression eg daunorubicin</td>
<td>Cardiotoxicity eg anthracyclines</td>
</tr>
<tr>
<td></td>
<td>Alopecia eg taxanes, doxorubicin</td>
<td>Myelodysplastic syndrome eg alkylating agents</td>
</tr>
<tr>
<td></td>
<td>Nail discoloration</td>
<td>Leukaemia eg topo II inhibitors</td>
</tr>
<tr>
<td></td>
<td>Fluid retention</td>
<td>Sterility</td>
</tr>
<tr>
<td></td>
<td>Peripheral neuropathy eg taxanes, alkaloids,</td>
<td>Liver toxicity eg MTX</td>
</tr>
<tr>
<td></td>
<td>cisplatin</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mucositis (mouth sores)</td>
<td></td>
</tr>
</tbody>
</table>

Key: MTX= mitoxantrone

1.7 Donor cell leukaemia

Amongst the major complications of allogeneic stem cell transplantation, like graft versus host disease and infections, disease relapse ranked highest in the cause of post-transplant mortality. Such relapse was originally thought a re-enactment of primary disease due to therapy evasion, particularly where the relapse was of the same subtype as the original. However, Fialkow et al., (1971) described a 16 female leukaemic patient who relapsed following HSCT donation from her matched brother, and the leukaemic clones were observed to be Y chromosome positive. This was the first description of the rare de novo haematological malignancy called donor cell leukaemia (DCL). DCL describes a form of leukaemia which is genetically proven to be of donor cell origin that develops in a recipient following transplantation of “healthy” donor cells. DCL has since been noted as a rare disorder but has gained greater insight in the last decade. The exact incidence of DCL is unknown but is reported to be between 0.12% and 0.13% for all relapsed leukaemia (Suarez-Gonzalez et al., 2018). These reported cases can be
identified based on cytogenetic analysis in sex-mismatched cases (Hertenstein et al., 2005; Torra and Loeb, 2011). DCL incidence is arguably underdetected (e.g. in sex-matched cases) and underreported due to assumptions of disease relapse, as well as the uncertainty of neoplastic origin such as cases without clonal cytogenetic abnormality and overt leukaemia (McCann and Wright, 2003; Wang et al., 2011). However, the recognition of sex-mismatched transplant cases demonstrating donor cell origin made investigators aware of DCL and thus, formed the basis for the genetic determination of cell origin following SCT complication (Cooley et al., 2000; Shiozaki et al., 2014; Torra and Loeb, 2011 and Ruiz-Arguelles et al., 2007). Nevertheless, care must be taken in identification of the malignant clone, utilising both cytogenetics and microsatellite analyses. The importance of this was demonstrated by Spinelli and co-workers (2000) who showed that a male patient with suggested DCL (XX clone) from his HLA-identical sister, subsequently was shown by microsatellite analyses to be of patient origin, and the explanation proposed to be a loss of Y chromosome, with duplication of the X chromosome (Spennelli et al., 2000).

### 1.7.1 Aetiology and proposed mechanism of DCL

An understanding of the malignant transformation events of the donor stem cells provides an insight into deciphering the mechanisms involved in leukaemogenesis. However, studies into the aetiology of DCL have proved difficult due to its low incidence and difficulty in diagnosis. Most DCL cases present as an alteration of the homeostatic balance between the complex interactions of the growth factors, cells and cytokines within the BM microenvironment. This complex interaction and disturbance of the BM microenvironment is synonymous to the ‘seed and soil’ hypothesis of Paget in 1889, which according to Flynn and Kaufmann (2007) does serve as a model for understanding the possible events of leukaemic cell transformation in DCL. This opinion is further explained by the fact that the conditioning regimen markedly changes the BM microenvironment (the soil), thereby obstructing the usual homeostatic balance and cross talk between the BM cells, cytokines and the transplanted donor HSCs (the seed). However, this proposal is highly speculative and is further hampered by the scarce number of published works on DCL, thence resulting in no unifying model or specific aetiology for the pathology (Suarez-Gonzalez et al., 2018).

Most reported cases to date have been unable to confirm one mechanism as the cause of DCL, rather its pathology appears to be a multifactorial (Ataergin et al., 2006; Gustafsson et al., 2012; Wiseman, 2011, Bobadilla-Morales et al., 2015). Some of the hypothesized aetiologies (Figure
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1.7) include the possibility of a transfer of malignant cells following solid organ or stem cell transplant, or the presence of inherited or acquired predisposing factors present in the donor. For example, there are evidence of accidental transmission of AML, CML and T-cell lymphoma from donor through peripheral and allogeneic stem cell transplantation (Baron et al., 2003; Berg et al., 2001).

![Figure 1.10: The proposed mechanisms involved in donor cell leukaemia. A multifactorial pathway has been predicted as possible aetiologies involved in DCL. These mechanisms can be either donor related or a recipient stimulated effects like some residual chemotherapy, homeostatic alteration, pre-leukaemic or occult factors of the donor origin. This figure is credited to Wiseman (2011) under the creative common license copyright.](image-url)
These proposed mechanisms are best classified as the extrinsic and intrinsic factors that drive the fate of transplanted HSCs (Torra and Loeb, 2011) and they include:

**a) Intrinsic donor factor:**

Acquisition of an additional mutagenic ‘‘hit’’ of an already premalignant donor clone in the depleted recipient marrow (Hertenstein *et al*., 2005). This involves the oncogenic transformation of the potential ‘healthy’ donor cells following SCT.

**b) Extrinsic host factors:**

i) Chemotherapy-induced or inherent stromal abnormality; this is proposed for myeloid but not lymphoid DCL and could occur due to residual effects of cytotoxic agents (Wiseman, 2011; Ruiz-Arguelles *et al*., 2007).

ii) Sustained antigenic stimulation of donor cells in lymphoid DCL, when slight histocompatibility differences exist within the host (Witherspoon *et al*., 1985; Wang *et al*., 2011).

iii) Increased replicative stress, errors and mutation in transplanted donor cells in an attempt to repopulate the BM environment (Flynn and Kaufman, 2007; Gustafsson *et al*., 2012).

iv) Aberrant homeostasis (over/under expression or absence of receptors, ligands, transcription factors involved in cell signalling) could induce or enhance leukaemic transformation (Ruiz-Arguelles *et al*., 2007).

v) Impaired immune surveillance e.g. posttransplantation malignancy of Epstein-Barr virus-mediated post-transplant lymphoproliferative disorder (PTLD) and oncogenic transformation of material via communicable agents (Torra and Loeb, 2011; Nagamura-Inoue *et al*., 2007).

vi) Transfer of oncogenic material by fusion of residual host cells to donor cells (Bobadilla-Morales *et al*., 2015).

vii) Radiation and/or chemotherapy-induced bystander effect (Wiseman, 2011).
1.7.2 Diagnosis, prognosis and treatment of DCL

DCL is identified upon an accurate detection of transformed leukaemic cells of the donor origin. Reliable molecular methods such as fluorescent in situ hybridization (FISH), YCS-PCR for detecting Y-specific chromosome sequence (YCS), mini-satellite or variable number tandem repeats (VNTRs), microsatellites or short tandem repeats (STRs), single nucleotide polymorphisms (SNPs), short inversion or deletion polymorphisms (SIDPs) and restriction fragment length polymorphisms (RFLPs) are used to investigate DCL (Thiede, 2004; Ruiz-Arguelles et al., 2007). The following relevant features are vital to the classification of DCL. They include: a proper documentation or identification of donor origin; recipient’s sex and age; donor’s age and sex (matched or mismatched, and related or unrelated), donor health status; primary haematological malignancy versus type of DCL malignancy; method used for chimerism analysis; type of conditioning regimen; stem cell source (cord blood, peripheral blood or BM) (Wiseman, 2011).

Based on the above descriptors, a recent systematic review (Suarez-Gonzalez et al., 2018) for the reported DCL cases reveals as follows: median time to occurrence of DCL is 24 months (2 to 312 months) with some variation depending on the source of stem cells. Median recipient age at primary disease was 32 years and primary malignancies were AML (25%), ALL (23%), chronic myelogenous leukaemia-chronic phase (CML-CP, 16%), non-malignant haematological disorders (NMHD, 9%) and myelodysplastic syndrome (MDS, 8%). Children (less than 26 years) showed a median age of 6 years, representing 23% of reported cases. So far, there is no reported sexual preponderance between donor and recipient. Most frequent donor type include matched related (59%), cord blood (21%), matched unrelated (9%), mismatched related (6.5%), mismatched unrelated (3%) and haploidentical (1.5%). DCL cases were majorly gender mismatched (60%) with an increased rate of BM stem cell source (55%) and for people who received total body irradiation (67%). DCL types were mainly AML (50%), ALL (23%) and MDS (20%), which represent 93% of the reported cases.

In addition, most DCL cases show an abnormal karyotype (72%) which include balanced chromosomal translocations, deletions, chromosomal gains/losses, with frequent cytogenetic alterations including whole or partial loss of chromosome 5/7 and rearrangement of the 11q23 locus containing the MLL gene. As at the time of the cited report 85% of the donors were healthy, 12% developed haematological malignancy and 3% developed non-haematological malignancy.
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DCL as a rare disorder has a very poor prognosis, hence the need for further studies. Treatment for DCL involves induction chemotherapy and stem cell transplant. Suarez-Gonzalez et al., (2018) revealed that about 56% of identified cases had died at the time of the report, while 44% were alive. Mortalities were majorly due to severe cell depletion following chemotherapy or sepsis and other complications of SCT, and the time from DCL to death was about 10 months.

Largely, the heterogeneity of the DCL report prevents a recognizable risk factor, however it should be noted that whilst 574 non-duplicate papers were retrieved from database, meaning the report was based on only 137 documented cases. Yet, it is interesting to witness an increase in DCL reports owing to the impact of accurate diagnostic tools. There has also been a marked distinction between relapse and DCL, as DCL appears to be more of a late complication than the early events of most relapses, and DCL has shown ability to develop de novo neoplasms following either haematopoietic and/or solid organ transplantation. Relatively speaking, the better our understanding of DCL aetiology, the more efficient shall be the donor recruitment process, selection and patient outcome for SCT. Therefore, to investigate a likely aetiology of DCL, this study aimed to explore the concept of chemotherapy-induced bystander effect (CIBE).

1.8 Bystander effect

Ionizing radiations exert their effect on rapidly dividing cells and as such do not affect only the directly treated cells but also the unexposed/untargeted neighbouring compartments. When these non-treated cells show biological responses that mimic the direct effect, such a response is referred to as a ‘bystander effect’ (Marin et al., 2014). The observed responses of bystander effect generally include: DNA strand breaks, gene mutations, altered protein and enzyme levels, micronucleation, increased apoptotic frequency, oncogenic transformation and reduced clonogenic efficiency (Hall, 2003). Bystander effect has been broadly studied in radiation rather than chemotherapy, with reports involving tissue culture experiments and a few in vivo studies. Bystander effect is a phenomenon usually associated with genomic instability (Wright, 2010), adaptive responses (Chaudhry, 2006) and abscopal effects (Stamell et al., 2013) (Figure 1.8). These effects may be as a result of factors released by the directly exposed cells into the surrounding medium and as such pose a vital clinical implication, both for improved cancer therapy and conversely as a health risk. This requires an in-depth understanding of the phenomenon, especially the aspect of its biological significance and associated non-targeted effects.
Figure 1.11: Cellular effects in targeted and non-targeted cells. Direct exposure of cells to radiation or chemicals result in secretion of molecular signals that induce changes in neighbouring cells and other distant cells that are away from the treated cells. The effects in directly targeted cells include micronuclei induction, necrosis, apoptosis and these may be the same in bystander cells. Adopted from Widel (2012).

1.8.1 Radiotherapy induced bystander effect

Radiation-induced bystander effect (RIBE), was first reported by Parson in 1954 through his observation that clastogenic factors from blood of irradiated patients caused damage to chromosomal structures (Seymour and Mothersill, 2004). RIBE is a phenomenon whereby damage from exposed cells is observed in neighbouring cells that were not exposed to ionising radiation; it is best described as post-exposure biological response to ionising radiation (Pinto et al., 2006). Biological effects such as DNA damage and chromosomal instability are observed in cells that were indirectly exposed to ionising radiation and due to failed repair attempts, would result in mutation and/or apoptosis. This ‘off target’ indirect effect in unexposed cells was termed ‘radiation-induced bystander effect’ (Mothersill and Seymour, 2001; Marin et al., 2014) and has been well characterised for in vitro and in vivo models of radiotherapy but not
for chemotherapy (Azzam and Little, 2004; Rzeszowska-Wolny et al., 2009; Prise and O’Sullivan, 2009; Chinnadurai et al., 2011). A highly recognised bystander mechanism for radiation involves oxidative stress from superoxide and nitric oxide radicals (McCann, 2003; Sawal et al., 2017) although other mechanisms do exist.

RIBE has been observed in many different cell types despite the type or amount of radiation exposure, but it remains unclear the exact signal involved in mediating this effect. RIBE studies have demonstrated these effects in vitro and in vivo (Nagasawa and Little, 1999; Watson et al., 2000; Lorimore et al., 2001; Azzam et al., 2001). Potential mechanisms for RIBE include gap junction involvement, secreted factors in growth medium, cytokine production and secretion of apoptosis inducing factor (AIF) by mitochondria in response to oxidative stress (Snyder, 2004).

1.8.2 Chemotherapy-induced bystander effect

The concept of chemotherapy-induced bystander effect (CIBE) has struck the attention of researchers in recent times. Rugo and colleagues (2005) using wild type embryonic stem cells and fluorescent yellow direct repeat cells reported a hyper-recombination event in bystander cells following exposure to mitomycin C, and the ability of these bystander cells to further induce a sequence rearrangement in other neighbouring cells. CIBE was also observed for the chloroethylnitrosourea (CENU) agents, including carmustine, fotemustine, cystemustine and lomustine (Demidem et al., 2006; Merle et al., 2008). Demidem and colleagues (2006) demonstrated bystander capacity of these aforementioned agents in vivo and in vitro using a serum transfer experiment. In their study, in vivo cells showed cessation in tumour proliferation, metabolite alteration, reduced vessel formation and glutathione decrease. Cultured cells challenged with conditioned medium showed growth inhibition, metabolite alteration, cytoskeleton disorders with no reactive oxygen species (ROS) increase. Merle and his colleagues (2008) also used the same double tumour model as Demidem to show CENU agent’s ability to induce a bystander response.

Alexandre et al., (2007) reported the ability of paclitaxel and vincristine but not doxorubicin and 5-fluorouracil to induce a bystander effect. They used two separate co-culture systems involving fluorescent and radioactive labelling to detect increased ROS in a treated breast cancer cell line (MCF7), human lung cancer cell lines (H1299) and human leukaemia cell line (HL60) with and without chemotherapeutic agent. Furthermore, the conditioned medium from phleomycin and mitomycin C treated human lymphoblast cell lines (GM15036 and 15510) was
shown to induce micronucleated cells in a cytochalasin B-blocked micronucleus assay (Asur et al., 2009).

Bleomycin and neocarzinostatin (Chinnadurai et al., 2011) were exposed to WI-38, hBMSCs, NCI-H23, A-549 cell lines and peripheral blood lymphocyte (PBL) cells in a co-culture system, and all cell lines showed bystander response using micronuclei induction as an endpoint after ruling out an effect from residual drug by HPLC. The same study demonstrated the involvement of ROS in a bleomycin-induced bystander effect. Subsequently, Jin et al., (2011) were able to show the ability of actinomycin D to cause bystander effect, mediated through soluble factors in Chinese hamster V79 cells using chromosome aberration, ultrastructure and apoptosis rate as endpoints in the bystander cells.

Investigations at the cellular level for both RIBE and CIBE have demonstrated varying endpoints such as increased micronuclei, genomic instability, malignant cell line transformation, with abundant evidence for persisting chromosomal breakages and transferrable clastogenic factors (Mothersill et al., 2017). How these damages occur is unclear, but is certainly not dependent on direct physical cell to cell contact; rather implicated factors include gap junctions, activity of ROS, various cytokines and possibly microRNAs (Wiseman, 2011), the latter two of which could be transferred via the medium directly or encapsulated within extracellular vesicles. Following the discovery of only a few studies on CIBE, with limited knowledge of mechanism of action, this study explored a panel of chemotherapeutic agents utilised mostly in haematology protocols to investigate this concept.

1.9 Oxidative stress and cellular response to chemotherapy-induced ROS

Oxidative stress reflects an imbalance between the systemic generation of reactive oxygen species (ROS) and the cellular ability to counteract and detoxify the active intermediates. Such imbalance has been implicated in neurodegeneration, carcinogenesis, aging and atherosclerosis (Choi and Tuveson, 2017). Most antineoplastic agents exert their effect through ROS mediated injuries and by oxidative stress induction in cancer cells. Oxidative stress is stress generated internally by the peroxisomes and enzymes (e.g. Nox family, xanthine oxidase) of the mitochondria, and external sources include chemical compounds, ultraviolet (UV) radiation and exercise. Oxidative stress alters and damages intracellular components such as lipids, DNA, RNA and proteins (Veskoukis et al., 2012). ROS are generated through; activation of some oncogenes such as Kras, Cmyc, BRCA1, and alterations in signals associated
with tumorigenic transformation e.g. altered integrin and increased hypoxia in tumours (Weinberg et al., 2010; Azimi et al., 2017 and Chiarugi et al., 2003).

Reactive species include ROS, reactive nitrogen species, reactive chloride species and reactive sulphur species, however, ROS are more abundantly generated. ROS collectively defines the partially reduced, unstable oxygen derived by-product of metabolism that plays various roles in biological processes. Low levels of ROS are tolerable by the cells and are vital to immune defence mechanisms, signal transduction, gene expression, enzyme activation, as well as acting as secondary messengers (Redza-Dutordoir and Averil-Bates, 2016). Cancer cells also use high ROS levels to maintain their high proliferative rate (Sosa et al., 2013). Some examples of ROS include: singlet oxygen (1O2), ozone (O3), hydrogen peroxide (H2O2), hydroxyl radical (OH), superoxide anion (O2−), hypochlorous acid (HOCl), with the OH radical the most important as it is promutagenic and relatively easily formed through interaction with nucleobases of the DNA strand that leads to the formation of the biomarker 8-hydroxydeoxyguanosine (8-OHdG; Valavanidis et al., 2009).

Most chemotherapeutic agents increase ROS levels intracellularly, alter the redox-homeostasis in cancer cells and exert their anticancer effect through oxidative stress induction, thus acting as a tumour suppressant (Roness et al., 2014). Other evidence suggests that prolonged use of chemotherapeutics can reduce ROS in cancer cells and may potentially be the mechanism for drug resistance in chemotherapy (Yang et al., 2018). Increased ROS generation during chemotherapy is due to mitochondrial ROS generation and the inhibition of antioxidant systems. Chemotherapy target the mitochondria affecting its membrane potential to cause inhibition of complex I and II, electron leakage and subsequent elevation in ROS. The antioxidant systems include some interacting enzymes such as superoxide dismutase, catalase and peroxidases and some low molecular mass antioxidants like reduced glutathione (GSH) and ascorbic acid (Apel and Hirt, 2004). The chemotherapeutic agents exhibit varying modes of production for ROS in a cell (Figure 1.10).
Figure 1.12: Chemotherapeutic agent’s mechanism of action through ROS regulation. Chemotherapy elevate ROS levels. While some chemotherapeutic agents (orange) generate high levels of ROS in the cells, others (blue) regulate ROS by inhibition of cellular levels antioxidants. Treatment with chemotherapy increases the ROS levels and promotes cell death in tumours. Figure was adopted under the creative common license of an open access article credited to Yang et al., (2018).

The exact role of ROS in reference to chemotherapy has been a subject of debate. Whether ROS solely induces death in cancer cells or exerts other functions as chemotherapy side effect is being explored. For instance, some chemotherapeutic agents have been suggested to involve both ROS dependent and independent pathways and prolonged exposure to these chemotherapy-induced ROS is hypothesized to induce drug resistance (Sallymr et al., 2008). ROS has also been implicated in RIBE as observed through experiments with ROS scavengers which reduced the bystander mediated genomic instability (Widal et al., 2012; Harada et al., 2008). Cellular response to chemotherapy-induced ROS is a reflection of the complex integration of the type of ROS involved, duration of the effect, cellular location and levels, hence depicting an involvement of a more diverse role than anticipated (Yang et al., 2018). Furthermore, cell response to oxidative stress is dependent on the cell type and level of stress
involved. These responses are in the form of increased level of free calcium, increased phosphorylation, an upregulation of repair systems, and activation of transcription factors that initiate adaptive response and in severe cases halt the cell cycle or initiate apoptosis (Halliwell, 2006).

For the roughly fifty trillion cells of the human body, there is an estimate of 10,000 oxidative hits per cell per day (Predi, 2014). Because DNA is the most significant biological target of oxidative stress, continual oxidative DNA damage is thought a major contributor to cancer and age related illnesses (Deavall et al., 2012). Damaged DNA is repaired enzymatically under normal physiological conditions, but some unrepaired DNA lesions can persist or cause mutations that may lead to carcinogenesis. Free radical generation amongst others is a known mechanism for RIBE (Najafi et al., 2014). Although ROS has been implicated in bleomycin CIBE (Jin et al., 2011), there is limited research (Chinnadurai et al., 2012) on oxidative stress in CIBE for the vast majority of the chemotherapeutic agents utilised (Alexandre et al., 2007), nor is there evidence of in vitro co-culture models in support of ROS involvement in CIBE, hence the need for this research.

1.10 Cell culture systems for genotoxicity evaluation

The development of plant cell and tissue culture dates back to the research publication of Haberlandt (1902) with a failed attempt at cell culture and the subsequent successful in vitro experiments of callus and suspension cultures using carrot and tobacco four decades later (Sussex, 2008; Giles and Songstad, 1990). Cell culture systems are widely used in tissue engineering, biomedical research, industrial practices as a tool to study the biophysical and biomolecular mechanisms of tissues or organs, and their functions and behaviours in health and diseases (Duval et al., 2017, Ulrich and Pour, 2001). Traditionally, culture systems can be primary cell culture or cell line culture, each with its merits and limitations (Silicka, 2017).

Cell culture systems have been applied in genotoxicity testing for detecting the biological activity of test substances (Ekwall, 1990). On the other hand, co-culture systems (a culture set up of two or more differing cell populations but with some level of cell communication between them) have attracted research interest in recent times (Calvini et al., 2013). Cole and Paul (1965) first co-cultured irradiated HeLa cells and murine embryo cells in an attempt to enhance the in vitro suboptimal media culture conditions. These systems were applied to the study of cellular interactions between populations; study of the complex multicellular synthetic systems or for improving cell culture success for some defined cell populations. There has been some
successful 2D co-cultures used in leukaemia studies (Dolen and Esendagli, 2013; Salman et al., 2015) and genotoxicity assays (Hegarat et al., 2012).

These successes are attributed to possible mechanisms like expression of growth factors (insulin-like growth factor, granulocyte-macrophage colony stimulating factor α and transforming growth factor α) and cytokines (interleukins 1, 6, 11 and leukaemia inhibitory factor) (Zeyneloglu, Kahraman and Pirkevi, 2011). Although, the concept of cells supporting cells has shown success with a few studies, there are a few inconsistencies with data acquired from co-culture systems in the literature. These variations as suggested by Kattal et al., (2008) are due to the heterogeneity of cell lines and culture media. Co-cultures possess some distinct features over monocultures such as robustness, modularity, scalability and predictability (Rollie et al., 2012), but requires a labour intensive in vitro characterization and optimisation of culture conditions to achieve this standard.

Whilst there are several studies in RIBE (Demidem et al., 2006; Mothersill and Seymour, 2001) with monocultures and/or co-culture, only a few exist in CIBE. These CIBE studies exist as in vivo mice models (Merle, 2008) and some in vitro models either performed as separate monocultures and co-plated afterwards (Kumari et al., 2009; Alexandre et al., 2007) or investigated as medium transfer cultures and conditioned medium evaluated for its bystander killing on the effector cells (Singh et al., 2015). Therefore, to attempt to represent the heterogeneity of the BM microenvironment and to provide the optimum standard culture conditions, that would elucidate the potential CIBE and its mechanism, a transwell co-culture system was developed in this study. This model would provide the soluble factors obtainable in a typical BM microenvironment. More so, the cell lines utilised in this study are of human origin and have been characterised separately, but nothing is known as to their functionality as a co-culture. Thus, this study would provide an insight into their characteristics in co-culture with or without chemotherapy. Finally, the assessment of the cytotoxic and genotoxic effects of these cell lines in the proposed optimised co-culture model would help inform about some cellular interaction within the BM microenvironment, as well as shed light into the pathology of CIBE and its possible mediators. Taken together, if the mechanism of bystander effect is determined, it could provide a whole new dimension in cancer chemotherapy as regards regimen choice, its dosage or the most efficient combination therapy required for the management of cancer patients. Furthermore, it will introduce interesting new perspectives on the scope of DNA damage induction, mutagenesis and carcinogenesis, when indirect
genotoxicity effects are taken into account during testing of novel and well described genotoxicants (section 6.1).

1.11 Hypothesis
Chemotherapy has the capacity to induce a bystander effect of cytotoxicity and genotoxicity in neighbouring unexposed cells, in a culture model of the human bone marrow. Disruption of redox status, and generation of reactive oxygen species represent a mechanism of action for induction of this bystander effect.

1.12 Aims:

1. **To develop a co-culture bystander model that will enable the study of the effect of chemotherapeutic agents on bystander cells**
   - Various culture conditions of the HS-5, TK6, AHH-1 and Kasumi-1 cell lines will be optimised to allow optimum growth conditions for all cell lines.
   - Optimisation will involve morphology and cell viability assessments.

2. **To explore the range of chemotherapeutic drugs that have the capacity to induce bystander effect**
   - The HS-5 cell line will be cultured in the presence and absence of a range of chemotherapeutic drugs, drugs washed away post exposure and will be co-cultured with the HS-5 cell line using either the lymphoblast cell lines (TK6 or AHH-1) or the myeloid cell line (Kasumi-1) for 24 hours. Bystander cells will be assessed for cell viability and genotoxicity post co-culture using established assays.
   - The alkylating agents, cytotoxic antibiotics, antimetabolites, topoisomerase inhibitors and plant alkaloids are the range of cytostatic agents used in cancer chemotherapy and in leukaemia; therefore a selection of different drugs from each group will be tested.

3. **To evaluate how long the bystander effect lasts**
   - Two drugs known to have high potency of bystander and two drugs with low potency will be selected to test for duration of effect, to determine if potency is long standing, or reduces over time.
Cells will be co-cultured over the space of 5 days, with replacement of co-cultured cells each day and assessment for cytotoxicity and genotoxicity will be performed. This is to determine a safe duration for transplant.

4. **To evaluate the possible mechanisms of action of bystander effect**, a range of suspected mechanisms may be explored. These will be chosen based on the outcomes of the genotoxicity assays which will provide clues to possible bystander molecules/mechanisms.
   - **Simple drug elution**: conditioned medium and the final medium wash off from HS-5 treated cells will be utilised to evaluate for transfer of toxic signals into the bystander cells. Also an attempt will be made to develop a liquid chromatography and mass spectrometry (LCMS/MS) method that will be used to assess drug elution in the bystander cells and measure drug metabolites in bystander cells (if any).
   - **Free radicals**: these will be determined using co-cultures supplemented with reagents that scavenger or that promote free radicals. Also, co-cultures will be assessed with antioxidant enzymes for specific free radicals (e.g. catalase, superoxide dismutase and thioredoxin).

5. **To explore if the bystander effect can induce mutagenesis; possibly relevant to donor cell and therapy related leukaemia**
   - Using an established protocol for the HPRT mutation assay, this assay will be validated in house for TK6 and AHH-1 cells, the bystander cells will be grown in co-culture and evaluated for mutant cell colonies.
Chapter 2

Materials and Methods

2.1 Materials

All reagents that were used in this research were purchased from Sigma Aldrich (Dorset, UK) except where otherwise stated. All protocols were performed accordingly and supported by the use of appropriate control of substances hazardous to health (COSHH) regulations, which encompasses all risk assessments and control measures for the use of chemicals and fumes involved in this study.

2.1.1 Cell lines

Detailed description of the cell lines are shown in table 2.1 and were confirmed mycoplasma free for the purpose of this study. Four cell lines were used in this study and they include the HS-5, TK6, AHH-1 and Kasumi-1 cell line. The choice of these cell lines for any individual assay are explained in the appropriate result sections but overall, the use of these cell lines in an in vitro model serve to mimic the BM compartment and its cellular crosstalk as closely as possible. The BM typically consist of the mesenchymal stromal cells (HS-5) and the haemopoietic stem cells (TK6 or AHH-1 or Kasumi-1). Also, a combination of both the lymphoid (TK6 and AHH-1) and myeloid (Kasumi-1) cell lineages, aided a good representation of the leukaemia pathology – a focus of this study.

2.1.1.1 Stromal cell line

HS-5 is the fifth of the twenty-seven designated immortalised cell clones derived from long-term bone marrow culture. HS-5 expresses similar genes to a typical bone marrow and secretes cytokines that support growth and proliferation of committed haemopoietic cells when co-cultured in serum-deprived media (Rocklein and Torok-Storb, 1995; Graf et al., 2002). Genes expressed include G-CSF, M-CSF, Kit Ligand; macrophage-inhibitory protein-1 alpha; interleukin-1 (IL-1α, IL-1β, IL-1RA, IL-6, IL-8, IL-11 and leukaemia inhibitory factor. Short tandem repeat (STR) profile includes: Amelogenin - X,Y; D16S539 - 10,11; CSF1PO - 10,11; D5S818 - 12; D7S820 - 12; D13S317 - 11; TH01 - 7,9; TPOX - 8; vWA - 18, 19.
2.1.1.2 Lymphoblast cell lines

**TK6** is a thymidine kinase heterozygote cell line obtained from the HH4 cell line which was derived from the WIL-2 cell line (Levy et al., 1968; Levy et al., 1971; Skopek et al., 1978). The STR profile includes: Amelogenin - X,Y; D16S539 - 11,12; CSF1PO - 11,12; D13S317 - 11; D5S818 - 12,13; D7S820 - 9,11; TH01 - 8,9; TPOX - 8,11; vWA - 17,20. TK6 cells express positive cell surface markers for CD19, CD20 and CD22 and is reported negative for bovine viral diarrhoea virus (BVDV). They grow as suspension cultures in conventional Roswell Park Memorial Institute (RPMI) 1640 culture medium.

**AHH-1** (aryl hydrocarbon hydroxylase) cell line was derived from RPMI 1788 lymphoblast cell line and is highly metabolically competent (can activate nitrosamines, mycotoxins, polycyclic aromatic hydrocarbons) and exhibits cytochrome P450 activity (Freedman et al., 1979; Crespi and Thilly, 1984). The human cytochrome P450 gene was transfected into AHH-1 cell line using pHEBo vector and hygromycin selection (Crespi et al., 1989). The AHH-1 STR profile includes: Amelogenin - X,Y; D16S539 - 10; CSF1PO - 10; D13S317 - 11,13; D16S539 - 10; D5S818 - 12,13; D7S820 - 10,11; TH01 - 6,9; TPOX - 8,9; vWA - 18,19. AHH-1 shows high levels of oxidative activity and is sensitive to killing by benzo(a)pyrene. The cell line contains herpes virus, carries endogenous Epstein-Barr virus genome and positive nuclear antigen called Epstein barr nuclear antigen 1 (Crespi et al., 1993).

2.1.1.3 Myeloid cell line

**Kasumi-1** cell line possesses a t(8;21) chromosome translocation, which juxtaposes acute myeloid leukaemia 1 (*AML1*) and eight twenty one (*ETO*) genes to create a *AML1-ETO* fusion gene which produces a chimeric AML1-ETO fusion protein. Kasumi-1 stain positive for myeloperoxidase and respond to IL-3, IL-6, G-CSF in proliferation assay cultures, but not IL-1 or IL-5. Addition of phorbol ester to culture results in the production of macrophage-like cells, hence, Kasumi-1 is of both myeloid and macrophage lineages (Asou et al., 1991). The STR profile includes: Amelogenin - X; CSF1PO - 10,12; D13S317 - 11,13; D5S818 - 9,11; D7S820 - 8,11; TH01 - 6,9; TPOX - 8,9; vWA - 14, D16S539 - 9,12.
Table 2.1: Cell lines investigated in this study.

The source of the cell line, seeding density, gender, morphology and other vital details are indicated. The cell lines investigated were the bone marrow cell line (HS-5), the lymphoblast cell lines (TK6 and AHH-1) and the myeloid cell line (Kasumi-1). TK6 was a kind gift from Professor Ann Doherty and other cell lines were purchased from the American type culture collection (ATCC).

<table>
<thead>
<tr>
<th>ATCC</th>
<th></th>
<th>Homo Sapiens (human)</th>
<th>Bone marrow stroma</th>
<th>HPV-16 E6/E7 transformed</th>
<th>Fibroblast</th>
<th>Normal</th>
<th>30yrs</th>
<th>Male (Caucasian)</th>
<th>60 - 72 hrs</th>
<th>2 x 10^5 cell/cm²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ATCC HS-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donated by Dr Ann Doherty, AstraZeneca, UK</td>
<td>TK6</td>
<td>Homo Sapiens (human)</td>
<td>Spleen</td>
<td>Lymphoblast</td>
<td>Lymphoblast</td>
<td>Hereditary Spherocytosis</td>
<td>5yrs</td>
<td>Male (Caucasian)</td>
<td>12 - 16 hrs</td>
<td>3 x 10^5 cells/ml</td>
</tr>
<tr>
<td></td>
<td>AHH-1</td>
<td>Homo Sapiens (human)</td>
<td>Peripheral blood</td>
<td>B-Lymphocyte</td>
<td>Lymphoblast</td>
<td>Unreported</td>
<td>33yrs</td>
<td>Male (Caucasian)</td>
<td>16 - 19 hrs</td>
<td>1 x 10^5 cells/ml</td>
</tr>
<tr>
<td></td>
<td>ATCC Kasumi-1</td>
<td>Homo Sapiens (human)</td>
<td>Blood</td>
<td>Myeloblast</td>
<td>Myeloblast</td>
<td>Acute Myeloid leukaemia</td>
<td>7yrs</td>
<td>Male (Japanese)</td>
<td>40 - 45 hrs</td>
<td>3 x 10^5 cells/ml</td>
</tr>
</tbody>
</table>
2.2 Cell culture

All the cell culture procedures were carried out in a class II biosafety cabinet working with aseptic technique to prevent cell culture contamination, guided by the use of an appropriate COSHH assessment.

2.2.1 Standard culture conditions of BM and lymphoblast cell lines

HS-5 was cultured in a ‘complete’ culture medium consisting of its basal medium (Dulbecco’s Modified Eagles medium (DMEM) either with high glucose (DMEM/HG) or low glucose (DMEM/LG) or F12 (DMEM/F12)) supplemented with 10% heat inactivated foetal bovine serum (HI-FBS), L-glutamine (2 mM), penicillin (100 U/ml) and streptomycin (100 µg/ml). Cells were maintained 37 °C and 5% CO₂ until log growth phase with replacement of fresh complete medium every 3 days until it reached about 70-80% confluence and then sub-cultured by trypsinisation (see 2.2.4). Cell viability was performed using trypan blue assay (see 2.2.6) and viable cells reseeded as a 1:3 split at a density of 2 x 10⁵ cells/cm² using the tissue culture treated Corning flask (Fisher Scientific).

TK6, AHH-1 and Kasumi-1 cell lines were cultured in RPMI 1640 (basal medium) with a few modifications in their supplementation for a ‘complete’ culture medium. TK6 was supplemented with 2 mM L-glutamine, 100 IU/ml penicillin, 100 µg/ml streptomycin and 10% HI-FBS. AHH-1 was supplemented with 2 mM L-glutamine, 1.5 g/L sodium bicarbonate, 4.5 g/L glucose, 10 mM HEPES, 1.0 mM sodium pyruvate and 10% horse serum. Kasumi-1 was supplemented the same as TK6 except for use of 20% HI-FBS. Cells were maintained in culture at 37°C with 5% CO₂ using these complete culture medium. Cells were seeded at the appropriate seeding density (Table 2.1) and maintained in culture until about 70-80% confluent. They were sub-cultured (passaged) by centrifugation at 230 x g for 5 minutes using a Hettich Universal 320 centrifuge and replacement of medium every 2 days.

2.2.2 Thawing of cryopreserved cell lines

Cells were transferred from liquid nitrogen and rapidly thawed by agitation in a 37 °C bead bath. Just before the ice completely melts, the vial is fully thawed by adding a thaw medium (20% HI-FBS in basal medium) in a dropwise manner with mixing to fill the vial. The contents of the cryovial were transferred into a 15 ml tube and made up to the 10 ml mark by addition of thaw medium in 1 ml aliquots with mixing over about a 10 minute period. The thawed cells
were then centrifuged (5 minutes; 230 x g). The thaw medium and centrifugation step ensures removal of dimethylsulphoxide (DMSO) from the cells. The cells were washed again with thaw medium before seeding cells at the required density.

2.2.3 Cryopreservation of cell lines

Cryopreservation aims to maintain a master stock at early passage and a large batch of stock cells for repeat of experimental research at the same passage. This will avoid long maintenance of cell lines in culture and avoid the risk of microbial and cross contamination with other cell lines.

All cell lines were slow freezed using 25% FBS, 10% DMSO and 65% cell line basal medium at a concentration of 30 x 10^5 cells/ml for TK6 and 10 x 10^5 cells/ml for Kasumi-1 cell line and 15 x 10^5 cells/ml for HS-5 cell line. DMSO acts as a cryoprotectant through a partial solubilisation of the cell membrane thereby making it less prone to puncture and by hindering the formation of intra and extracellular ice (formed as suspension of cell freezes) crystals (Berz et al., 2007). The ice cold cryopreservation solution (10% DMSO, 25% HI-FBS and 65% basal medium) were added dropwise into pelleted cells on ice, mixed and aliquoted into cryovials at 1 ml per vial. They were placed into ‘‘Mr Frosty’’ (a chamber containing isopropanol which holds cryovials; Sigma) which enables a slow temperature reduction of cells at -1°C per minute (achieved in the -80 °C freezer over about 3-4 hours) and then transferred to vapour phase liquid nitrogen.

2.2.4 Detachment of adherent HS-5 cells

HS-5 cells that had grown to about 70% confluence were passaged by trypsinization. Working solution (1x) contained 0.25% trypsin and 1 mM ethylenediaminetetraacetic acid (EDTA). Cell culture medium was first decanted and cells were washed with phosphate buffered saline (1x PBS at a concentration of 10 mM PO_4^{3−}, 137 mM NaCl, and 2.7 mM KCl). This was followed by addition of trypsin (2 ml per T25 cm^2 flask), incubated for 5 minutes at 37 °C, 5% CO_2. A gentle tap facilitated the detachment process and trypsin activity was inhibited by addition of FBS in basal growth medium (1:9 v/v). Cells were spun at 300 x g for 10 minutes, the wash step repeated, then cells were reconstituted, counted and seeded at the correct density.
2.2.5 Trypan blue exclusion assay; manual cell counting

Cell suspensions were harvested and centrifuged at 230 x g for 5 minutes, the supernatant was discarded and cells re-suspended in complete culture medium (volume dependent size of cell pellet). Upon uniform resuspension, a 20 µl aliquot was mixed with an equal volume of 0.4% trypan blue in a microcentrifuge tube and allowed to sit for at least 1 minute at room temperature. The trypan blue/cell mixture was applied to a Neubauer haemocytometer and a count of unstained (viable) and stained (non-viable) was made and percentage viability calculated.

2.2.6 Cytotoxicity by fluorescent image-based automated cell counter

The trypan blue exclusion assay was made more robust through the use LUNA (Labtech, UK) fluorescent automated cell counter, thus minimising possible error from manual cell count. To do this, a 1:10 dilution of cell suspension and AO/PI (50 µg/ml) was made and 20 µl representative sample loaded on to the disposable haemocytometer. Protocols were set into the counter specifically accommodating the ranges of cell line size used in this study. The machine analyses this sample to produce values of total, viable and dead cells within seconds and a visual mark up of live versus dead cells is also produced.

2.3 Chemotherapeutics agents

Twenty-two different chemotherapeutic agents (Table 2.2) were utilised in this study for an initial screen of drugs able to produce a bystander effect, with later focus on four major drugs which were carmustine, chlorambucil, etoposide and mitoxantrone.

2.3.1 Treatment protocol

The chemotherapeutic agent stocks were made up in recommended solvents at a 100x concentrates, stored in small aliquots and frozen at -80°C. Working concentrations were prepared fresh on the day of the assay, with dilutions made in culture medium. Cells were treated at clinically relevant dose concentrations for one hour at 37 °C with 5% CO₂. After one hour these agents were washed off the cells twice in PBS with a further wash with culture medium.
Table 2.2: Plasma concentrations of chemotherapeutic agents.

The literature was searched for the peak plasma concentrations of these agents; ranges of which determined the concentrations that were used in the present study.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Drug names</th>
<th>Solubility</th>
<th>Conc. (This study)</th>
<th>Peak plasma Concentration (Literature)</th>
<th>Clinically relevant dose/ Route</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkylating agents</td>
<td>Carmustine</td>
<td>Ethanol</td>
<td>7.8 µM</td>
<td>7.8 µM</td>
<td>300-750 mg/m²</td>
<td>Henner et al., 1986</td>
</tr>
<tr>
<td></td>
<td>Chlorambucil</td>
<td>Ethanol</td>
<td>4 µM</td>
<td>2-6 µM</td>
<td>0.6 mg/kg</td>
<td>Hong et al., 2010</td>
</tr>
<tr>
<td></td>
<td>Cisplatin</td>
<td>Water</td>
<td>20 µM</td>
<td>16 µM</td>
<td>Toxic conc.</td>
<td>Charlie et al., 2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12 µM</td>
<td>100 mg/m²</td>
<td>Oldfield et al., 1985</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>40 µM</td>
<td>100 mg/m²</td>
<td>Vermorken et al., 1984</td>
</tr>
<tr>
<td></td>
<td>Mechlorethamine</td>
<td>Water</td>
<td>50 µM</td>
<td>5 ng/ml</td>
<td>0.01-0.04% (topical)</td>
<td>Lubin and Bullock, 2013</td>
</tr>
<tr>
<td></td>
<td>Melphalan</td>
<td>Methanol or</td>
<td>32.8 µM</td>
<td>4-13 µmol/L</td>
<td>0.6 mg/kg (IV)</td>
<td>Hong et al., 2010</td>
</tr>
<tr>
<td>Antimetabolites</td>
<td>DMSO</td>
<td>Water</td>
<td>Water or DMSO</td>
<td>Water</td>
<td></td>
<td>Antibiotics</td>
</tr>
<tr>
<td>----------------</td>
<td>------</td>
<td>-------</td>
<td>---------------</td>
<td>-------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cytarabine (Ara-C)</td>
<td>DMSO</td>
<td>25 µM</td>
<td>0.2 µM, 103 ng/ml, 10.8 µg/ml</td>
<td>100-300 mg/m²</td>
<td>Hande et al., 1982</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20 mg/m²/day (IV), 3 g/m² (IV)</td>
<td>Tsutsumi et al., 1995</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DeAngelis et al., 1992</td>
<td></td>
</tr>
<tr>
<td>Fluorouracil (5-FU)</td>
<td></td>
<td>1 µg/ml</td>
<td>10 µM</td>
<td>1750 mg/m²/day (IV)</td>
<td>Tachimto et al., 1999</td>
<td></td>
</tr>
<tr>
<td>Hydroxyurea</td>
<td>Water</td>
<td>5mM</td>
<td>0.54-2.48 mM, 0.9-6.4 mM</td>
<td>500-800 mg/m² (IV), 8-40 g/m² (IV)</td>
<td>Belt et al., 1980</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gandhi et al., 1998</td>
<td></td>
</tr>
<tr>
<td>Methotrexate</td>
<td>DMSO</td>
<td>5 µM</td>
<td>&gt;5-10 µM (at 24 hours)</td>
<td>Not stated</td>
<td>Widemann and Adamson, 2006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DMF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bleomycin</td>
<td>Water</td>
<td>150 ng/ml</td>
<td>150 ng/ml</td>
<td>30 units 3-5 days (IV)</td>
<td>Gillman et al., 1980</td>
<td></td>
</tr>
<tr>
<td>Daunorubicin</td>
<td>Water</td>
<td>50 µg/ml</td>
<td>16-227 ng/ml</td>
<td>45 mg/m²</td>
<td>Estling, 2000</td>
<td></td>
</tr>
<tr>
<td>Doxorubicin</td>
<td>Water</td>
<td>50 ng/ml</td>
<td>1640 ng/ml</td>
<td>30 mg/m²</td>
<td>Estling, 2000</td>
<td></td>
</tr>
<tr>
<td>Topoisomerase inhibitors</td>
<td>Concentration</td>
<td>Solvent</td>
<td>Concentration</td>
<td>Route</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------</td>
<td>---------</td>
<td>---------------</td>
<td>-------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Mitomycin C</td>
<td>2.6-36.89 µM</td>
<td>Water</td>
<td>0.1 µM</td>
<td></td>
<td>Rahman et al., 1990</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DMSO</td>
<td>0.002 µM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.2-5.9 µg/L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10 to 20 mg/m²</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20 mg/50ml</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Etoposide</td>
<td>15 µM</td>
<td>DMSO</td>
<td>10-20 µM</td>
<td></td>
<td>Clark et al., 1994</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14 µM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100 mg/m² (Oral)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100 mg/day for 8-15 days (Oral)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irinotecan</td>
<td>2 µg/ml</td>
<td>DMSO</td>
<td>1.97 µg/ml</td>
<td></td>
<td>Barakat et al., 2013</td>
<td></td>
</tr>
<tr>
<td>Mitoxantrone</td>
<td>500 ng/ml</td>
<td>Ethanol or PBS</td>
<td>500 ng/ml</td>
<td></td>
<td>Smyth et al., 1986; Van Belle et al., 1986</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12 mg/m² (IV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teniposide</td>
<td>8 µg/ml</td>
<td>DMSO (10 mg/ml)</td>
<td>4-12 µg/ml</td>
<td></td>
<td>D’Incalci et al., 1985</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4-13 µg/ml</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150 mg/m² (IV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>450 mg/m² (IV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topotecan</td>
<td>3.6 ng/ml</td>
<td>Water or</td>
<td>10.6±4.4 ng/ml</td>
<td></td>
<td>Herben et al., 1999</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not stated</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Mitotic Inhibitors

<table>
<thead>
<tr>
<th>Drug</th>
<th>Medium</th>
<th>DMSO Concentration</th>
<th>Control Concentration</th>
<th>Dose (mg/m²)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Docetaxel</td>
<td>DMSO</td>
<td>3.12 µg/ml</td>
<td>3.7 µg/ml</td>
<td>100</td>
<td>Data sheet Medsafe (2016)</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>DMSO</td>
<td>0.125 µM</td>
<td>0.05-0.2 µM</td>
<td>175</td>
<td>Joerger et al., 2007</td>
</tr>
<tr>
<td>Vinblastine</td>
<td>DMSO</td>
<td>4.8 ng/ml</td>
<td>3.2-6.3 ng/ml</td>
<td>3 (IV)</td>
<td>Links et al., 1999</td>
</tr>
<tr>
<td>Vincristine</td>
<td>Water</td>
<td>0.1 µM</td>
<td>1-2 nm</td>
<td>Not stated</td>
<td>Estling, 2000.</td>
</tr>
</tbody>
</table>

Not stated: Not stated

<10nm: <10 nanometers
2.4 Bystander co-culture model

HS-5 cells were seeded at a density of $2.5 \times 10^4$ cells/cm$^2$ into a 12 well plate containing 1ml of complete medium per well. This density was sufficient to allow adequate proliferation before and during the experiment to avoid induction of apoptosis or necrosis. Upon confluence (usually 72 hours), HS-5 cells were treated with clinically relevant doses of chemotherapeutic agents (table 2.2) incubated at 37 °C and 5% CO$_2$ for 1h, upon a platform shaker (to ensure uniform distribution of the drug) gently rocking at 40rpm. Cells were washed three times in warm PBS to ensure removal of the drug and each well in the plate containing adherent cells was filled with 1 ml of complete DMEM/HG. Using sterile forceps, 0.4 µm polyethylene terephthalate (PET) hanging culture inserts (Merck Millipore, UK) were transferred into the wells and an additional 1 ml of medium added for resuspension of lymphoblast cell lines within the culture insert. Cells were co-cultured (Figure 2.1) for 24 hours and samples were harvested, counted and aliquots taken for analysis of toxicity, genotoxicity assays and other bystander assays in this study. All bystander experiments for this research were performed using the HS-5 cell line as a treatment compartment with TK6/AHH-1/Kasumi-1 cell lines as bystander cells.

![Co-culture Model](image)

**Figure 2.1: Representation of the co-culture model to determine bystander effect.** HS-5 cells were seeded into the base of the well and initially exposed for 1h to drugs, then washed free of drug treatment, followed by addition of either TK6 or AHH-1 or Kasumi-1 into the well via a culture insert. Bystander cell lines were co-cultured with HS-5 and incubated at 37°C at 5% CO$_2$ for 24 hours. Figure sketched by author, with some help from Sultan (colleague).
Co-culture experiments were set up in different culture medium to establish an optimal culture medium, which efficiently supported co-culture of HS-5 together with TK6, AHH-1 and Kasumi-1. Co-culture conditions using 2 x 10^4 cells/cm² seeding density for HS-5 and 5 x 10^5 cells/ml for bystander cells was established and the optimal culture medium for all cell lines was determined as DMEM/HG (section 3.2.1).

2.5 Genotoxicity assays

2.5.1 In vitro micronucleus assay

After determination of at least 50% viability, harvested bystander cells (2 x 10^4 per slide) were pipetted into microcentrifuge tubes and centrifuged (MicroCentaur SANYO) at 200 x g for 5 minutes. The supernatant was decanted and the pellet resuspended in 150 µl of PBS. Cell suspensions were dispensed into Shandon cytofunnels attached onto a clean grease free microscope slides (cleansed by soaking in 100% methanol and wiped dry with tissue) and centrifuged (Cytospin 4 from ThermoScientific) at 300 x g for 8 minutes. Microscope slides were carefully removed from the cytospin and the slides were air dried. To avoid detachment of cells from the slide, they were fixed using 90% methanol for 10 minutes.

Slides were stained with 12% (w/v) acridine orange in phosphate buffer for 45 seconds after brief rehydration in freshly prepared phosphate buffer (0.66% w/v potassium monobasic + 0.32% w/v sodium phosphate dibasic; pH 6.4) and further destained in two washes of fresh phosphate buffer (15 and 10 minutes respectively). Slides were air dried and stored in the dark to avoid fading until scoring.

Slides were analysed by a wet mount with phosphate buffer and visualization using a fluorescent microscope (Nikon Eclipse 80i) at x 40 magnification using triple band pass (standard excitation and emission wavelength range of 435-660nm for DAPI, FITC and Texas Red filters). Images were visualised with NIS Elements software and captured with a Nikon Digital Sight DSF1 camera (Nikon Instruments Europe). Aberrant cells were identified through the distinctive properties of acridine orange where the cytoplasm stains orange and nuclear material (including micronuclei) appear green. Slides were scored for mononucleated cells (normal), mononucleated/binucleated and multinucleated cells with or without micronuclei, lobed cells, apoptotic and necrotic cells (Figure. 2.2). A total of 2000 cells were scored per treatment. The criteria for scoring the MN are: a) must be about 1/16th to 1/3rd of the main
nucleus, (b) must be distinct from artefact and non-refractile, (c) must have same staining intensity as the main nuclei and (d) can touch the main nuclei but must not be linked or overlap it (Fenech, 2000).

**Figure 2.2: Scoring of micronucleus assay.**

Micronuclei (MN) extruded during mitosis as a result of nuclear damage and are stained green (indicated with white arrows) against an orange cytoplasmic background. These different parameters were observed under the fluorescence microscope and MN scored according to recommended criteria of size (1/16th to 1/3rd of main nuclei), appearance and similar staining intensity with main nuclei. Figure put together from the researcher’s study.

### 2.5.2 Fluorescence *in situ* hybridisation (FISH) using pancentromeric probes

The MN assay is limited by its inability to differentiate the type of damage detected, whether due to clastogenicity (loss of DNA fragment) or aneugenicity (loss of whole chromosome), hence the need to label the cells. Reagents to prepare are as follows:

- 3:1 methanol and acetic acid (45ml methanol + 15 ml acetic acid, vol:vol).
- Formaldehyde fixative (1% formaldehyde + 1x PBS + 50 mm MgCl; store cold).
• 10% Pepsin stock (0.1 g per ml of distilled water, pre warm at 37 °C, aliquot and freeze).
• 0.005% pepsin working solution (25 µl of 10% stock + 49.5ml of distilled water + 0.5 ml of 1M HCl).
• RNase solution (dissolve 20mg/ml of RNase in sterile water, boil for 15 minutes, cool and freeze).
• 20x sodium saline citrate (SSC; 3M NaCl + 0.03 M NaCitrate)
• 2x SSC and 0.4x SSC (both prepared from 20x stock).
• 70% and 85% ethanol (in a 100 ml jar, add 30 and 15ml of water respectively).

2.5.2.1 FISH slide preparation

This involved two steps of denaturation and hybridisation (labelling). Harvested bystander cells was cytopspinned at 300 x g for 8 minutes and fixed in 3:1 methanol and acetic acid for 15 minutes and stored in a warm (30 °C) incubator. Prior to the actual assay, slides were air dried for at least 24 hours overnight. Slides were incubated in 0.005% pepsin solution (pre-warmed to 37 °C) for 8 minutes and were then washed twice in 2x SSC in a coplin jar for 1 minute each. Slides were fixed in formaldehyde fixative solution at room temperature for 5 minutes followed by two washes in 2x SSC, 1 minute each time. The slides were dehydrated in ascending grades of ethanol (70%, 85 and 100%); and warmed at 45°C for 5 minutes. Then a 7 µl of the ready to use FITC labelled probe (Star FISH human chromosome pan-centromeric – Cambio, UK) was added to the slide, cover-slipped and edges sealed using the rubber cement glue which was allowed to air dry completely in the dark. Once the glue was dried, slides were loaded onto the ThermoBrite system (Leica Biosystems) which automates the denaturation and hybridisation steps. Denaturation was carried out at 73°C for 5 minutes and hybridisation was performed at 42°C for 24 hours, whilst minimising light interference as much as possible. Once hybridisation was completed, the rubber seal was gently removed and slides were agitated for 2 seconds in 0.4x SSC (0.06 M NaCl and 0.006 M Na Citrate, pH 7.0) with 0.3% Tween 20 heated at 73°C and further left undisturbed for 1 minute. Slides were then treated with 2 x SSC with 0.1% Tween 20 for 2 minutes. Slides were retained in the post wash until they were hydrated in descending grades of alcohol, counter stained and mounted.
2.5.2.2 Slide mounting and analysis:

Slides were counter stained using a drop of the Vectashield antifade mounting medium with DAPI (Vector Laboratories, UK) and cover-slipped (22 x 22cm). The mountant was evenly spread across the slide whilst layering over the coverslip avoiding air bubbles. Slides were visualized using a fluorescent microscope (Nikon Eclipse 80i) at x40 magnification using a DAPI (standard excitation and emission wavelength range of 435-660nm) and FITC (465-495nm) single filters and images were merged with the aid of Fiji - ImageJ analysis software.

2.6 In vitro alkaline comet assay

The comet assay was used to assess DNA damage in bystander samples as described in McNamee et al., (2000).

2.6.1 Slide preparation

Harvested lymphoblast cell lines were centrifuged (MicroCentaur SANYO) at 200 x g for 5 minutes and pelleted cells were resuspended and counted and determined viable. Cells (2 x 10⁴) were resuspended in 40µl of low melting agarose (LMA; 0.5% w/v in PBS, 4⁰C) and were placed onto gel bond film (Lonza) and cover slipped (22 x 22 mm).

2.6.2 Unwinding and electrophoresis

For each treatment, two gels were prepared and films were placed in at 2-8 ⁰C to allow the LMA to set for about 30 minutes. All gels had their cover slips removed and were lysed overnight in a light proof box containing pre-cooled freshly prepared complete lysis solution (178ml of incomplete lysis solution [100 mM ethylenediaminetetraacetic acid {EDTA}, 2.5 M sodium chloride and 10 mM Tris base adjusted to pH 10.0 using 10 M sodium hydroxide {NaOH}], 1% Triton X-100 and 10% DMSO). Lysis removes the cell membranes and the nuclear proteins, leaving just the supercoiled DNA structure as a nucleoid in the gel. A positive control slide was prepared (cells treated with 50 µM hydrogen peroxide (H₂O₂) for 5 minutes at 4 ⁰C) prior to complete lysis. Exposed DNA following lysis were relaxed and unwound for 20 minutes by soaking gels in a pre-cooled alkaline electrophoresis buffer (200 mM NaOH, 1 mM EDTA, pH 13). The gel bond placed in an electrophoresis tank kept cool at 4⁰C using a
recirculating water bath (Grant Instruments, UK), gels were then electrophoresed at 0.7 V/cm and 300 mA for 20 minutes in alkaline electrophoresis buffer.

2.6.3 Neutralisation and staining

Slides were neutralised in three changes of neutralisation buffer (0.4 M tris-HCl (hydroxymethyl aminomethane hydrochloric acid, pH7.5) for 5 minutes each wash, all in a light proof box and the film left in the last wash and stored at 2-8 °C until analysed.

2.6.4 Analysis of comets

Slides were analysed by staining with 40 µl of 20 µg/ml propidium iodide per slide using a fluorescent microscope (Nikon Eclipse TE300 with FITC excitation (465 – 495nm) and barrier (515-555nm) filters, at 20x magnification) linked to a computer with installed comet assay IV software (Perceptive instruments). A total of 150 comet images (Figure 2.3) taken with Nikon Digital Sight DSFI 1 camera and NIS element software (Nikon Instruments Europe) were scored per treatment, for all three biological repeats, analysing the percentage tail intensity.

Figure 2.3 Representative comet image.
DNA fragmented in a cell under alkaline electrophoresis condition migrates towards the anode forming a comet image with a ‘head’ and ‘tail’. Fragmentation was measured using the percent DNA in the tail.

2.6.5 Modified enzyme linked comet assay

The modified comet assay is advantageous for increased sensitivity and specificity for the recognition of specific types of DNA damage/lesions. This assay makes use of lesion specific endonucleases which when incubated with nucleoids creates additional breaks upon
recognition of damaged bases. Endonucleases used were human 8-hydroxyguanine DNA-glycosylase (hOGG1) and Fpg (formamidopyrimidine DNA-glycosylase). Whilst both Fpg and hOGG1 recognizes oxidized purines {4,6-diamino-5-formamidopyrimidine (FaPyAde), 8-oxo-7,8-dihydroguanine (8-oxoGua), 2,6-diamino - 4 - hydroxyl – 5 - formamidopyrimidine (FaPyGua)}, use of hOGG1 is reported to be more specific than FPG which recognises damages due to alkylation (Smith et al., 2006).

In this study, the hOGG1 (catalogue no. M0241S) and Fpg (catalogue no. M0240S) enzymes were purchased from New England Biolabs (NEB). Following complete lysis (section 2.6.2), slides were immersed in two different changes of enzyme buffer (40 mM HEPES, 100 mM KCL, 0.5 mM EDTA and 0.2% BSA; pH 8.0) for 5 minutes at room temperature. Initially, varying enzyme concentrations were titrated against 2 mM KBrO₃ and the optimised amount of enzyme (hOGG1 – 0.15U and FPG – 0.2U per gel) used subsequently. These enzymes were added to the gel in 50 µl of enzyme buffer, cover slipped and incubated in a humidified chamber for 30 minutes at 37 °C. The coverslips were detached and placed in the electrophoresis chamber and further steps were the same as previously described (section 2.6).

2.7 DCFDA assay

DCFDA is a non-fluorescent molecule 2’, 7’- dichlorofluorescein diacetate, which has the ability to fluoresce when oxidised. Thus, the assay is based on the detection of any ROS released during oxidative stress rather than determination of specific ROS (Hempel et al., 1999; Halliwell and Whiteman, 2004; Eruslanov and Kusmartsev, 2010). The assay was initially optimised with varying concentrations of H₂O₂ (50 - 1600 µM) and KBrO₃ (3.12 to 400 mm) with and without N-acetylcysteine (NAC – 0.1 to 5mM) or diethylmaleate (DEM – 0.1 to 5 mm); over a range of DCFDA concentrations (1 to 25 µM) which was made in anhydrous N’N-dimethylformamide (DMF). Optimised concentrations (section 3.2.5) for DCFDA (1 µM), DEM (2.5 mM), and NAC (0.5 mM) were used for final the assay. In a black clear bottom 96 well plate (BMG Lab technologies, UK), the perimeter wells were loaded with 100µl of PBS to avoid drying out of the wells. The remaining wells were further loaded with varying concentrations of KBrO₃, chemotherapy agents (carmustine, chlorambucil, etoposide and mitoxantrone), and untreated controls with or without DEM and NAC.
To stain the cells, HS-5 (2 x 10^4 cells/200 µl) were seeded overnight to adhere, exposed to chemotherapeutic agents the next day. After treatments, they were washed in complete culture medium (DMEM/HG without phenol red and serum) and DCFDA final concentration in 2 x 10^4 cells per well was 1 µM. Plates were sealed with biofilm to protect the aseptic environment, wrapped in foil and incubated at 37°C, 5% CO₂ in the dark. The DCFDA diffuses into the cell and intracellular esterases hydrolyse the acetate group of DCFDA to produce a non-fluorescent cell-impermeable compound 2′, 7′- dichlorofluorescin (DCFH) which further reacts with intracellular oxidants to produce a cell permeable fluorescent compound dichlorofluorescein (DCF).

The evaluation of the produced DCF fluorescent compound was detected using a microplate reader (BMG Fluostar optima) with 488nm excitation and 525nm emission filters. Fluorescent intensities of plates was measured at different time points up to 24 hours. The measured drug absorbances were analysed against the standard curve concentrations.

2.7.1 DCFDA bystander cells evaluation by flow cytometry

The bystander cells (5 x 10^5 cells/ml) were fixed in 4% PFA on ice for 10 minutes; washed twice in DPBS (Dulbecco’s phosphate buffered saline – 8g NaCl, 0.2g KCl, 0.2g monobasic potassium phosphate KH₂PO₄, 1.15g sodium phosphate Na₂HPO₄) at 130 x g for 5 minutes and incubated with DCFDA (1 µM) in the dark for 45 minutes. Cells were washed as above, resuspended in 300 µl PBS and 10,000 cells measured using the BD accuri flow cytometry with excitation and emission filters of 488nm and 530/30nm respectively. Three biological repeats were analysed using the FL1 channel against an untreated control.

2.8 8-hydroxy-2′-deoxyguanosine (8-OHdG) antibody ROS evaluation

8-OHdG antibody (Abcam ab183393) is an anti-DNA/RNA oxidative damage antibody, which detects lesions excised from DNA in intact cells. It serves as a marker for DNA damage, detecting lesions in DNA caused by oxidative stress with high specificity and affinity to oxo8dG (8-hydroxy-2′-deoxyguanosine), oxo8Gua (8-oxo-7,8-dihydroguanine), and oxo8G (8-oxo-7,8-dihydroguanosine) present in biological fluids.
2.8.1 Cell Preparation/fixing/permeabilisation

Bystander cells (1 x 10^6 cells/ml) were harvested post co-culture and cell pellets fixed in 4% paraformaldehyde (PFA) with 0.1% Triton X-100 for 10 minutes on ice. At the end of 10 minutes, the fixative were layered over the cells, hence aspirated off and the wash buffer containing PBS/ 0.1% Tween-20/ 0.05% sodium azide (PBST) was added slowly along the sides of the tube and cells spun down at 130 x g for 5 minutes. Cells were washed twice in wash buffer and subsequently permeabilised in 0.1% Triton X-100 in PBS for 10 minutes on ice and underwent a further two washes in PBST.

2.8.2 Staining/analysis

Cells were first blocked for one hour at room temperature on a rocker using 3% BSA in PBST. A 1 µg/ml of the 8-OHdG antibody and 1 µg/ml of the untreated isotype, a concentration chosen after optimisation (section 3.2.4) of different ranges of concentrations (0 – 10 µg/ml), was used to stain the cells overnight at 4°C while in the dark. The unbound antibody were washed twice in wash buffer and cells were resuspended in 300µl of PBS and both the unstained untreated, untreated isotype control (ab18427, Abcam UK) and treated samples were evaluated using the FL1 channel on the flow cytometry with excitation and emission filters of 488nm and 530/30nm respectively. Data were analysed against an untreated stained (FITC antibody) control sample.

2.8.3 Confocal microscopy

Localisation of 8-OHdG antibody to the nucleus was optimised (3.2.3) prior to quantification by flow cytometry. Using the established protocol (section 2.8), varying concentrations of KBrO3 (12.5 mM and 25 mM) and H2O2 (50 and 100 µm) direct treatments were qualitatively assessed to ascertain localisation and antibody penetration of the nucleus. Optimal antibody concentration was ascertained to be 1 µg/ml and cells were counterstained with 4’’,6-diamidino-2’’-phenylindole (DAPI; 1µg/ml) for 15 minutes at room temperature. Cells were spun onto a slide using the cytospin and slides mounted with vectashield antifade mounting medium (H-1000) and tile scans or Z stack images acquired with the confocal microscope (Leica TCS SP8 – Leica microsystems, UK) using the LAS X acquisition software.
2.9 Liquid chromatography mass spectrometry (LC-MS) assay

This is a high-pressure liquid chromatography system for separation of compounds within a mixture, and connected to a triple quadrupole mass spectrometer equipped with an electrospray ionization source, which produces a spectrum corresponding to analytes mass to charge ratio. A method for each drug and sample extraction was optimised (section 3.2.6). The instrument was equilibrated to ensure steady binary pump pressure whilst the mobile phases flowed through. Samples were identified in a worksheet to analyse as three separate measurements for each sample followed by a blank that is also ran in same way as a sample, with an automated needle wash after every sample injection. The separated compounds were detected using a tandem mass spectrometer operated with an electrospray ionisation (ESI) interface in positive ionisation mode for most drugs, under the optimised ionization conditions. The high performance liquid chromatography (HPLC) conditions and target compounds were analysed using the multiple reaction monitoring (MRM) mode scanning for transitions of the mass to charge ratios. Data acquisition, qualitative and quantitative analysis, as well as generation of report analysis was performed using the Agilent LCMS/MS MassHunter software.

2.10 Seahorse XF mitochondria (mito) stress test

Oxidative phosphorylation in mitochondria and glycolysis in the cytosol are the major ATP production mechanisms in cells (Plessis et al., 2015). Therefore, measurements of oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) are vital parameters for assessing mitochondrial energy metabolism. This metabolism involves production of reactive oxygen species (ROS), a possible mechanism for bystander effect (chapter 5). For this assay, the Seahorse extracellular (XFe) 24 analyser (Agilent technologies, UK) was used.

A sensor cartridge was hydrated overnight by pipetting 500 µl of XF calibrant solution into each well and incubating at 37°C in a non-CO₂ incubator. Seahorse utility plates were coated with poly-l-lysine (50 µg/ml) for 1h, washed three times in PBS and left to air dry in the fume hood, stored overnight at room temperature before seeding the correct cell density (25 x 10⁴ cells/well). Cells were allowed to adhere properly overnight in 500 µl of complete culture medium. Prior to measurement of OCR and ECAR, the complete culture medium was removed from the microplate, leaving roughly 30 to 40 µl to cover the cells. Cells were washed three times with culture medium and finally incubated in serum free seahorse XF culture medium containing DMEM with 10 mM glucose, 2 mM L-glutamine and 1 mM fresh sodium pyruvate.
pH (7.5) for 1h at 37 °C in a non-CO₂ incubator. The assay solvents in their respective concentrations: oligomycin (1 µm), FCCP (1 µm) and rotenone/actinomycin A (0.5 µm) were injected into ports A, B and C respectively for analysis of a normal seahorse mitochondria test and port D (injection of target compound) utilised if running an acute seahorse mitochondria test. The wave software was opened and mitochondria stress test protocol chosen, key identifiers like name, test date, treatments (colour coded individually) were set up. The calibration plate was used to calibrate the machine for 20 minutes and the culture plate was inserted afterwards for evaluation. Data was analysed using the automatic Seahorse XF mitochondria stress generator spreadsheet whilst normalizing each well to cell number.

2.11 Western Blotting

A western blot cocktail antibody (Abcam, ab179843) for assessment of the oxidative stress defence system of a cell was used as detailed below.

The following reagents were prepared and they include:

- 2x laemmli loading buffer – (4% SDS, 20% glycerol, 0.004% bromophenol blue, 0.125 M Tris-HCl, 10% 2-mercaptoethanol, pH 6.8).
- Resolving buffer – 18.67g Tris-HCl (1.5 M) in 100 ml distilled water, pH 8.8
- Stacking buffer – 12.5 g Tris-HCl (1M) in 100 ml distilled water, pH 6.8
- 10% APS – 0.1g APS in 1ml water
- 1x migration buffer - Tris – 25 mM, glycine - 1.92 mM, 0.1% SDS, in 1 litre distilled water, pH 8.3
- Resolving gel – 12% (29:1 acrylamide:bis-acrylamide – 30% stock), 0.375 M tris-HCl pH 8.8, 0.1% SDS, 0.1% APS (ammonium persulfate) and 0.4% TEMED (N,N,N’,N’-Tetramethylethylenediamine).
- Stacking gel – 4% (29:1 acrylamide:bis-acrylamide – 30% stock), 0.0125M Tris-HCl pH 6.8, 0.1% SDS, 0.1% APS and 0.4% TEMED.
- 10x Transfer buffer – 30.29g Tris (250 mM), 142.63g glycine (1.9M) in 1 litre distilled water, pH 8.3.
- 1x transfer buffer – 50ml of 10x transfer buffer pH 8.3, 750ml of distilled water and 20% methanol. NB: This was the working transfer buffer referred henceforth as transfer buffer.
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- 1x wash buffer – phosphate buffered saline and tween-20 (PBST- 950ml of 1X PBS and 500µl Tween-20).
- Radioimmunoprecipitation assay (RIPA) buffer - 150 mM NaCl, 0.1% Triton X-100 , 0.5% sodium deoxycholate , 0.1% sodium dodecyl sulphate , 50 mM Tris-HCl pH 8.0

2.11.1 Isolation of proteins

Cells were harvested, washed with ice cold PBS and concentrated pellets in a microcentrifuge were placed on ice (minimizes high temperature effect thereby avoiding proteolysis). An addition of 500µl RIPA buffer and a freshly added protease inhibitor (Thermo Scientific Pierce protease inhibitor mini tablets) with gentle pipetting up and down, lysed the cells to release the proteins. Initial experiment utilised three cycles of freeze thawing samples, with a 30 seconds vortex each time to enable adequate cell lysis. Subsequently, for fast and higher protein yield, samples were sonicated for two cycles of 15 seconds at 45% amplitude and intermittent placing on ice for 30 seconds. Cell lysates were subsequently centrifuged at 24,192 x g for 15 minutes at 4°C. The supernatant containing the protein was transferred to a new tube and quantified using the BCA assay (section 2.11.2). Aliquots were made and tubes stored at -80°C.

2.11.2 Quantification of proteins:

To confirm the presence of protein, as well as maintain uniform load of protein sample onto the gel to ensure comparable equivalents for downstream analysis, the total protein was quantified against known concentrations of bovine serum albumin (BSA) standard using the bicinchoninic acid (BCA) assay. BCA has high sensitivity (0.5 µg/ml) and it shows a strong linear absorbance with increasing amount of protein. It is based on the biuret principle of reducing cupric ion to cuprous ions to form a faint blue colour, which upon chelation of BCA with cuprous ion forms a water soluble purple coloured complex measurable at 562 nm (Olson, 2016). Briefly, BSA standards are prepared making eight serial dilutions from a stock of 2 mg/ml. BCA working reagent is made by a mixture of 50:1 reagents A:B from Sigma BCA protein assay kit (BCA1). A 96 well microplate was prepared with 25 µl negative control (cell lysis buffer and/or water), 25 µl BSA concentrations (0.2 mg/ml, 0.4 mg/ml, 0.6 mg/ml, 0.8 mg/ml and 1.0 mg/ml) and 25 µl protein sample, all in duplicates, with a final addition of 200
µl of BCA working reagent to each well. The plate was incubated at 37°C for 30 minutes, a further 5 minutes at room temperature and read at 562 nm on a plate reader.

2.11.3 Sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE)

The SDS-PAGE technique is used to separate proteins according to their molecular weight in the presence of anionic SDS detergent. As described in the tris-glycine system of Laemmli (1970), this study achieved protein separation at high pH in a discontinuous buffer system (done by layering of a non-restrictive large pore stacking gel over a thin pore resolving gel). To do this, a protein sample (15 µg/ml) preparation was made in 2 x Laemmli loading buffer in a 1:1 ratio, pre-heated at 95°C for 5 minutes, then placed on ice until ready for use. A 4% stacking gel and 12% resolving gel was cast to evaluate the protein of interest using a mini-protean III system (Bio-rad). Resolving gel was gently poured in between the gel rig vertical plates, leaving approximately 1cm mark from on top where the stacking gel was subsequently layered over and an adequate comb (mini-protean 10-well, for 1.0mM, glass plates, 40µl) fitted. After the gel polymerised, combs were gently removed and samples were loaded in parallel to a colour-coded pre-stained protein marker (11-250 kDa, NEB 14208S). The gel cassettes was sandwiched into the module assembly and the inner and outer chambers were filled with 1x migration buffer. The stacking gel concentrates the proteins into a sharp band just as they resolve by isotachophoresis (same speed migration achieved by differences in the pH of the stacking gel, resolving gel and electrophoresis buffer) at 70V for about 30 minutes. This time was enough to allow samples to travel through the stacking gel and align horizontally just above the resolving gel) and then the proteins were separated in the resolving gel at 100V for about 1.5 hours. Optionally, gels or membrane blot were stained after separation to check for uniform migration and efficiency of transfer respectively. Staining was done in Coomassie blue (0.25% w/v), water, methanol and glacial acetic acid (50:40:10) and destained in solution of glacial acetic acid, water and methanol (10:70:20).

2.11.4 Wet transfer (blotting) of proteins to a polyvinylidene difluoride (PVDF) membrane

The separated proteins were transferred onto a solid matrix support with great protein binding affinity and retention capacity. The 0.45µm PVDF membrane (GE Healthcare Amersham...
Hybond –XL Membranes via Fisher Scientific) was activated by soaking in methanol for 2 minutes and further rinsed in ice cold transfer buffer. The protein is transferred by sandwiching the gel in the format of figure 2.4, using 4x Whatmann’s paper cut into suitable sizes, gel and PVDF membrane (both previously soaked in ice cold transfer buffer). The membrane was placed between the gel and filter paper closest to the positive electrode to aid transfer of the negatively charged protein onto the membrane. It was layered carefully to avoid air bubbles. The transfer assembly was put into a tank filled with transfer buffer and electrophoresed at 70 V for 4.5 to 5 hours at 4°C.

Figure 2.4: Stacking of western blot membrane.
Representation of the order of layers in a western blot transfer assembly copied with creative common licence from Landsberger and Brinkmeier (2018).

2.11.5 Detection of target protein:

The blot was blocked using 5% skimmed milk powder in PBST for 1h at room temperature on a rocker. After blocking, the blot was transferred into the primary antibody solution (1:1000 in blocking solution), incubated overnight at 4°C on a rocker at a speed of 70 rpm. The primary antibody is a cocktail of four antibodies: superoxide dismutase 1 (SOD1; 16 kDa), catalase (CAT; 60 kDa), thioredoxin (TRX; 12 kDa) and smooth muscle actin (β-actin; 42 kDa). Subsequently, the membrane was washed three times for 5 minutes each in PBST on a rocker at room temperature. The anti-rabbit IgG horseradish peroxidase (HRP) linked secondary antibody (1:5000 in blocking solution) from NEB (Cat no-7074P2) was added and the membrane incubated for 2 hours at room temperature on a rocker, followed by a further three washes as stated earlier.
The membrane was detected by visualizing the blot on the Li-Cor Odyssey. Its principle is based on the fact that addition of a chemical substrate (GE Healthcare Amersham ECL Prime Western Blotting Detection Reagent) to the HRP enzyme conjugated secondary antibody generate a light signal. This was done with the excitation channel (600nm) for 30 seconds and final detection with the chemiluminescence channel, which detects visible wavelengths emissions.

**2.11.6 Data analysis (western blot)**

The data was normalized using the β-actin housekeeping protein internal control. The LiCor Odyssey enables densitometry quantification, through automatic or manual drawing of a rectangle at the band location. Once the target (SOD1, CAT and TRX) bands were identified by an alignment to a molecular weight marker, its signal intensities were compared to the signal intensity of the corresponding lane of the β-actin. The analysed data for the normalized abundances were represented.

**2.12 HPRT gene mutation assay**

Material required include:

- 50x sodium hypoxanthine (5 mM), aminopterin (20 µm) and thymidine (0.8 mM) - HAT supplement (21060017; ThermoFisher scientific, UK).
- 100x HT supplement – sodium hypoxanthine (10 mM) and thymidine (1.6 mM) – (11067030; ThermoFisher scientific, UK).

The HPRT assay was performed as described in Adams et al., (2013). Briefly, background mutants were removed from the TK6 and AHH-1 cells (5 x 10^5 cells/ml) by cleansing them in culture medium (HAT medium - consisting of hypoxanthine (2 x 10^-4 mol/l), aminopterin (8 x 10^-7 mol/l) thymidine (3.5 x 10^-5 mol/l); diluted to these final concentration with complete culture medium) for 3 days. The cells were washed off in complete culture medium, followed by a further 24 hours growth in HT medium diluted in complete culture medium to a final concentration of 2 X 10^-4 mol/l (hypoxanthine) and 3.5 x 10^-5 mol/l (thymidine), and were again washed and grown in complete culture medium for three days. The cells were either directly treated with different doses (0.0025 - 0.075 µg/ml) of methylnitrosoureas (MNU; positive control) for 24 hours in a 10 ml culture at 5 x 10^5 cells/ml or used as bystander cells
for co-culture as described in section 2.2.5. Cells were washed and resuspended in fresh medium to culture for thirteen days. Subsequently, medium containing 0.6 µg/ml of 6-thioguanine (6-TG; prepared from a 600 µg/ml stock dissolved in 1M NaOH; Alfa Aesar, Fisher Scientific) was used to select for HPRT forward mutation, by seeding cells at 4 x 10^4 cells per well. A non-selective medium (without 6-TG) was used to determine plating efficiency by seeding at 20 cells per well; four plates were seeded per treatment/dose. Colonies (single clone of >20 cells) were scored and assessment of mutation frequency was determined as described by Georg et al., (2012).

2.13 Enzyme-linked immunosorbent assay (ELISA)

ELISA was developed to assess the possible role of cytokines (IL-1β, TNFα) in chemotherapy-induced bystander effect. Both antibodies were purchased from BD biosciences, UK. To prepare the plate, 2 µg/ml of TNFα and 3 µg/ml of IL-1β capture antibodies prepared in bicarbonate buffer (pH 9.6) were used to coat a clear 96 well Nunc immunosorbent plate (ThermoScientific, UK). Following a gentle tapping of the plates for even spread, they were allowed to incubate overnight at 4°C. The next day, the wells were washed twice with PBS/0.1% Tween-20 (tween wash), twice with PBS and blocked in 200 µl of PBS/1% BSA incubating at 37°C for 1 hr. Plates were washed twice with tween wash and a further twice with PBS, whilst preventing drying of the plate at any step. The top standards for TNFα recombinant antibody was 30 ng/ml while IL-1β was 20 ng/ml. Their quality control samples were: TNFα (1500 pg/ml; 500 pg/ml) and IL-1β (1000 pg/ml; 500 pg/ml) for their respective high and low concentrations. These top standards prepared in PBS/1% BSA were pipetted into the first well of the top two rows of the plate. The remaining wells of these rows was filled with 50 µl of PBS.

Using a multichannel pipette, 50 µl was removed from the first two wells and double diluted across the plate; discarding the final 50 µl removed from the last wells. Equal amount (50 µl) of the QCs, blank (PBS/1% BSA) and samples were added in duplicates to their respective wells. Plates were incubated for 2 hours at room temperature, washed twice each in tween wash and PBS, patting dry over a wad of tissue. Equal volume (50 µl) of the biotinylated detection antibodies: TNFα (15 µg/ml); IL-1β (0.25 µg/ml), prepared in PBS/1% BSA were added as quickly as possible using a multichannel pipette. Plates were incubated for 1h at room temperature, washed twice with tween wash, then twice with PBS. Streptavidin peroxidase (50
µl of 0.5 µg/ml; Pierce, Fisher Scientific UK) diluted in PBS/BSA was added to all wells and incubated for 30 minutes at room temperature. The plate was washed twice with the tween wash and twice with PBS and 100 µl of substrate (0.1 mg/ml 3,3’,5,5’ – tetramethylbenzidine (TMB) in 0.1 M phosphate/citrate buffer with 0.03% H₂O₂) was added to the plates. When the blue colour developed in the penultimate standard, 50 µl of 2M sulphuric acid (H₂SO₄) was added to stop the reaction and plates were read on a Fluostar Optima spectrophotometer (BMG Labtech, UK) at 450nm.

2.14 Statistical analysis

Except for where otherwise stated, the mean, standard deviation and standard error of the mean were calculated using the Graphpad prism 7.04 software and were tested for normality using both D’Agostino-Pearson omnibus and Shapiro-Wilk normality test in Graphpad. The unpaired Student t-test was used to determine direct significance between treated and untreated (control) samples, while two-way ANOVA was used for group comparisons followed by a Dunnett’s post-hoc multiple comparison test. All analysis are representative of three biological repeats unless otherwise stated. Statistical significance of the presented graphs were identified as (*) for p ≤ 0.05, (**) for p ≤ 0.01, (*** for p ≤ 0.001 and (****) for p ≤ 0.0001.
CHAPTER 3

Method Development

3.1 Introduction

Mammalian cell culture technology in recent times has become an essential tool for the study of cellular activity in a controlled environment, because of the advantage that cell behaviour in vitro transcends its behaviour in vivo. It has been used to study cell and tissue physiology or pathophysiology outside the organism (Joseph et al., 2018). Cell culture has been widely applied in the life sciences and general medicine for assessment of drug efficacy and toxicity, reproductive technology, and production of vaccines and biopharmaceuticals. However, challenges with the interpretation of the in vitro data persist due to effects of hyperoxic conditions of cell culture or improper mechanical environment (Yao and Asayama, 2017). Thus, optimising cell conditions ensures the maintenance of experimental reproducibility.

The essential requirements for cells to grow optimally include provision of substrate for cell attachment, a good incubator that provides the correct pH and osmolality, a controlled temperature system and the choice of an adequate growth medium. Of these essential factors, investigators suggest that for the maintenance of cell culture quality and generation of a good research outcome, it mainly relies on the quality of the culture medium, hence medium selection has become the most crucial aspect of cell culture (Arora, 2013). In order to investigate the hypothesis of this study, development of an in vitro co-culture model was required. This development implied a provision of an enabling environmental condition for the optimum growth of all cell lines proposed for this study within a co-culture setting. To this effect, various media were chosen and optimised relative to all cell lines. This was to maintain same culture conditions, generate robust data and to serve as a good quality control measurement.

Furthermore, following the optimisation of the co-culture model and the later acquisition of genotoxic evidence (chapter 4) of chemotherapy-induced bystander effect (CIBE), there became a need to investigate the potential cause of CIBE with a focus on the role of reactive oxygen species (ROS) and potentially drug elution or cytokines. This required the development of other functional assays that would potentially aid in determining ROS as a part of the CIBE
mechanism. These assays include: enzyme-modified comet assay, 8-OHdG antibody assay, 7,8-dichlorofluorescein diacetate (DCFDA) assay, Agilent Seahorse XF mito stress test, liquid chromatography and dual mass spectrometer (LCMS/MS).

This chapter describes the development an in vitro co-culture model for the BM cell line HS-5, with the myeloid (Kasumi-1) and lymphoblast (TK6 and AHH-1) bystander cell lines. It further describes the development and validation of the aforementioned functional assays that will aid in the investigation of the various mechanisms such as ROS involvement (Seahorse assay and enzyme modified comet assay) or drug elution (LCMS/MS) in CIBE.

3.2 Methods

3.2.1 Cell culture medium optimisation

The media employed in this study were DMEM/LG, DMEM/HG, DMEM/F12 and RPMI 1640 with varying supplementations (section 2.2.1). All cell culture procedures were performed as discussed in section 2.2. Cell line viability for the different culture media was determined using the trypan blue exclusion assay and automated LUNA cell counter (section 2.2.6).

3.2.2 Enzyme-modified comet assay

To assess the impact of oxidative stress on the co-cultured cells following indirect chemotherapeutic agents exposure, the traditional comet assay (section 2.6) was modified using the specific endonucleases, human 8-hydroxyguanine DNA-glycosylase (hOGG1) and Fpg (formamidopyrimidine DNA-glycosylase). Optimisation involved a titration based assay for a range of enzyme concentrations (0.05 units, 0.1 units, 0.15 units and 0.2 units) by titrating them against cells treated with potassium bromate (2 mM) as positive control. Comet analysis was performed as described in section 2.6.4 and full details of the enzyme modified comet assay are as detailed in section 2.6.5.

3.2.3 Antibody optimisation for 8-OHdG

The antibody (mouse monoclonal to DNA/RNA damage; Abcam) was optimised using the method described in section 2.8 with a few modifications. Cells which were directly exposed to the toxicants hydrogen peroxide (H₂O₂) and potassium bromate (KBrO₃), were titrated
against varying antibody concentrations (0 - 1µg/ml) for 1h and assessed by flow cytometry in comparison to untreated cells. Both the anti-DNA/RNA 8-OHdG antibody and the accompanying mouse antibody isotype control (ab18427; Abcam, UK) were optimised for high signal to background ratio, as well as appropriate penetration into the cells on a slide. The best fixative (methanol or 4% paraformaldehyde (PFA)) for immunofluorescence were also assessed. Different staining techniques (room temperature and at 4°C; competitive binding assessed by applying both FITC 8-OHdG antibody and 4’,6-diamidino-2-phenylindole (DAPI) counterstain at the same; and use of slides polished with and without 100% methanol) were applied. Images were acquired using the Nikon eclipse fluorescent microscope, whilst co-localisation of both the 8-OHdG and isotype control antibodies binding to the nucleus; counterstained with dapi was determined through acquisition of Z stack images on the confocal microscope as described in section 2.8.3.

3.2.4 DCFDA assay optimisation

Details of this assay are as described in section 2.7. This part of the study optimised a working concentration for the DCFDA dye, as well as produced a standard curve that would be used to extrapolate the data from the treated samples. To do this, varying concentrations (1 - 25µM) of the DCFDA fluorescent dye dissolved in DMF (N,N-dimethylformamide; 10mM stock) was used to incubate the cells in the dark for 45 minutes, washed and analysed by flow cytometry. Also, the DCFDA was tested with of DEM (diethylmaleate) and NAC (N-acetylcysteine) to ascertain their capacities to inducer or scavenge ROS.

3.2.5 Agilent Seahorse XF mito stress test assay

To measure in real time the oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) parameters as a function of the mitochondrial activity in the treated HS-5 cell line, it required an optimisation for a correct cell seeding density and a determination of the optimal concentration for the fluoro carbonyl cyanide-p-trifluoromethoxy phenyl-hydrazon (FCCP) solvent. Using the seahorse extracellular flux 24 (XFe24) microwell plate with surface area of 0.275cm², various cell seeding densities of the HS-5 cell line ranging between 2.5 x 10⁴ - 30 x 10⁴ were seeded, with and without the use of poly-L-lysine (50 µg/ml). Cell densities were analysed using the manufacturer’s instructions for the Seahorse phenotype test assay. After the establishment of the appropriate cell seeding density, an assessment of the FCCP maximum
concentration for the cell line (HS-5) was performed, whilst adhering to the established mitochondria stress test protocol of the Seahorse assay (section 2.10). Upon completion of the program cycle, an automated report was generated and data analysed using Graphpad prism.

3.2.6 Liquid chromatography and tandem mass spectrometry (LCMS/MS)

3.2.6.1 Materials

- LC-MS grade acetonitrile (Fisher scientific, UK)
- LC-MS grade 0.1% formic acid in water (Fisher scientific, UK)
- LC-MS grade methanol (Fisher scientific, UK)
- LC-MS grade ethanol (Fisher scientific, UK)
- LC-MS grade formic acid (Fisher scientific, UK)
- LC-MS grade water (Fisher scientific, UK)
- 2ml amber screw top vials and blue screw cap (Agilent, UK)
- Agilent poroshell C18 column (2.7 µM; 3.0 x 50 mM)

3.2.6.2 Method

This method was optimised for chlorambucil with melphalan as internal standard and lidocaine as instrument standard. The drug choice was following the initial assessment of the above agents and other chemotherapeutic agents such as carmustine, etoposide, daunorubicin, teniposide, mitoxantrone, with theophylline as instrument standard.

3.2.6.2.1 Preparation of samples

All stock concentrations were prepared in acidified acetonitrile for chlorambucil (acidified with 0.1% v/v of hydrochloric acid), acidified methanol for melphalan (acidified with 0.1% v/v of formic acid) and in acidified acetonitrile for LID (acidified with 0.01% v/v of formic acid). All stock solutions were prepared to a concentration of 5 mg/ml and stored at -20°C. The stock solution at 5mg/ml was a high concentration used for the initial double mass spectrometry (MS2) scan and was reduced to 1 mg/ml when the method was developed.

3.2.6.2.2 Instrumentation

This assay was optimised using the Agilent 1260 liquid chromatography series, interfaced to the Agilent 6460 triple quad LCMS/MS detector, equipped with a jet stream technology that
use the electrospray ionisation (ESI) to separate compounds. The instrument was coupled to a nitrogen gas source.

### 3.2.6.2.3 LC-MS conditions

Mobile phase A (80% volume of 0.1% formic acid in water) and B (20% volume of 0.1% formic acid in acetonitrile) were run for about 15 minutes each time to stabilise the binary pump pressure. The initial scan of the stock preparations was performed without the column for quick elution as there was no knowledge of the elution times for these agents, this allowed for setting of the detection parameters of the drugs. Subsequent assays utilised the C18 column maintained at 25°C for separation of the drugs, and aliquots of 20 µl sample were injected onto the column. Samples were eluted with the optimised gradient for the respective mobile phases (0 - 2 minutes at a ratio of 80:20 for 0-2 minutes; 60:40 for 2 – 6 minutes and 30:70 for 6 – 8 minutes) delivered at 0.6 ml/ml, and sample flow rate of 0.2 ml/min, with a post run time of 5 minutes. The triple quadrupole mass spectrometer was utilised for analyte detection as performed in the positive ESI in multiple reaction mode (MRM).

### 3.2.6.2.4 MS2 scan

A 200 µl volume of the stock preparations was loaded into the Agilent amber vial and 10 µl injected onto the column. The instrument was set to MS2 mode and detection mode of ESI with a run time of 1 minute (this was adequate as no column was used and the analyte eluted quickly). The molecular weight and formula of the analyte was input into the optimizer software and all the other settings were by default. Following the MS2 scan, an MRM method was set up, using the ion abundances detected by the MS2 scan. Two ion transitions (product and precursor ion) was input for each analyte. Various mobile phase phases, internal standards and different mobile phase gradients were attempted, starting with no end time initial runs, until the optimal method was determined.

### 3.2.6.2.5 Preparations of standards

Following the optimised parameters for these agents, various concentrations of CHL were prepared ranging from (0.1 – 10 µM), while MEL and LID were 500 µg/L and 20 µg/L respectively. Standards were prepared in an intermediate solution containing 50% of (80% mobile phase A; 20% mobile phase B) and 50% of (acetonitrile acidified with 0.1% HCL).
Samples were vortexed briefly and stored in the fridge until analysis. Standards were optimised at room temperature, between 2 to 8°C and also on ice (all samples were prepared at the same time, placed into an ice box with well fitted cover and placed in a refrigerator). Samples were run in triplicates including a mobile phase blank, whilst enabling needle wash on the instrument after each sample injection. The intermediate solution served as the sample solution preparation solution for all other assay.

3.2.6.2.6 Extraction efficiency

Chlorambucil (2 and 10 µM) and melphalan (500 µg/ml) were spiked into culture medium and various solvents explored for their extraction. These solvents include diethylether: dichloromethane (3:2 v/v); ethylacetate; and ethylacetate: hexane (1:1). Samples were pipetted into the falcon tubes and solvents added, vortexed and freezed at -20°C for 30 minutes, after which the aqueous layer was separated and dried under a stream of nitrogen gas. Upon adding the intermediate solution (section 3.2.6.2.5), vials were vigorously shaken and refrigerated on ice prior to analysis. A blank sample of just mobile phase was added to the run and each vial analysed in triplicate with a wash (intermediate solution) run after each solvent.

3.2.7 Statistical Analysis

Data presented are that of mean ± SD for three independent biological repeats. Results were analysed using on the Microsoft excel, computing the average, standard deviations and statistical significance (p values) between untreated control and treated within a group and statistical significance was considered as p < 0.05. These direct comparisons was analysed using the Student t-test.
3.3 Results

3.3.1 Evaluation of optimum culture conditions for cell lines

The cell lines used in this study were cultured in different culture medium and growth monitored until about 80-90% confluent. The culture medium that propagated the best healthy cell growth and proliferation for all cells lines was used in the in vitro co-culture model. HS-5, TK6, AHH-1 and Kasumi-1 cells were grown in different culture medium over 72 hours (closest to HS-5 doubling time). Photographs of the HS-5 cell morphology were taken and cell viability was assessed for all the cell lines at 24, 48 and 72 hours.

3.3.1.1 HS-5 cell line

HS-5 cell line maintained a typical BM tissue culture plastic adherence and showed a fibroblast-like morphology for all the culture media tested except for its appearance in RPMI 1640 supplemented as the conventional AHH-1 growth medium, where it appeared to lose its plasticity and morphology (Figure 3.1). Qualitatively, in comparison to a typical primary MSC morphology (Figure 3.1), the fibroblast morphological projections appeared most closely aligned with the cells grown in standard RPMI 1640 medium, whereas the other media demonstrated morphology closer to endothelial cells, even for DMEM/HG which is its recommended medium. At 24 hours all cells thrived very well with some adhering to the culture flask except for the AHH-1 medium which floated in colonies. Whilst all other cells increased to cover the culture flask surface area as the cells proliferated and divided, the RPMI supp. medium rather decreased in cell number as observed at 48 and 72 hours. At 72 hours, all other media showed cell confluence, with growth consistency and the vast majority of the cells appeared massively populated in DMEM/HG, although its fibroblast projections were of length compared to the others.
Figure 3.1: Morphology of HS-5 in different culture media. Representative photomicrographs of HS-5 cells cultured in DMEM/LG, DMEM/F12, DMEM/HG, RPMI and RPMI supplemented with horse serum, (a composition for AHH-1 cells culture; RPMI SUPP.). Cells were seeded at $2.5 \times 10^4$ per cm$^2$ in a 12 well plate and images were taken with an inverted light microscope every 24 hours over 72 hours at x10 magnification. Primary MSCs (Cyagen Biosciences, US) are also depicted to show comparison of morphology to the HS-5 cell line. HS-5 cells showed gradual adherence, dividing and multiplying to cover the cell surface area and showing good cell growth of the HS-5 cells over 24, 48 and 72 hours with exception of cells grown in RPMI SUPP.
Quantitatively, all cultures were assessed for total cell numbers (not shown), total live cell numbers (Figure 3.2a) and viability for the culture (Figure 3.2b). Data show better cell growth and viability in DMEM-HG thereby validating the manufacturers recommended culture medium. DMEM/LG at 60% cell viability was just a bit more viable than RPMI 1640 which had a cell viability at about 55%. DMEM/HG as expected had both the highest total cell number (1x10^6 cell/ml/72hrs) and best cell viability (70%).

**Figure 3.2: HS-5 total live cells and percentage viability.** Cells seeded at 2.5 x 10^4 per cm^2 were trypsinised after 72 hours, estimated for total live cells (a) and percentage viability (b) by trypan blue exclusion assay. Data presented are for mean ± SD of three biological repeats. Cells generally show good cell viability in all. DMEM/LG=Dulbecco’s Modified Eagle Medium in low glucose, F12=Hams F12 nutrient mixture, HG=high glucose, RPMI 1640=Rosewell Park Memorial Institute medium.
3.3.1.2 TK 6 cell line

Using an initial cell seeding density of $3 \times 10^5$ cells/ml, the TK6 cells were quantified for their total number of live cells and percentage viabilities in the four different culture media and at different time points (Figure 3.3), as described for the HS-5 cell line. At 24 hours, the TK6 cell in various culture media showed good cell numbers at about $5 \times 10^5$ cells/ml for all media. While there was increased growth in DMEM/HG, DMEM/F12 and RPMI 1640 at 48 hours, the DMEM/LG stayed relatively the same.

Figure 3.3: Total live cells of TK6 in different culture media. TK6 Cells were seeded at a density of $3 \times 10^5$ cells/ml and total cell count per ml (a) was determined every 24 hours for 3 days in T25cm$^2$ flask and cell viability measured at 72 hours (b). Data is represented as mean ± SD (n=3). DMEM/LG show low cell count, but media cell viabilities are >60%. DMEM/LG=Dulbecco’s Modified Eagle Medium in low glucose, F12=Hams F12 nutrient mixture, HG=high glucose, RPMI 1640=Rosewell Park Memorial Institute medium.
All media except the DMEM/LG doubled in cell population every 24 hours to reach estimated cell numbers of $2 \times 10^6$ cells/ml for both DMEM/HG and DMEM/F12, while RPMI 1640 was at $3 \times 10^6$ cells/ml at 72 hours. Their corresponding cell viability assessed at 72 hours revealed DMEM/HG with the best cell viability in comparison to other media. While the cell viability of DMEM/HG was at 80%, RPMI 1640 showed 75% cell viability, with DMEM/F12 at 70%. As observed with the total cell counts per ml, DMEM/LG showed the least cell viability (65%).

3.3.1.3 AHH-1 cell line

AHH-1 cells data (Figure 3.4) was grown in same culture medium as with TK6 (section 3.3.1.2) with the addition of its conventional growth (RPMI supp.), which unsurprisingly was the best of all media since it is the recommended culture medium supplementation. It showed a total cell number of $3 \times 10^6$ cells/ml at 72 hours, while the second best medium (RPMI 1640) had a total cell number of $2.5 \times 10^6$ cell/ml at 72 hours.

![Figure 3.4: AHH-1 cells in different culture media.](image)

Cells seeded at $3 \times 10^5$ cells/ml were estimated for the total number of cells/ml (a) and percentage cell viability (b) count at 72 hours. Percentage counts were plotted as mean ± SD for three separate repeats. DMEM/LG=Dulbecco’s Modified Eagle Medium in low glucose, F12=Hams F12 nutrient mixture, HG=high glucose, RPMI 1640=Rosewell Park Memorial Institute medium. Recommended media (RPMI supplemented with hepes/horse serum) had better cell growth in all.
DMEM/HG and DMEM/F12 showed similar cell viabilities at 24 and 48 hours, although the DMEM/F12 revealed an increase above the DMEM/HG at 72 hours. DMEM/LG was increased and higher than both DMEM/F12 and DMEM/HG at 24 hours. However, it witnessed a decrease in cell viability at 48 hours, but this decline recovered at 72 hours to reveal a total cell number of $1 \times 10^6$ cells/ml. All cell viabilities were good for every medium, with RPMI supplemented medium at 80%, showing the highest just above the RPMI 1640 at 75%. DMEM/F12 and DMEM/HG were about the same level at 70% cell viability while DMEM/LG showed a 60% cell viability. These data collectively suggest good cell growth and cell viability for all media, but compared to the HS-5 data and in an attempt to select one best culture medium, DMEM/HG appeared to support all cell types most successfully.

3.3.1.4 Kasumi-1 cell line

Kasumi-1 cells data (Figure 3.5) was grown in same culture medium as other bystander cells (section 3.3.1.2 and 3.3.1.3) and as with these other cell lines it showed better cell count cell viability in the recommended media (RPMI; which was supplemented 20% FBS). All cell were seeded at $3 \times 10^5$ cells/ml and cell counts estimated every 2 hours over 3 days. DMEM/LG did not do well over all as it showed just 50% cell viability at 72 hours, with no major cell growth and witnessed a decrease in cell number at 24 hours $1.5 \times 10^5$ cells/ml, slight increase at 48 hours but a further decline at 72 hours ($1.5 \times 10^5$ cells/ml). DMEM/F12 had some increase in cell population almost twice its original cell number. Overall, there was a total cell number between $4 \times 10^5$ to $6 \times 10^5$ cells/ml from 24 to 72 hours, with cell viability of about 70%. DMEM/HG also showed good turn over, rating the second best. It had cell numbers increasing from $5 \times 10^5$ at 24 hours to $7 \times 10^5$ at 72 hours, showing same cell viability (70%) as DMEM/F12. RPMI was the best and of course the manufacturers recommended cell culture medium. At 24 hours cell numbers were at $5 \times 10^5$ cells/ml, to double at 48 hours ($6 \times 10^5$ cells/ml) and a further increase ($9.5 \times 10^5$) at 72 hours. RPMI also had the best cell viability (75%) overall.
Figure 3.5: Total live cells of Kasumi-1 in different culture media. Kasumi-1 cells were seeded at a density of $3 \times 10^5$ cells/ml and total cell count (a) was determined every 24 hours for 3 days in T25cm$^2$ flask and cell viability measured at 72 hours (b). Data is represented as mean ± SD (n=3). DMEM/LG show the lowest cell count, with cell viabilities at 50%. DMEM/HG, F12 and RPMI had great cell viabilities at >70%. DMEM/LG=Dulbecco’s Modified Eagle Medium in low glucose, F12=Hams F12 nutrient mixture, HG=high glucose, RPMI 1640=Rosewell Park Memorial Institute medium.
3.3.2 Optimisation of the enzyme modified comet analysis

Evidence from this study (Figure 3.6) showed the capacity of these two enzymes to detect oxidative lesions in the DNA. The hOGG1 had a relatively stable control (4%) value at all incubation times, whereas the Fpg, which showed a continual increase at all-time points measured, rising from about 5% at 10 minutes to 20% DNA tail intensity at 40 minutes. This suggests that fewer non-specific cuts occur with hOGG1 than with Fpg.

Whilst hOGG1 was very stable for the untreated control and did not introduce non-specific cuts over the various incubation times, Fpg was non-specific and cuts increased dramatically with increased incubation time which is cause for concern. However, Fpg demonstrated a dose response in its ability to induce strand breaks with increasing number of enzyme units, whereas hOGG1 exhibited an efficient strand break induction, but no dose response observed with increasing enzyme units. While an increased strand break induction was observed with enzyme units 0.1, 0.15 or 0.2U over all incubation times, 0.2U was not as efficient as the lowest enzyme units. Use of hOGG1 at 0.05U did not appear suitable, as overall low tail intensity was detected and this did not improve with incubation time.

Overall Fpg created more DNA fragmentation, represented by increased comet tails, but this must be taken with caution given the observation of the untreated control. In summary, because of the ability of hOGG1 and Fpg to recognise different lesions, both enzymes were used in the final assay, but Fpg was used at 0.2U and hOGG1 was used at 0.15U, both for a 30 minutes incubation time.
Figure 3.6: The detection of DNA fragmentation in TK6 using DNA endonucleases. TK6 cells were exposed to KBrO₃ (2 mM) as a positive control, analysed with hOGG1 and Fpg endonucleases, to detect oxidative lesions induced in the DNA. Following toxicant (KBrO₃) exposure, cells were treated with different enzymes units, using the enzyme modified comet assay method of Smith et al., (2006). Data is shown for mean and SD of three separate repeats (n=3) and reveal 0.15 units were better for the hOGG1 while 0.2 units was better for Fpg.

3.3.3 Oxidative damage detection using the anti-DNA/RNA damage antibody with 8-OHdG specificity

The median fluorescent intensities (MFI) determined for the mouse monoclonal to DNA/RNA damage responded well when tested for the basal level of detection with untreated TK6 cells. Whilst there was a clear dose response increase in both MFI and percent positive cells in the untreated sample after about 2 µg/ml for the anti-DNA/RNA damage antibody (Figure 3.7; 2a), conversely there was little response from the isotype control (Figure 3.7; 1a) with only a subtle rise after about 4-8 µg/ml. It would be expected to have baseline oxidative damage even in untreated cells, but the rise in binding for both antibodies suggests non-specific binding at these higher concentrations, however there generally is low non-specific binding by the isotype control. Corresponding histogram on the FITC channel for the antibody responses are depicted for isotype (Figure 3.7; 1b-c) and 8-OHdG detection antibody (Figure 3.7; 2b-c).
Figure 3.7: The median fluorescent intensity in TK6 cells using the anti-DNA/RNA 8-OHdG and isotype antibodies. The titration levels of these antibodies were determined in cells after fixation in 4% PFA on ice for 10 minutes. Cells were washed in PBS mixed in 0.1% triton X and sodium citrate, blocked with 0.01% bovine serum albumin in PBS for 1h. Data show the MFI and percent positive cells (1a), with representative histograms (1b and 1c) for the isotype antibody control. Also shown is the MFI and % positive cell evidence (2a) and the representative histograms (2b and 2c) of 8-OHdG range of concentrations (0.125 – 16 µg/ml) tested. Data is presented for three individual experiments n=3 and statistical significance shown for *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001 as analysed using student T-test.
Following the initial titration with the untreated controls, the positive controls were analysed and presented in figure 3.8a (peroxide) and figure 3.8b (potassium bromate).

**Figure 3.8: 8-OHdG detection in H\textsubscript{2}O\textsubscript{2} and KBrO\textsubscript{3} treated TK6 cells.** Cells were treated with H\textsubscript{2}O\textsubscript{2} (figure a) and KBrO\textsubscript{3} (figure b) for 1 and 3 hours respectively. After fixation in 4% PFA and blocking in 1% BSA/PBST, cells were incubated with the antibody in the dark for 1h and evaluated with flow cytometry following three washes in PBS. Data represents three separate experiments (n=3) with statistical significance shown as *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001. Overall, the detection with 1 µg/ml seemed appropriate for both treated conditions.
For the positive controls data, the accrued TK6 data (Figure 3.8a-b), show the effect of both toxicants on the cells. While 50 µM gave the lowest oxidative damage amongst the H$_2$O$_2$; the 100 µM showed higher damage induction than the 200 µM, which may reflect some cell death at the higher dose. The H$_2$O$_2$ showed increased MFI from $2 \times 10^3$ of the lowest concentration to $5 \times 10^3$ at 1 µg/ml (highest dose). Apart from the decreased MFI observed for 200 µM at 0.5 µg/ml, it showed a comparable MFI levels with the cells at 100 µM peroxide. KBrO$_3$ on the other hand, witnessed similar strength in activity for the lowest concentrations (0.125 – 0.5 µg/ml) to show an MFI of $2.7 \times 10^3$ at 0.5µg/ml. Except for the lowest KBrO$_3$ concentration (12.5 mM), all other concentrations showed differences with the 1 µg/ml concentration. Both H$_2$O$_2$ and KBrO$_3$ showed a rise in the MFI, corresponding to $5 \times 10^3$ and $6 \times 10^3$ respectively. Thus, the data suggests better detection with 1 µg/ml for both treatments.

Following the positive controls evaluation, slides were prepared for a positive evaluation of localisation of the antibodies to the DNA/RNA. This posed some difficulties, e.g. evidence of artefacts and low fluorescence of the FITC signal for the 8-OHdG antibody. Therefore, some troubleshooting was performed such as robust polishing of the slides with methanol (Figure 3.9) and wiping dry with tissue to assess if the tissues or unpolished slides produced the artefact.
Analysis of the slide polishing effect (Figure 3.9) on cells did not improve the slide quality and if anything, both the polished and unpolished showed artefacts in the FITC filter. The DAPI filter showed clear images, suggesting artefacts were from something else. Thus, an assessment of methanol fixative, was determined. At the same time, stain uptake was determined.

The methanol fixed samples (Figure 3.10) show good stain penetrations for the individual filters, but there were some artefacts on the FITC filter for the chemotherapeutic agents used. The merged filters for the untreated cells show the DAPI centrally placed in the nucleus, and some FITC appeared in the cytoplasm, which was not unexpected, as this antibody also should detect RNA and mitochondrial DNA damage. The carmustine and chlorambucil direct treatments showed good stain uptake but also revealed increased background staining which may be possible cell membrane damage, but this did not appear on the control slide, although it could be more visible if labelled.

![Methanol Fixation with 1µg/ml of 8-OHdG antibody](image)

**Figure 3.10: Assessment of methanol as a fixative for the cells.** Tk6 cells were used to assess methanol fixing capacity after 1h direct treatment with clinical relevant doses of carmustine (8 µM) and chlorambucil (4 µM), with an untreated control. Cells were harvested and fixed on ice for 10 minutes, blocked and stained with the 8-OHdG antibody. Cellular morphology appeared acceptable with 10 minutes incubation on ice for methanol. White arrows show the increase of background stain uptake in the form of artefact.
With the observation that carmustine and chlorambucil appeared to have higher background staining, 4% PFA was assessed for use as an alternative fixative to determine if PFA gave better resolution and less background, whilst also ensuring the stain uptake by performing an overnight incubation at 4°C. The data for the fixative assessment (Figure 3.11) using the isotype and 8-OHdG antibodies in untreated cells revealed good stain uptake for the two stain concentrations (0.5 – 1 µg/ml). All the fluorescence signals were visible and well stained, except for the few artefacts observed in 8-OHdG with FITC. This showed that 4% PFA was a preferable fixative with these antibodies, based on low artefact detection.

Figure 3.11: Assessment of 4% paraformaldehyde (PFA) as a fixative for 8-OHdG antibody. PFA (4%) was used to treat the cells for 10 minutes on ice, and fixative were gently aspirated following incubation. No further centrifugation steps were performed after cell washes, a method which was found not to distort the cellular morphology. DAPI filter gave a better resolution than FITC. Generally, results show good fixing for the cells investigated and no morphological distortion. Images were taken using the x20 magnification and white arrow describes spots of background staining or artefact.
Due to the improvement in signal and background, the confocal microscope was used for ascertaining the localisation of the antibody within the cells, which was expected to stain DNA in the nucleus, RNA and mitochondria in the cytoplasm. The assessment using confocal microscopy demonstrates the sectional images and direction of the antibody body staining for both the axial Z (show depth and optical plane) and lateral Y (specimen plane) direction. The data analysis in the untreated TK6 cells (Figure 3.12) for the cross sectional depths of the cells, show the presence of both stains in the cell (nucleus and cytoplasm).

Figure 3.12: Representative image of the localisation of anti-DNA/RNA detection antibody. Cells were prepared in 4% PFA and after blocking with 1% BSA/PBST, cells were stained overnight at 4°C. The confocal microscope was utilised to take 40 Z-stack images of cell nuclei DAPI (Blue) and 8-OHdG antibody FITC stain (Green). Images show the baseline detection of 8-OHdG in TK6 cells and localisation to both nucleus and cytoplasm, as this antibody detects RNA damage as well as 8-OHdG in the mitochondria.

A positive control slide using 50 µM H2O2 was determined in Kasumi-1 (Figure 3.13). The data shows co-localised images of both the FITC and the DAPI, with an observation of some FITC within the cytoplasm, surrounding the nucleus, suggestive of oxidative damage staining in the mitochondria. These data showed a good stain uptake and antibody penetration and because different cell lines were used the method was thus optimised for 1 µg/ml antibody using 4% PFA as fixative and overnight antibody staining at 4°C.
Figure 3.13: Representative image of the localisation assessment using 50 µM of H₂O₂. Slides were treated with peroxide to assess the localisation of the 8-OHdG (FITC, green) antibody, counterstained with DAPI (blue). The image shows localisation to the nucleus, but also demonstrates the presence of some damage detected within the cytoplasm, possibly of RNA or mitochondrial origin. Images were taken using 40x magnification and a scale 75 µM. Treatment with H₂O₂ was used in validation of the assay.
3.3.4 DCFDA evaluation

The DCFDA assay was used to determine the presence of intracellular ROS in the HS-5 cells and the method was optimised for the concentration required to differentiate ROS levels in the cells. The HS-5 untreated cells data (Figure 3.14a) shows increased MFI detected with increased concentration of DCFDA ranging from $1 \times 10^6$ to $7 \times 10^6$ from lowest to highest. This increase was statistically significant (*$p \leq 0.05$) for the two highest concentrations (20 µM and 25 µM) when compared to the unstained untreated control.

![Graph showing DCFDA fluorescent dye optimisation in HS-5 cells.](image)

*Figure 3.14: The DCFDA fluorescent dye optimisation in HS-5 cells.* Cells were stained with varying concentrations of the DCFDA dye in the dark for 45 minutes after fixing in 4 % PFA for 10 minutes and permeabilised with a solution of 1% triton X and sodium citrate. Cells were washed 3 times with PBS and analysed by flow cytometry. Figure 3.14a shows the MFI (blue bars) and % positive cells (red line). The cells were analysed against an DCFDA untreated control sample. Figure 3.14b show the histogram plot of the analysed concentrations and their varying strengths shown as colour coded. Results show 1 µM to be effective and less toxic to the cells. Data is shown for three separate experiments (n=3), where statistical significance is stated as *$p \leq 0.05$ and ** $p \leq 0.01$, analysed using student T-test.
The percent positive cells (Figure 3.14a) were statistically significant (*p≤ 0.05) at 80% for all these concentrations (1 – 20 µM), but showed a slightly decreased value (70%) for the final concentration, with statistical significance of *p≤ 0.05. The FITC peaks distribution (Figure 3.14b) for the positive cells shows a shift towards the right as the DCFDA dye concentration was increased with the lowest 1 µM closest to the untreated unstained control.

Furthermore, a standard curve (Figure 3.15) was generated using different KBrO₃ concentrations from 3 to 400 mM. A baseline MFI of 5 x 10³ was observed with KBrO₃ 3.12 mM to 25 mM concentrations, which had same MFI with both the untreated unstained control and DCFDA treated control. The initial measurements from 0 to 1h did not have any effect detect but started to rise to detectable levels at 3 hours. However, at 6 hours, concentrations of 50 to 400 mM revealed an increased fluorescence with a dose response for each concentration up to the 24 hour time point. All the lowest concentrations (3.12 – 25 mM) stayed relatively same as the untreated control, showing no oxidative damage detection for all measured time points.

**Figure 3.15: DCFDA standard curve using KBrO₃.** HS-5 cells at about 80% confluence, were exposed to varying concentrations of KBrO₃ (3 to 400 mM) for 3 hours and was further stained with 1 µM of DCFDA, incubated for 45 minutes in the dark. Varying time points (0 -24 hours) were measured to estimate the level of oxidative stress and possible release of ROS. Data is presented for n=3 separate biological repeats.
Following the generation of a standard curve, an assessment of oxidative stress induction and reduction capacity was investigated using the NAC, an antioxidant reported with the capacity to reduce oxidative stress (Qanugo et al., 2004; Aldini et al., 2018) and DEM, reported as an oxidative stress inducer (Kaur et al., 2006). While NAC is supposed to reduce the oxidative stress induced in the cells by the KBrO₃, DEM was supposed to evidence increased oxidative stress by inhibiting glutathione. The data analysis shows the inability of DEM to increase oxidative stress in a dose dependent manner (Figure 3.16), with no obvious increase from 1 to 24 hours.

However, in comparison to the KBrO₃ standard curve it is apparent that an increase in MFI did not occur until about 3-6 hours after DCFDA addition, whereas with DEM, this increase began at about 1h. Increments of DEM did not exacerbate this observation however. MFI was at baseline for 0 and 30 minutes, with an increased MFI of 10 x 10^3 from 1h for all concentrations. While the final two concentrations (200 mM and 400 mM) showed increases up to 40 x 10^3 and 60 x 10^3 MFI respectively, all the other concentrations did not increase except for 50 mM and 100mM that ranged between 15 x 10^3 - 25 x 10^3 at 24 hours. This high range MFI at 24 hours is a measure of accumulated fluorescence, thus the increased value.
Figure 3.16: HS-5 optimisation with diethylmaleate (DEM) using KBrO₃ as oxidant. HS-5 cells were used to optimise the DCFDA assay in treated cells using 1 μM of the DCFDA dye. Cells were treated for 3 hours with KBrO₃ in a 96 well clear bottom plate and pre-incubated with DEM for 30 minutes. The edges of the plate were sealed with parafilm and plates covered in foil to avoid light influence. Different time points were measured upon addition of the DCFDA from 0 to 24 hours using the spectrophotometer at absorbance with excitation and emission wavelengths of 488 and 565nm respectively. The assay is represented for n=3 different assay repeats. There was no obvious increase in oxidative stress with any of the DEM concentrations, although an increase in fluorescence appeared earlier than for the standard curve without DEM.
NAC (Figure 3.17) showed similar trend as DEM and did not reveal any capacity to scavenge ROS induction. All MFI for 3mM to 25 mM remained at $10 \times 10^3$, while 50 and 100 mM MFI was $20 \times 10^3 - 25 \times 10^3$. The highest concentrations 200 mM and 400 mM showed MFI of $40 \times 10^3$ and $45 \times 10^3$ at 24 hours, which were slightly lower than the MFI for DEM, but similar to DEM, increments of NAC did not produce an expected dose response. This data showed that as the KBrO$_3$ doses increased there was increase in MFI, with no reduction for any of the NAC doses uses. This suggests that NAC is not a potent antioxidant for HS-5 cell line at the doses tested in this study.

Figure 3.17: The assessment of the anti-oxidative property of NAC in HS-5 cells. Cells were pre-incubated for 30 minutes with varying NAC concentrations (0.05 to 2.0 mM) before exposure to different concentrations of KBrO$_3$ (3 – 400 mM). DCFDA (1 µM) dye was added and incubated for 45 minutes in the dark, with parafilm sealed edges and absorbances were measured at different time points with the spectrophotometer at 488 and 565nm excitation and emission wavelengths. Rather than the expected antioxidant property of NAC with ranges tested, there was an increase in fluorescence over time, which correlates with the increased doses of KBrO$_3$. Data is shown for three different experiment (n=3).
Evidence from the DEM and NAC (Figures 3.16 & 3.17) when compared to the standard curve (Figure 3.15) were not different. All three individual biological repeats had continual fluorescence and gave an accumulated MFI at 24 hours, in a range of $50 \times 10^3$ – $60 \times 10^3$. The outcome did not matter if either plates was pre-treated with an inhibitor or an inducer. Thus, this study required further troubleshooting to ascertain why the two agents used did not have effects on the cells as predicted and a further investigation to understand if the measured fluorescence was an actual reflection of the KBrO$_3$ induced by ROS in the cells was also explored. On this note, to determine that the measured fluorescence was solely due to the cells, an assay without the cells was to be set up, using only spiked culture medium. Furthermore, a parafilm sealing for the edges of the 96 well plates is done once the DCFDA was added and during all measurements. This was solely to avoid the interference of air which would cause oxidation of the measured ROS. More so, NAC is a non-hygrosopic substance which oxidizes in air and thus for any interference; the HS-5 was used for this part of the study to measure ROS with the BM compartment which would normally be hypoxic. Thus sealing the plates edges slightly met these criterion. However, based on the unexpected data, it was thought on one hand that possibly the increase was due to hypoxia and so measurement with the sealant, would confirm that. If on the other hand the increased fluorescence was due to increased ROS from the cells, then we expect a reduction in fluorescence in the experiment without the cells. Thus, these assays were set up in spiked culture medium with and without the parafilm and in culture medium alone.

Results of the parafilm and no parafilm sealing (Figure 3.18) revealed differences between the sealed and unsealed plates. The unsealed plates witnessed a sharp rise at 1h but plateaued at 6 hours and showed a static fluorescence with both KBrO$_3$ and H$_2$O$_2$. The sealed plates however measured with a continual rise in MFI. There was no difference in the final accumulated differences for all plates except the sealed H$_2$O$_2$ plate. While the spiked and sealed H$_2$O$_2$ plate peaked at $6 \times 10^4$, the peaked KBrO$_3$ was at $8 \times 10^3$. This outcome evidenced that measured fluorescence was not due to the cells. The unsealed plates with immediate increases in MFI suggested the influence of atmospheric air which quickly oxidized these substances. To measure ROS by spectrophotometer was not feasible at this time, and would require further optimisation of various concentrations and conditions.
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**Figure 3.18: H₂O₂ and KBrO₃ spiked culture medium assessment by DCFDA assay.** The culture medium was plated as a normal culture with 200 μl total volume. Drugs were added in their varying concentrations, ranging from 0 – 300 μM for H₂O₂ and 3 to 400 mM for KBrO₃. While some plates were sealed with the parafilm, others were not. They were measured for their fluorescent intensities at different time points (0 – 30 hours) at 488 and 565 nm excitation and emission wavelengths respectively. Data is shown for three separate biological repeats and except for H₂O₂ with parafilm, all concentrations were statistically significant (**p≤0.001) from 3 to 24 hours.
3.3.5 Seahorse XF mito stress test

This assay was performed to determine the effect of chemotherapeutic agents on the functionality of the mitochondria (chapter 5). However, it required an optimisation of the stressor compound (FCCP) utilised in the assay, as well as the optimisation of an optimum cell seeding density of the HS-5 cell line. The latter was necessitated, so that the cell density was not too confluent in such a manner that it will affect oxygen circulation within the microwell plate, which would result to false positive measurement of the oxygen consumption level in the cell.

Various seeding densities of HS-5 ranged from $10 \times 10^4$ – $30 \times 10^4$ and evidence from the assay (Figure 3.19) showed that $30 \times 10^4$ was adequate to seed the culture plates overnight ready for assay next day. This number were sufficiently confluent as it gave the manufacturers recommended OCR of 200 pmol/min and ECAR range of 80 to 100 mpH/min. OCR estimation in necessary to measure as a way of establishing varying mitochondria parameters. It is measured before and after addition of any inhibitor. A baseline respiration is measured by subtracting the non-mitochondrial respiration from the basal OCR and after addition of the complex V inhibitor (oligomycin), a resulting OCR is used to derive both proton leak respiration and ATP-linked respiration.
Figure 3.19: Assessed parameters for the optimisation of cell seeding density in the Seahorse XF mito stress test. Various cell densities of HS-5 cells were seeded into seahorse 12 well plate and using the seahorse phenotype test OCR and ECAR (a and b) measurements were taken over 50 minutes. This test was utilised to decide on cell seeding density to use for the study, whilst maintaining the assay condition at required pH 7.4 (c) for a valid assessment. The energy map (d) indicates the energy levels in the cells, another vital parameter of seahorse assay. All the above parameters were compared based on the requirement to have at least 200 OCR and between 80 and 100 ECAR, pH of 7.4. Depicted above are representative images of pH and energy map; and mean values of OCR and ECAR for three different biological repeats.
HS-5 cells from $10 \times 10^4$ to $20 \times 10^4$ seeding densities had an OCR at about 100 pmol/min, increasing to 150 pmol/min with $25 \times 10^4$ cell density and at 200 pmol/min for $30 \times 10^4$. With the exception of $30 \times 10^4$ all the other cell seeding densities had an ECAR rate below 80 mpH/min. Also, the energy phenotype of cell densities of $20 \times 10^4$ and above were quiet energetic and others below. Energy phenotype helps with an understanding of the role of energy in metabolism, thus enabling a better picture of any pathology.

The FCCP titration (Figure 3.20) showed that 1 µM was sufficient with HS-5 cell line amongst other concentrations. FCCP is a protonophore which when added to the cells collapses the inner membrane gradient, allowing the electron transport chain to function at its maximal respiratory capacity. Although 0.5 µM FCCP concentration appeared to show a higher OCR (250 pmol/min) as well as 2.0 µM with 200 OCR, the choice of 1 µM appeared more stable in real time and based on a combination of a good ECAR of 120 mpH/min and just an adequate OCR, both of which were close to the manufacturers recommended. Both ECAR and OCR data were all accessed while also taking into consideration the maintenance of the recommended pH of 7.4 units for the cells through the assay duration, as fluctuation impacts on the OCR and ECAR.
3.20: Seahorse assay FCCP concentration determination for the HS-5 cell line. The FCCP for the mito stress test assay was prepared using varying concentrations (0 – 2 µM) and injected into the confluent cells as determined by the seeding density. The assay was performed using the manufacturer’s protocol and allowed to run until its end time (80 minutes). The data was analysed and a decision for the chosen FCCP (1µM) concentration was based on the cells having at least 200 OCR, ECAR range between 80 and 100 ECAR, pH at 7.4. Assay was performed three separate times and representative images (a= OCR, b=ECAR and e=pH) and mean of three repeats (b and d) are depicted.
3.3.6 LC-MS/MS analysis

To optimise this experiment, a range of chemotherapeutic agents were chosen initially in order to determine first the capacity of the detector to detect the analytes and then couple of mobile phases combinations at different gradient combinations, internal standards were tried (data not shown). Presented in this section are some analysis that were performed before the method of choice was selected. Figure 3.21 describes the initial trial with different agents (carmustine, chlorambucil, etoposide, daunorubicin, melphalan and mitoxantrone). These were randomly chosen from study agents to confirm detection of the drugs and their molecular weights on the instrument, and since they were all trials, they were performed with no column for quick elution assessment prior to the main assay. This initial step was a confirmation that these drugs could be detected using the LCMS instrument available.

Figure 3.21: LC-MS mass spectrometry scan of various chemotherapeutic agents. The drugs were prepared in intermediate solution for this study, scanned without the use of a column for quick elution of any molecule and the spectra relative to its molecular weight was produced by the MS. Agents used were carmustine (a), chlorambucil (b) etoposide (c) daunorubicin (d) melphalan (e) and mitoxantrone (f). Detection was positive in a positive ion scan mode. All agents eluted off quickly in less than half a minute. Drug elution indicated presence of the agents and ability of the detector to recognise the analytes and spectras correspondent to molecular weights.
Two agents were chosen for instrument standards (theophylline and lidocaine), based on their similarity in chemical structures and molecular weight. Different combinations of drug and instrument standard was assessed to determine compatibility with any possible internal standard. Using the two instrument standards, they were compared either against chlorambucil (304.212 g/mol) and melphalan (305.2g/mol) or daunorubicin (527.52g/mol) and mitoxantrone (444.481g/mol). The elution properties of these agents with the two instrument standards was assessed (Figure 3.22). The instrument standard assesses the functionality of the instrument during data acquisition and lidocaine was considered most appropriate, giving better peaks at all times. Theophylline combinations were not reproducible, whereas lidocaine in combination with chlorambucil and melphalan was steadily reproducible using 80:20 gradient combination of mobile phases A and B. The various drug combinations and different gradients made the analytes elute at different times and with various peak sizes. This assay sort to have a method for eluting analytes at the shortest time possible and separate times, but distinct peak sizes.

Figure 3.22: The optimisation of internal and instrument standards: The theophylline (A and C) and lidocaine (B and D) were tested as instrument standards at varying gradients of mobile phases and conditions for different agents. (A) chlorambucil was optimised with melphalan using theophylline as instrument standard (B) chlorambucil, was optimised with melphalan (internal standard) and lidocaine as instrument standard (C) mitoxantrone was optimised using daunorubicin (internal standard) and theophylline as instrument standard (D) mitoxantrone and daunorubicin were optimised with lidocaine as instrument standard. The final mobile phase ratio of choice was 80 (0.1% formic acid in water):20 (acetonitrile) for 0 – 2 minutes, 60:40 for 2 – 6 minutes and 30:70 for 6 – 8 minutes.
Since this study evidenced the possibility of progressing with chlorambucil combined with melphalan and lidocaine, production of a quality standard curve that will aid the extrapolation of the analytes concentration/levels became apparent. Figure 3.23(a-d) showed the various standard curves generated. Initially no linear curve was produced and following searches in literature and realization of cold temperature for stability, other curves was produced. Figure 3.23a and “b” are same assay, while the “a” depicted the lower ranges detected in the instrument, it shows its sensitivity but with a linear graph “b” it appeared 1 µM was its lowest detection limit for a linear graph. Next was the curves performed by storing samples in the fridge (c) versus at -20°C. These samples were all prepared on ice, stored in various conditions, and analysed overnight one at a time. Data show the better stability at 2 to 8 degrees but best stability with the -20°C samples. Thus suggesting the effect of storing at cold degrees.

**Figure 3.23: Standard curves analysis of chlorambucil in different solvents and temperatures using LCMS:** Samples (a & b) were prepared in 50:50 of 0.1% formic acid in water and acetonitrile; and all analysis at room temperature. (a) A logarithmic plot of the lowest detectable ranges and their linear ranges (b). (c) Samples prepared in 50:50 of 0.1% formic acid in water and acetonitrile refrigerated prior to analysis. d) Samples prepared with acidified (0.1% HCL) acetonitrile, freezed in an ice box (-20°C), stored in the fridge (2-8°C), then analysed one at a time. These varying conditions show the effect of cooling and acidification on the samples; as linearity was achieved with the samples stored on ice. The red dot is chlorambucil (4µM) clinical relevant dose.
Prior to the determination of a final standard curve, a stability assay was performed to ascertain the reason for the interferences observed in the generation of a linear standard curve. To do this, a chlorambucil concentration of 2.5 µM was chosen and compared with melphalan (500 µg/L) over 0-600 minutes time point. All vials were set up at room temperature and loaded onto the instrument to analyse overnight and the generated relative responses graphically represented (Figure 3.24). Data show a rapid deterioration of these agents at room temperature particularly for chlorambucil. Chlorambucil response showed a relative degradation from $2.5 \times 10^7$ to $2 \times 10^6$, while melphalan deteriorated from $2 \times 10^6$ to $8 \times 10^5$ over the measured time points. This evidence revealed the instability of chlorambucil and melphalan at room temperature and other options were explored, such as the addition of a tinge of hydrochloric acid into the stock and working sample preparations, which was found to stabilise them.

**Figure 3.24: Drug deterioration analysis of chlorambucil and melphalan using the LCMS:** These chemotherapeutic agents were analysed for their stability at room temperature. Drugs were prepared in 50:50 solution of 0.1% formic acid in acidified (0.01% HCl) acetonitrile and 0.1% formic acid in water. Samples were prepared and loaded on the instrument to run overnight at 30 minutes intervals, for a total of 600 minutes, with n=3 replicates for chlorambucil 2.5 µM concentration.and 500 µg/L melphalan. This analysis was performed for these agents based on initial data (figure 3.23a-c), due to the inability to generate a good standard curve. The data shows a rapid degradation of both drugs and thus they are unstable at room temperature over the time points analysed.
Subsequently, this study explored a range of solvents for the successful extraction of melphalan and chlorambucil, one that would show good percentage recoveries for both, before proceeding to evaluate them in the bystander co-culture model. Figure 3.25 describes some of the solvents evaluated and show their variabilities. Assay was set up for two chlorambucil concentrations; 2 µM (Figure 3.25b) and 10 µM (Figure 3.25a), using 500 µg/L of melphalan and 20 µg/L of lidocaine.

![Figure 3.25: LCMS extraction solvents tested in this study.](image)

Drugs spiked in culture medium samples were mixed into a total of 5ml of each solvent, vortexed thoroughly, and freezed at -80°C. After 30 minutes tubes were separated into different layers, the aqueous layer aspirated and dried under a stream of nitrogen gas. Vials were reconstituted in mobile phases identified in this study and analysed. Data shows good chlorambucil extraction in all conditions but not melphalan and lidocaine. Image are depicted for “b” (2µM of chlorambucil) and “a” (10 µM of chlorambucil), while 500 µg/L melphalan concentration was used.

For the two different concentrations of chlorambucil (2µM and 10 µM), they showed good solubility and sizeable peak heights for all solvents (ethylacetate, ethylacetate and water-1:1,
and ethylacetate and hexane-1:1). Lidocaine also showed a similarly good extraction efficiency whereas none of these solvents was able to extract melphalan adequately. Overall, the lesser concentrations seem to be recovered more than the higher concentrations.

Additionally, use of acidified acetonitrile (acidified with 0.1% v/v of hydrochloric acid) gave the best extraction efficiency so far in the study. It was found that chlorambucil produced 80 – 90% efficiency (Figure 3.26). Acetonitrile alone also produced good recovery at 60 and 80% for 2 µM and 10µM respectively. Melphalan produced about 50% extraction in acidified acetonitrile with lower results (25-30%) in acetonitrile alone. Therefore, this study required another agent that can efficiently extract both agents to a larger degree in order to be applied in the bystander effect model.

![Figure 3.26: The extraction efficiency of chlorambucil and melphalan.](image)

These agents were spiked into culture medium and various solvents (Acidified acetonitrile and acetonitrile) tested for extraction efficiency. Cells were extracted, solvents added, shaken and rapidly vortexed for homogeneous mixture. Tubes were freeze-dried at -80°C for 30 minutes and once thawed the separated layers were visible and the aqueous portion separated. These extracts were dried under a stream of nitrogen gas and re-suspended in mobile phase for analysis. Data show the acidified acetonitrile with better recovery of both agents compared to just acetonitrile although Melphalan (500 µg/L in all) recovery was only 50%.
3.4 Discussion

3.4.1 Cell culture medium

In this study, cell culture conditions were considered a vital factor as the overall outcome of the study would be irrelevant without the use of standard conditions that will provide the basic requirements for growth of the cell lines investigated, as they were needed to be in co-culture. Generally, the practice of good cell culture technique is by itself a sophisticated process due to the demands for routine maintenance of the various cells in their optimum growing conditions. More so, due to some inconsistent data produced both for intra-laboratory and inter-laboratory experiments (Baker et al., 2016), in order to ensure accuracy, reliability and reproducibility of assay outcomes, it is imperative that all laboratory experiments are standardised.

In an attempt to address the hypothesis in this study, an optimisation of the individual cell lines in different culture media was assessed. Although these immortalised cell lines generally proliferate and thrive well in different culture conditions, so far there is no development of a culture medium suitable for all cell types. However, this study was based on co-culturing investigations and so there was a requirement to culture each cell line using the identified (section 2.2.1) four conventional media across all cell lines and to determine a ‘common denominator’ beneficial to all cell types.

The media used in this study include the DMEM/LG, DMEM/HG, DMEM/F12/RPMI 1640 and RPMI supplemented in horse serum, which were the conventional medium for the cell lines and from this study, DMEM/HG showed to be the best for all parameters assessed, in terms of total number of cells and percentage viability. The HS-5 BM stroma cell line has been utilised in a lot of leukaemia and biomedical research. Recently, Guan et al., (2018) used HS-5 cells alongside HL60 cells in a co-culture study using RPMI 1640 supplemented with 10% foetal calf serum (FCS). In another recent co-culture model study, the HS-5 live characteristic parameters were studied using flow cytometry for a hypoxia co-culture model with Kasumi-1, K562, HL60 and LAMA-84 leukaemia cell lines with the co-cultured medium as RPMI 1640 supplemented with 2mM L-glutamine and 10% FCS (Podszywalow-Bartnicka et al., 2018). The Kasumi-1 cell is considered a model for acute leukaemia investigation and has been applied widely in other leukaemia research (Vladimir et al., 2011 and Larizza et al., 2005). TK6 has
also been applied in a co-culture study with Caco-2 adherent cell line. In their study (Hegarat et al., 2012), the cells were maintained in different culture medium and prior to the experiment they were co-cultured in RPMI 1640 with glutamax and supplemented with 5% FCS. Although not described in co-culture studies, the AHH-1 cell line has also demonstrated good functionality as a model in mutation research and is traditionally grown in RPMI 1640 with some supplements such as horse serum (Yang et al., 2015 and Bruasehafer, et al., 2016).

The results of this study showed that DMEM/HG was the best medium for all cell lines in this study (section 3.3.1). Culture conditions were unfavourable for the DMEM/LG in general and this study observed no growth of HS-5 in the AHH-1 conventional culture medium. This may be explained by the cell line differences as AHH-1 is known to be metabolically competent but not HS-5 cells. This is an interesting outcome warranting further exploration. Another outcome of this study was the presence of fibroblast morphology typical of BM cell lines, an observation more like an endothelial structure was observed in all medium except RPMI which was more fibroblast-like. The HS-5 variable morphology can be explained by the possibility of precursor types as reported by Nombela-Arrieta et al., (2012). This was not an issue in this study, as the HS-5 have previously demonstrated MSC characteristics including differentiation capacity into osteoblast, adipocytes and chondrocytes within the research group. In summary, this study has been able to demonstrate DMEM/HG medium as the medium of choice for cell growth and viability for the cell lines used for this study.

3.4.2 The evaluation of oxidative damage and cellular stress

This study was able to optimise an enzyme unit concentration required to detect oxidative lesions in the cells using the enzyme modified comet assay (Figure 3.6). Smith et al., (2006), used 0.08 enzyme units of hOGG1, Fpg unit not reported; but found the production % DNA tail intensity of about 39% using a range of 0 – 2.5mM of KBrO3. This was comparable to the outcome of 0.15 enzyme units used both hOGG1 and Fpg with 2mM KBrO3 of this study, which also produced %DNA tail intensity in the range of 39 to 42%. Therefore, 0.15U was utilised to take the assay forward (chapter 3). Also, Smith et al., (2006) reported hOGG1 endonuclease enzyme as a more specific detection of oxidative damage than Fpg, since Fpg
also detect alkyl damage and could explain why this study observed bigger tails with Fpg in most cases than hOGG1.

The optimisation of the 8-OHdG anti-DNA/RNA damage detection antibody did not reveal any differences by using the 100% methanol polished slides or unpolished slides. This study found the use of 1 µg/ml of the 8-OHdG antibody and isotype sufficient to detect oxidative damage in the cells, which was found to be effective using the H₂O₂ and KBrO₃ positive control (Figure 3.9). This outcome was supported with the co-localisation studies where the antibody was found to detect the oxidative damage impacted by 50 µM of H₂O₂ (Figure 3.14).

The data for the optimisation of the DCFDA reagent (section 3.3.4) suggested that use of 1 µM was sufficient to detect intracellular ROS in the cells (Figure 3.15). However, the evidence using the suggested 2mM KBrO₃ (Qanugo et al., 2004) as ROS inducer, neither the DEM (a potent oxidative stress inducer; Kaur et al., 2006), nor the NAC (a reported antioxidant; Aldini et al., 2018) gave the expected outcome. However, Podszywalow-Bartnicka et al., (2018), recently reported the capability of NAC to reduce ROS produced in HS-5 cells co-cultures using 5 mM NAC. This study only utilised ranges up to 2 mM and so in the future it may be worth exploring a higher NAC concentration and potentially same for DEM.

### 3.4.3 LC-MS/MS analysis

The use of LCMS has been widely applied in metabolomics and biomarker studies (Zhao et al., 2016) due to its characteristic feature to detect molecules in trace amounts, especially those with very low limits of detection whilst supporting the generation of qualitative and quantitative data. LCMS is a fundamental separation technique applied in life sciences and other related chemistry fields for the separation of organic compounds to include small drug metabolites, peptides and proteins (Wang et al., 2016).

This study attempted to develop a method to analyse the chlorambucil using melphalan as an internal standard. Initially, the method optimisation was based on a few reports for some of these agents such as carmustine, chlorambucil, and mitoanxtrone (Dhakane et al., 2012; Davies et al., 1999; Kate et al., 2010 and Zhang et al., 2010), which coincidentally were among the key agents of this study. However, the reported methods were impractical in this study, possibly...
due to the variations of this study from the reported LCMS instrument. The main complexity in developing this assay was the instability of the drugs at room temperature. The drug instability reported in this study, was also seen by Alberts et al., (1980) who observed the unstable nature of nitrogen mustards. Davies et al., (1993) also reported the same for carmustine. This study outcome was also supported by Negreira et al., (2013) who found that chlorambucil amongst 21 cytostatic agents tested, was very quick to deteriorate in aqueous solution at room temperature. Knowledge of this outcome was vital to this study as it was relevant to modify the handling (storage and usage) of these agents at room temperature, especially during cell culture. Furthermore, outcome was vital, as this study originally planned to spike HS-5 cells with drug and monitor any release into the medium over timescales. Thus, if there were detectable levels in a culture medium, study would ascertain further if these levels might align with genotoxicity or cytotoxicity generated by directly exposing the cells to those concentrations in vitro, data which would support a role for drug elution in the bystander effect. However, the fact the drugs were so unstable, even at room temperature implied it was impossible to measure them as planned, especially as the cells were at 37°C which was likely to make them more unstable according to the data procured at lower temperatures, since stability was only better in cold degrees.

The lack of this study was frustrating in this capacity that we couldn’t perform this analysis, but on the contrary, it then indirectly supported the notion that simple drug elution could not be the main or sole mechanism for bystander as the drugs were not stable to produce the outcomes we saw. Coupled with the observed outcomes in the genotox (chapter 4) data where lesions did not necessarily agree with the known modes of action, accrued evidence so far, point to a different mechanism other than simple drug elution.
3.5 Conclusion

This chapter has emphasized the importance of assay development, optimisation and revalidation of test protocols for every experiment. This would support the generation of reproducible data in the laboratory. An *in vitro* bystander co-culture model was developed in the course of this study, to provide a good culture conditions for the four cell lines used in co-culture. A protocol was developed with the use of the 8-OHdG antibody for the detection of oxidative damage in the cells, a relevant hypothesis in the bystander model. An LCMS method was developed for analysis of chlorambucil and melphalan, and can be applied in the bystander model or other biomedical research. This data generated has supported the idea that drug elution was unlikely a major player in the generation of the bystander effect. This assertion requires a confirmation using other agents. While there were some failed attempts in the optimisation steps, this has reiterated the inaccuracies with some published works based on the non-reproducibility of some of the methods and concentrations recommended. Developed methods has provided initial data that can be used for comparability studies in the future, when the assay has been fully optimised. Whilst the failed attempts in this study, the need for validation of test protocol cannot be over-emphasised and as such it is recommended for the execution of assays with consistency, to avoid unnecessary trends and bias.
Chapter 4

Genotoxicity evaluation for the in vitro bystander co-culture model

4.1 Background

The maintenance of genomic integrity is an essential part of an organism’s survival and vital to the transfer of hereditary traits to an offspring. However, genomic instability can arise due to DNA damage through exposure to genotoxic substances, radiation, endogenous active metabolites and oxidative stress. Such lesions can further impair the DNA replicative processes, transcription or translation and coupled with uncontrolled cell division processes that can lead to various mutations including DNA strand breaks (clastogenicity), point mutations and numerical chromosomal aberrations (aneugenicity). These events can occur endogenously or exogenously and DNA damage requires adequate control mechanisms (i.e. DNA damage response and DNA repair pathways) to protect the genome (Tubbs and Nussenzweig, 2017). All activities that disrupt genomic integrity are known as genotoxicity and are widely implicated in carcinogenesis (Langie et al., 2015).

Chemotherapeutic agents mainly target the DNA, with the actively dividing cells mostly affected (section 1.4); even the normal cells are damaged as demonstrated by hair loss, immunosuppression and gastrointestinal disturbances in patients (Woods and Turchi, 2013). Today, one high contributor of exogenous genotoxicity is chemotherapy and while the body is able to initiate effective DNA damage response and control measures, there is no doubt that damage still occurs following cancer chemotherapy and other occupational exposure (Cheung-Ong et al., 2013). The cellular responses to external toxic stimuli such as chemotherapy can activate various signalling molecules, including cytokines and ROS, potentially causing DNA damage or cell death (Rugo, 2005). Whether DNA damage happens or not, it is known that the resulting signalling processes from the exposed cell may affect the cell itself or alternatively affect its neighbouring cells (Demidem et al., 2006). Currently, one emerging issue is the impact of genotoxic substances to bone marrow microenvironment and its capacity to cause secondary malignancies such as donor cell leukaemia (section 1.7) following chemotherapy (Bolt et al., 2004; Neuman, 2009 and Wiseman, 2011). It is therefore important to understand the activities and genotoxic potential of anticancer drugs, as well as explore the genotoxic
potential of these agents in bystander cells; the potential mechanism of some secondary malignancies including leukaemia. Whilst there is limited evidence of chemotherapy-induced bystander effect (CIBE), this chapter aims to screen a panel of widely used chemotherapeutic agents to determine which one can or cannot produce bystander effect.

Using appropriate cell lines in the laboratory to mimic the bone marrow microenvironment, several approaches can be used for evidence of DNA damage. Such investigation involves a battery of test protocols as no single assay can detect all mutagenic outcomes (Kirkland et al., 2011). A good assessment of genotoxic damage can be made using the micronucleus and comet assay and some point mutation assays (Nagarathna et al., 2013). Such combinatory investigation facilitates a confirmation of a genotoxic agent capacity (OECD, 1987; OECD, 2015). Bystander effects are predicted to occur either through cell-to-cell communication or through secretion of soluble factors and a lot of these factors are predicted to be either short-lived such as ROS or long-lived factors such as proteins of unknown nature (Asur et al., 2010; Iyer et al., 2000 and Shao et al., 2008). Short-lived factors could lead to DNA damage which could potentially be repaired and hence a short bystander effect. Whereas long-lived factors may cause mutations which are stable and propagated in bystander cells. Based on these variable factors predicted in bystander effect, it therefore requires varied investigations using different techniques. In this study, in order to do a broad assessment of genotoxicity from bystander model, various assays were used. Comet assay was used to determine structural changes in the cell DNA; micronucleus assay with or without FISH analysis was used to evaluate structural and numerical aberrations, while HPRT mutation assay was used to measure point mutation.
4.2 Methods

4.2.1 Cytotoxicity assessment

The trypan blue exclusion assay was used to assess the viability of both pre-seeded and postharvested bystander cells, prior to determination of genotoxicity. This assay was performed as detailed in sections 2.2.6 and 2.2.7. Cytotoxicity was determined for both the directly exposed HS-5 cell line, as well as the bystander cells post co-culture. Using the clinically relevant doses of 18 chemotherapeutic agents cell viability of HS-5 was assessed at different time points (Figure 4.1). Also HS-5 cell line was used to assess cell viability of four key drugs (carmustine, chlorambucil, etoposide and mitoxantrone) at different time points and using a selected range of doses (Figure 4.2). The cytotoxicity evaluation of TK6 and AHH-1 bystander cell lines following co-culture with HS-5 was assessed for all the clinically relevant doses of 22 chemotherapeutic agents (Figure 4.3).

4.2.2 Alkaline comet assay

The comet assay, which was developed for measurement of DNA fragmentation in single eukaryotic cells, was used to detect genotoxic damage of lymphoblastic cell lines following 24 hours co-culture with the HS-5 cell line previously exposed to the clinically relevant doses of 22 selected chemotherapeutic agents (section 2.3) for 1h. All comet assays were conducted as described in 2.4.2.

4.2.3 Micronucleus assay

The micronucleus assay was used as a multi-target genotoxic endpoint to screen 22 potential genotoxic chemotherapeutic agents (section 2.3). Twenty-four hours post co-culture with the bone marrow cell line HS-5, bystander cells were harvested, measured for viability and cells scored for the presence of micronuclei. The entire micronucleus assay was executed as earlier described in section 2.4.1.

4.2.4 Pan-centromeric labelling of bystander lymphoblast cell lines

To establish the pattern of damage identified by the micronucleus assay (which detects both chromosomal breakages and loss of whole chromosome), the lymphoblast cells following co-culture were fixed, hybridised and labelled with a pan-centromeric fluorescent probe, and
evaluated using a fluorescent microscope with individual DAPI and FITC filters, and a triple band pass. Slides were scored for a hundred micronuclei for treatment groups and two thousand cells scored for control slides with low MN induction, whilst estimating presence or absence of centromere (section 2.6). Scoring criteria utilises the detection of a centromere signal in the micronuclei as an indication of whole chromosome as opposed to chromosome fragments (Fenech et al., 2011).

4.2.5 Bystander longevity assay

To determine the probable time for the bystander effect to induce cytotoxicity or genotoxicity in cells, a modification of the co-culture was applied. Briefly, HS-5 cells were exposed as stated in section 2.4 and co-cultured with lymphoblast cells for 24 hours. After 24 hours, the initial bystander cells were removed from co-culture for genotoxicity assessment and replaced with fresh culture inserts and bystander cells. This modification allowed a five-day experimental assessment of lymphoblast cells with daily replacement of culture inserts with new lymphoblast cells; cells were harvested 24 hours after the commencement of co-culture and evaluated for viability and genotoxicity. The endpoints used were MN induction using micronucleus assay (section 2.4.2) and single/double strand breaks detection using the comet assay (section 2.4.1).

4.2.6 Residual drug detection assay

In order to investigate a possible mechanism of the observed bystander effect, an assessment for residual drug effect within the HS-5 bone marrow compartment was evaluated. Briefly, the clinically relevant doses of carmustine, chlorambucil, etoposide and mitoxantrone were used to directly treat TK6 for an hour, cell viability was determined and TK6 cells were assessed for genotoxicity using the micronucleus assay. This direct bystander data was compared to the previously generated bystander effect data of TK6 cell line (Figure 4.15), as well as genotoxicity data of two different conditioned media (medium from the final (third) wash of the HS-5 cell line after 1h of drug exposure and the 24 hours conditioned medium of HS-5 cell line post exposure to chemotherapeutic agents). Under these conditions, TK6 cell line was assessed for the mechanism of simple or residual drug elution within the culture microenvironment, as well as the capacity to release other soluble factors that may induce damage in other unexposed cells within the vicinity.
4.2.7 Forward mutation assay

Using the hypoxanthine phosphoribosyl transferase (HPRT) assay as described in section 3.2, AHH-1 and TK6 (cell lines with heterozygosity for the thymidine kinase (TK) locus were used to evaluate the possible involvement of point mutation in chemotherapy-induced bystander effect. Briefly, cells were first made void of any background mutants, allowed to recover in complete culture for four days and then directly exposed to varying doses of methylnitrosourea (a highly potent mutagen) to validate the assay. The assay was then further utilised in the in vitro bystander co-culture model experiment for carmustine, chlorambucil, etoposide and mitoxantrone at clinically relevant doses, and thereafter plated with 6-TG (a toxic analogue) to positively select for mutants as well as a duplicate non-selective plating wells for assessing plating efficiency. A comparative analysis was made between the two cell lines.

4.2.8 Statistical analysis

Data presented are that of mean ± SD for three independent biological repeats, some including at least two individual experimental repeats. Results were analysed using the Graphpad Prism software to perform two-way ANOVA, employing multiple comparisons and Dunnett’s post hoc test to determine statistical difference between treated and untreated in a group and statistical significance with p value was considered as p < 0.05. For any direct comparison between a treated agent and a control, this study utilised the Student t-test following data compilation on Microsoft excel spreadsheet.
4.3 Results

4.3.1 Cytotoxicity

According to the Organisation for Economic Co-operation and Development (OECD) guidelines, the cell viability is vital to making a good genotoxic assessment, as cell viability should be at least 50% ± 5% (Honma, 2011). Its evaluation permits a determination of the lethal dose of a chemotherapeutic agent, which upon genotoxicity testing, detects its likely capacity to induce DNA damage. The trypan blue assay was used to determine cytotoxicity in the bystander cells based on its speedy procedure and the ability to exclude non-viable cells through their characteristic blue colour uptake and the capacity to exclude both apoptotic and necrotic cells (Peter, 2011). Using the trypan blue assay, harvested cells were analysed for viability, and in some cases acridine orange and propidium iodide were used and cells determined for total, live, dead and percentage viability parameters using the automated LUNA counter, which maximised accuracy and reproducibility. Following 24 hours co-culture of TK6 and AHH-1 cell lines with HS-5, cell viability determined (Figure 4.1). Genotoxicity was then assessed when cytotoxicity was found to meet OECD guidelines.

4.3.2 HS-5 cytotoxicity assessment

For this study, the bone marrow cell line (HS-5) which was constantly the ‘drug treated compartment’ for the bystander model, was assessed for cytotoxicity. Briefly, HS-5 cells (1 x 10^4/cm^2) were treated with different chemotherapeutic agents for 1h (section 2.4), resuspended in fresh medium and sampled for cytotoxicity at different time points. Eighteen (Figure 4.1) of these agents were used at clinically relevant doses to treat HS-5 cells and cells were evaluated at 1, 6, 24 and 48 hours post drug exposure.

At 1h (Figure 4.1a) all agents were above the 50% recommended threshold with exception of mechlorethamine, hydroxyurea and daunorubicin, which some witnessing a recovery to almost 50% 6 hours later. At 6 hours (Figure 4.1b), cells treated with these agents appeared stably viable with only a few exceptions, but overall viability ranged from 43% to about 80%. There was a few decrease in cell viability for some agents (cisplatin, 5-FU and methotrexate), but not beyond 50%. Hydroxyurea and daunorubicin showed a recovery in cell viability to 50%. Interestingly, at 24 hours (Figure 4.1c) the viability of these cells were all above 60%, indicating a good viability of the treated BM compartment 24 hours post chemotherapeutic
agent exposure, a time which coincides with harvesting of the bystander cells post co-culture. Mechlorethamine treated cells had recovered and the cells that witnessed a decrease at 6 hours also increased their cell viability. Of note, the topoisomerase inhibitors, plant alkaloids, melphalan, Ara-C and some antibiotics (bleomycin, doxorubicin, mitomycin C) maintained good cell viability throughout the assessed time points. At 48 hours, all cells treated with these 18 agents showed a very good recovery in percentage cell viability (Figure 4.1d).

As the focus of this study was to explore a possible role of ROS to cause bystander effect, this study avoided the generation of data that are not true bystander effect. This is following the possibility of a direct ROS release from HS-5 treated cells due to cellular lysis and death. Thus, cytotoxicity was determined for the HS-5 cells in a single culture using varying doses that included clinically relevant dose and accrued data assumed to replicate the situation when cells were in co-cultured with bystander cells. Demonstration of good viability of HS-5 over the 24 hour period suggests that any ROS arising from HS-5 cells would be as a result of a bystander effect and not cell death. To investigate this further cytotoxicity, the four key drugs: Carmustine, chlorambucil, etoposide and mitoxantrone (Section 1.4) were evaluated for their toxicity with the HS-5 cell line using a range of doses and at different time points. The choice of the doses spanned below and above the clinically relevant doses (Table 2.2) and the essence of this was to establish that the cells of the BM compartment remained viable during co-culture and that genotoxic effects observed in the bystander cells were not related to factors released from the HS-5 following cell death and lysis. These drug choices were made to serve as a representation of low and high micronuclei induction (selected from the result of the initially screened 22 agents of this study). Also, they were chosen based on their relevance with treatment of haematological malignancies (Spurgeon et al., 2012; Oliver and Palanca, 2014) and link to the induction of TRL (Kayser et al., 2011 and Morrison et al., 2002).
Figure 4.1: Cytotoxicity of HS-5 cells post treatment. HS-5 cells were exposed to the clinically relevant doses of eighteen chemotherapeutic agents for one hour, drugs were washed off and cells resuspended in complete culture medium and sampled at the indicated times. Colour codes are for drug class: alkylating agents (brown shades – column 1), antimetabolites (yellow green shades – column 2, antibiotics (green shades – column 3), topoisomerase inhibitors (blue shades – column 4) and mitotic inhibitors (purple shades – column 5). Cells were trypsinized and assessed for viability at 1 (figure A), 6 (figure B), 24 (figure C) and 48 (figure D) hours. Data represents the mean ± SD of three biological repeats, with statistical significance for *$p \leq 0.05$, **$p \leq 0.01$, ***$p \leq 0.001$ as analysed using two way ANOVA.
Similar to the eighteen agents initially assessed, these agents were used to treat HS-5 cells for 1h, trypsinized and sampled at 1, 3, 6, 24, 48 and 72 hours, a period which will enable at least one population doubling time for the HS-5 cell line. Therefore, it was expected that an increased dose would increase cytotoxicity for the same 1h exposure time. For all five doses (with clinically relevant dose as the middle dose), these agents (Figure 4.2) demonstrated at least 50% cell viability and the lowest cytotoxicity was not always the highest dose. All agents were relatively viable with chlorambucil and etoposide witnessing a decline for their lowest doses at 48 hours. Chlorambucil showed decreased cell viability (about 50%) for doses 3 to 6 µm, including the clinically relevant doses at 48 hours, but recovered at 72 hours.

Figure 4.2: Cell viability assessment for the four chemotherapeutic agents of interest in HS-5. HS-5 cell line was exposed to (a) carmustine, (B) chlorambucil, (c) etoposide and (d) mitoxantrone at varying doses ranging from low to high, including their clinically relevant doses (the middle doses in the figure) for 1h. Aliquots were taken post treatment to determine the cell viability at 1, 3, 6, 24, 48 and 72 hours. The mean ± SD is presented and data is representative of three different biological experiments. All agents show cell viabilities above 50% for all the measured time points, no dosage effect was observed and the clinically relative doses were generally stable. Data suggest the possibility of chemoresistance in HS-5 cells. These four agents became a study focus due to their implications in haematological malignancies.
The above data show no dosage effect for the evaluated concentrations, as the highest doses were relatively viable for all time, except for the observed decline to about 50% in etoposide and mitoxantrone. The middle concentrations represent the clinically relevant doses and they show good cell viability above 70% for all time points, except for the observed decrease in cell viability for chlorambucil at 24 and 48 hours to about 50%. However, there was an increased cell viability back at 72 hours. Furthermore, the morphological appearance of the treated HS-5 cells (Figure 4.2a) after 1h was observed by doing a circular mark-up of the culture plate, which was focused and image taken prior to cell treatment and same field taken after 1h. This data reveal an alteration in the adherence and plasticity of the cell lines following cell treatment. The cells appear to have more spaces in between with most appearing circular and lifted off the cell surface. In comparison with the untreated control compartment, one can observe a clear separation of the originally adhered cells from the culture plate.

![Figure 4.2a: The HS-5 morphological appearance after chemotherapeutic agent exposure.](image)

Prior to cells treatment, the individual wells for these agents were marked and representative images of the marked compartment taken upon focusing under an inverted light microscope at 10x magnification, pictures were taken before and after treatment for comparative assessment. Image suggests that the treated wells was morphologically altered (but not viability) unlike the untreated wells, evidence suggestive of drugs (carmustine, chlorambucil, etoposide and mitoxantrone) penetration into HS-5 cells in the bystander co-culture model.
TK6 bystander cells co-cultured with treated HS-5 cells for 24 hrs, generally showed good cell viability of about 65% and above for most chemotherapeutic agents with a few exceptions like the daunorubicin, docetaxel and vincristine, which were almost at a 50% borderline (Figure 4.3). The alkylating agents resulted in good viability with carmustine as most at 70% and chlorambucil at 55% with the least viability. The plant alkaloids were similar to alkylating agents except for docetaxel which produced viability of 52%. The antibiotics cell viabilities ranged between 60 to 75%, with daunorubicin as the lowest and mitomycin C as the highest. The antimetabolites were within the range of 50 to 76% viability, topoisomerase inhibitors ranged between 52% (irinotecan) to 67% (etoposide) and the plant alkaloids ranged between 51% (docetaxel) to 73% (vinblastine), all showing a good viability across board.

The mean percentage viability data of the AHH-1 (Figure 4.3) for all the chemotherapeutic agents showed good cell viability, which was non-significantly higher than for TK6 cells. Whilst the AHH-1 bystander cells showed viability from 83% (cisplatin) to 91% (mechlorethamine) for alkylating agents following co-culture with treated HS-5, the antibiotics produced viabilities between 67% (daunorubicin) to 82% (mitomycin C). Additionally, the antimetabolites produced viabilities between 77% to 85%; the topoisomerase inhibitors ranged from 73% to 89%, and the plant alkaloids were at about 73% to 83%. The sets of data represent mean values of three different repeats and give a good indication of cytotoxicity evaluation of the cells. Overall, whilst there is little difference between the control data for TK6 (83%) and AHH-1 (86%), the metabolically competent AHH-1 cell line appears to have better viability than TK6 for all agents tested.
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Figure 4.3 Percentage viability of the lymphoblastic cell lines (TK6 and AHH-1) after co-culture. Prior to genotoxicity assessment post co-culture, the harvested cells was evaluated for cell viability by the trypan blue exclusion assay using three separate representative samples and analysed automatically with the LUNA cell counter. Data is representative of three separate repeats for each chemotherapeutic agent indicated and presented as mean ± SD. Both TK6 (orange) and AHH-1 (green) bystander cells show a reasonably good cell viability of 50% and above when compared to the approximate 85% cell viability of control for both cell lines and showing a statistical significance of \(^*p \leq 0.05\) (analysed using two-way ANOVA) for carmustine in TK6 cells.
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It is of note that whilst haematopoietic cells typically succumb to these levels of dosing, instead where the HS-5 are treated, and then co-cultured (free of drug) with the TK6/AHH-1 bystander cells, that the latter have largely excellent viability, and certainly within acceptable toxicity ranges for evaluation of genotoxicity assessment according to OECD guidelines. Thus if genotoxicity is present in bystander cells following such co-culture, good viability infers that any mutagenic events are ‘real’ and of concern when the cell remains viable.

4.3.2 Genotoxicity evaluation

In order to detect the genotoxic capacity of the 22 chemotherapeutic agents, various genotoxic end points were assessed. The alkaline comet assay enables the assessment of single and double strand breaks, DNA base damage, DNA repair and alkali labile lesions in individual cells; thus a clinically relevant biomarker to detect exposure to genotoxic agent (Calini et al., 2002). The micronucleus assay is a well-established technique that is used as a genotoxicity endpoint owing to its capacity to detect chromosomal mutation transmitted to daughter cells during cell division (Hintzsche et al., 2017 and Kirsch-Volders et al., 2011). MN frequency gives an indication of the capacity of a chemical to induce damage either as clastogen or aneugen (Norppa and Falck, 2009). It also serves as a biomarker for assessing chromosomal damage due to genotoxicity testing and for biomonitoring studies following genotoxic exposures in humans (Fenech, 2000 and Schwarzbacherova et al., 2016). Based on the established potentials of these assays, they were utilised in this study.

4.3.2.1 Comet Assay

In this study, the alkaline comet assay was used to detect the induction of DNA fragmentation to TK6 and AHH-1 cells as bystander cells. Following exposure of HS-5 cells to the 22 chemotherapeutic agents at clinically relevant doses (Table 2.2), bystander cells were co-cultured with the treated HS-5 and harvested 24 hours later; 150 comets were analysed per treatment (OECD guidelines of 2014 for testing of chemicals). The assay was validated using a positive control slide of hydrogen peroxide (section 2.4.2.1). Several parameters (tail length, tail moment and percentage tail intensity) for scoring the comets exist, with no parameter superior to the other rather justifies reason for choice of any.
TK6 bystander cells (Figure 4.4), show varying degrees of sensitivity to the different classes of drugs tested. There were no obvious trends in sensitivity when comparing agents within or between the classes of chemotherapeutics. When screening all the drugs, 8 drugs significantly increased the DNA in the tail, whereas 14 did not. In comparison with the control sample, mechlorethamine (p ≤ 0.0001), bleomycin (p ≤ 0.01), Ara-C (p ≤ 0.0001), hydroxyurea (p ≤ 0.05), teniposide and mitoxantrone (p ≤ 0.0001) and vincristine (p ≤ 0.001) show a significant increase in percent DNA in the tail. DNA damage for most of the other agents was below 7%, and whilst most of these drugs (carmustine, cisplatin, docetaxel, irinotecan and vinblastine) were of similar range to the control (6%), chlorambucil, etoposide and topotecan were slightly above the control in the range of 7%. Two antimetabolites (5-FU and methotrexate) show non-significant tail retardation relative to the control, suggesting reduced DNA damage in the range of 5%.

Furthermore, mechlorethamine depicted the highest level of damage among the alkylating agents (p<0.0001) whereas carmustine, chlorambucil, melphalan and cisplatin (platinum compound) showed a non-significant increase in damage. More so, within the anti-tumour antibiotics, all agents appear to be about the level of 9% to 10% DNA damage with significant effects for bleomycin (p ≤ 0.001) and mitomycin C (p ≤ 0.05). The plant alkaloids level of damage for all agents fall within the range of 6% to 12%, but with a significant increase (p ≤ 0.0001) observed only for vincristine at a DNA damage level of 12%. There was a significant increase (p ≤ 0.001) in DNA damage observed for topoisomerase inhibitors (teniposide and mitoxantrone) drug class in the TK6 cells, while etoposide and topotecan show non-significant increase.
Figure 4.4 The percentage DNA tail intensity of TK6 bystander cells following co-culture with HS-5. TK6 cells were assessed using the alkaline comet assay and evaluated for DNA strand breaks indirectly induced by the chosen chemotherapeutic agent at clinically relevant doses. The figure shows no significant difference for 14 of the 22 drugs, with two drugs significant to the $p \leq 0.05$, 1 drug significant to the $p \leq 0.001$ level and 6 highly significantly increasing the percent DNA in the tail. Mean ± SD are presented for three independent repeats for the five classes of chemotherapeutic agents colour coded as gradients of black (alkylating agents), yellow green (antibiotics), red (antimetabolites), blue (topoisomerase inhibitors) and purple (mitotic inhibitors). Statistical significance for each data are shown as *$p \leq 0.05$, **** $p \leq 0.0001$, estimated using two-way ANOVA and Dunnett’s post hoc analysis.
Collectively, all groups of drugs demonstrated at least one drug that was able to significantly increase the DNA in the tail. However, the measurements were highly variable across the drugs in each group, with no clear pattern of reactivity. Of all the drugs, teniposide produced the largest increase in percent DNA in the tail, closely followed by mitoxantrone; both of which belonged to the group of topoisomerase inhibitors (2 out of 5 drugs). The ‘least’ reactive group arguably was the alkylating agents, with only mechlorethamine able to significantly \( p \leq 0.0001 \) increase the DNA in the tail (1 out of 5 drugs). Of the other groups, 2 out of 4 antibiotics, 2 out of 4 antimetabolites, and 1 out of 4 plant alkaloids were able to significantly increase the percent DNA in the tail. The assay was validated, and the data was supported, by an increase in tail intensity to almost 40% for the peroxide treated TK6 cells (positive control).

AHH-1 cell line (Figure 4.5) appears to have high levels of damaged DNA. It showed a more substantial level of DNA damage with most of the drugs tested in comparison to the TK6 cell line, with more drugs capable of inducing a significant increase in percent DNA in the tail (13 out of 22). The alkylating agents including the crosslinking agent (cisplatin) showed a non-significant increase in DNA damage with exception of melphalan \( p \leq 0.0001 \). More so, the anti-tumour antibiotics (bleomycin, daunorubicin, doxorubicin and mitomycin C) show the highest level of DNA damage among all the classes, showing an increased DNA damage to range between 11% to 20% and all drugs were statistically significant \( p \leq 0.001 \). Whilst etoposide \( p \leq 0.05 \); teniposide and topotecan \( p \leq 0.0001 \) and irinotecan \( p \leq 0.01 \) show a significant level of DNA damage within the topoisomerase inhibitors, mitoxantrone was surprisingly reduced in comparison to the TK6 results, to show a non-significant DNA damage level at about 6.7% in comparison to the control.
Figure 4.5 The percentage DNA tail intensity of AHH-1 bystander cells. The AHH-1 bystander cells was assessed by the alkaline comet assay to determine the percentage DNA tail intensities, following co-culture with previously treated HS-5 cells. Data is presented for the mean ± SD for the five classes of chemotherapeutic agents separated by the different colours: alkylating agents (black), anti-tumour antibiotics (yellow green), antimetabolites (red), topoisomerase inhibitors (blue) and plant alkaloids (purple). The statistical significant levels for each data are indicated as *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001, analysed using two-way ANOVA and Dunnett’s multiple comparison test.
This suggests that the metabolic capability of the AHH-1 cells can counteract the toxicity of the mechanism of bystander effect induced specifically by mitoxantrone. The antimetabolites (5-FU, hydroxyurea, and methotrexate) were all non-significant and did not increase comet tails. The vinblastine ($p \leq 0.05$), docetaxel ($p \leq 0.01$), paclitaxel ($p \leq 0.001$) and vincristine ($p \leq 0.0001$), all within the plant alkaloids show a significant DNA damage level above the control to range between 9% to 13.5%. No particular trend was observed between TK6 and AHH-1 cell lines. However, some agents were significant in both cell lines and these included the antibiotics (bleomycin and mitomycin-c), topoisomerase inhibitors (teniposide) and the plant alkaloids (vincristine). While mechlorethamine, ara-c, hydroxyurea, bleomycin and mitoxantrone were increased in only TK6, these agents (melphalan, daunorubicin, doxorubicin, etoposide, topotecan, irinotecan, paclitaxel, docetaxel and vinblastine) showed specific increase for AHH-1 cell line. The negative controls in both cell lines were approximately the same at about 6%, and similarly the positive hydrogen peroxide (H$_2$O$_2$) controls reveal high levels of DNA fragmentation, as expected corresponding to high percentage tail intensity and these were raised over and above all the other chemotherapeutic agents. However, percent DNA in the tail was slightly reduced in AHH-1 (25%) compared to the TK6 (38%), but both peroxide controls confirmed a working assay technique.
4.3.2.2 Micronucleus Assay

In this study, the ability of the 22 chemotherapeutic agents to induce bystander effect was assessed by micronucleus assay which detects the induction of chromosomal damage. Because the comet assay does not detect chromosomal damage, the micronucleus (MN) assay another genotoxic endpoint detection assay was used in order to determine DNA damage (if any); which would help inform on the phenomenon of CIBE. As with the comet assay, two cell lines (TK6 and AHH-1) was used for the MN assay. TK6 was chosen for its wide usage and application in genotoxicity testing and following the outlined advantages and recommendations of Lorge et al., (2016). TK6 has an active tumour protein gene (p53) which regulates the cell cycle, thus important in tumour suppression. The AHH-1 cell line is considered a metabolically competent cell line based on the expression of cytochrome p450, an enzyme produced by the cytochrome p450 genes, which are involved in the synthesis and metabolism of various chemicals within the cells. Thus, in addition to their advantages for use in genotoxicity testing, both cell lines are also representative of the lymphoid BM compartment; a vital representation of the bystander model. TK6 (Figure 4.6) data show an increase in the number of micronuclei scored for all chemotherapeutic agents. While the increase in some of these agents was significant (12 out of 22 drugs), the others were not significant. The alkylating agents show an increased number of MN ranging from 84 to 111 MN per 2000 cells scored. Amongst this class, only mechlorethamine showed a significant ($p \leq 0.05$) increase compared with the control whereas carmustine, chlorambucil, cisplatin and melphalan were increased but not statistically significant. The antibiotics show MN induction ranging from 72 to 104 with significant levels detected for daunorubicin ($p \leq 0.001$) and mitomycin C ($p \leq 0.05$), whereas others were non-significant. The antimetabolites’ MN frequencies varied between 88 to 141 and for all agents (hydroxyurea, 5-FU and methotrexate) MN were significantly raised ($p \leq 0.05$), except for Ara-C with a non-significant MN frequency of 92. Also, the topoisomerase inhibitors were remarkably increased showing an MN induction that ranged from 82 for topotecan and irinotecan up to 149 for mitoxantrone. Whilst etoposide ($p \leq 0.05$) and teniposide ($p \leq 0.01$) were significant, mitoxantrone even though it possess the highest number of micronuclei both within and between the groups was however non-significant. Also significantly ($p \leq 0.05$) increased were the plant alkaloids (docetaxel, paclitaxel, docetaxel and vinblastine) and they had the highest MN induction across all tested agents, ranging from low (103) to high (141).
Figure 4.6: The induction of micronuclei in TK6 bystander cells for a panel of chemotherapeutic agents. TK6 cells post 24 hours co-culture were harvested and evaluated for chromosomal damage by scoring the number of micronuclei (MN) present. The total of all MN for mononucleated, binucleated and multinucleated cells are presented for Mean ± SD for all the chemotherapeutic agents analysed and significant difference shown as *p ≤ 0.05, **p ≤ 0.01 and ***p ≤ 0.001, as analysed used two-way ANOVA and Dunnett’s post hoc multiple comparison test. The data presented show control as colourless, alkylating agents (shades of black), antibiotics (shades of yellow green), antimetabolites (shades of red), topoisomerase inhibitors (shades of blue) and mitotic inhibitors (purple shades). Data show the mitotic inhibitors with the highest MN induction before the alkylating agents; while the other classes were similar.
In contrast to TK6 cells, the AHH-1 cell line (Figure 4.7) MN induction frequency increased substantially for all the chemotherapeutic agents. Generally, the number of MN induced by the alkylating agents (153 to 187) and antibiotics (147 to 197) appear almost identical as shown by their total MN range, whereas there was large variation within and across the group of antimetabolites, topoisomerase inhibitors and plant alkaloids. The alkylating agents were all significant (cisplatin; $p \leq 0.01$, mechlorethamine and melphalan; $p \leq 0.05$) except carmustine and chlorambucil, although it had an increased MN of 178. The antibiotics show an MN induction ranging from 147 to 197, which show significance (bleomycin; $p \leq 0.05$), doxorubicin and mitomycin C; $p \leq 0.001$) for all agents except daunorubicin. The antimetabolites were all significant (Ara-C; $p \leq 0.001$, hydroxyurea; $p \leq 0.01$ and methotrexate $p \leq 0.05$) except 5-FU with an MN induction of 114. More so, the topoisomerase inhibitors’ MN frequencies were shown to be between the lower MN inductions of 98 (topotecan) to a higher level of 195 (etoposide). Whilst etoposide ($p<0.01$) and mitoxantrone ($p<0.05$) were statistically significant, teniposide, topotecan and irinotecan were non-significant. Of note were the plant alkaloids which all show a good statistical significance with an increased micronuclei frequency ranging from 108 (docetaxel; $p<0.01$) to 211 (paclitaxel; $p<0.001$).

As seen with the comet assay, the AHH-1 levels of genotoxicity in the form of MN were higher in comparison with TK6. MN induction of each group in AHH-1 cells were raised compared with their TK6 counterpart as evidenced in Figure 4.7. Agents that were significant in both cell lines include mechloerethamine (alkylating agent), mitomycin C (antibiotic), hydroxyurea and methotrexate (antimetabolites), etoposide (topoisomerase inhibitors), as well as all plant alkaloids except docetaxel. There was an observation of similar background levels of MN for both cell lines (TK6; 2.15% and AHH-1; 3.25%) which in comparison to the treated data are considerably low.
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Figure 4.7 The micronuclei induction in AHH-1 bystander cells for some chemotherapeutic agents. AHH-1 cells were scored based on observation of micronuclei induction. Data is presented for the mean ± SD of 2000 cells scored and the statistical significance level represented with asterisks on the respective bars as *p ≤ 0.05, **p ≤ 0.01 and ***p ≤ 0.001 analysed using two-way ANOVA and Dunnett’s test of multiple comparison, as shown for three independent experiments (n=3). Data show differences in the MN induction within each class as colour coded: alkylating agents (shades of black), antibiotics (shades of yellow green), antimetabolites (shades of red), topoisomerase inhibitors (shades of blue) and mitotic inhibitors (purple shades). All the classes investigated for this cell line show a very high MN induction in the range of 80 to 200 with vast number showing statistical significance.
Following the accrued data for the initial screen of the 22 chemotherapeutic agents, other assays focused on the four key drugs to help establish possible mechanism for CIBE and provide further clarity to the outcome of the earlier genotoxic assay.

**4.3.2.3 Human pan-centromere labelling**

In this study, FISH labelling of centromeres (section 2.6) was used to analyse the bystander cells to investigate the type of MN observed within the micronucleus assay. Identification of the origin of MN is necessary for genotoxicity testing or in biomonitoring studies as exposure to a chemical majorly induces a particular type of damage (Norppa and Falck, 2003). To assess this mutation assay, presence of a centromere signal in the MN infers loss of a whole chromosome (aneugenicity) whereas absence of centromere signal in the MN infers chromosomal breakage (clastogenicity).

Figure 3.5 shows the data for the evaluation of the fraction of centromere positive and centromere negative MN scored for the TK6 and Kasumi-1 cells. TK6 was utilised for the reasons in section 4.3.2.2. As the study evolved the Kasumi-1 cell line (a myeloid cell line) was added to complete the typical BM compartments, which also evidenced an increase in MN induction in the duration assay (Figure 4.14). Thus, in an attempt of the *in vitro* bystander model to mimic the *in vivo* BM as a proper representation of the DCL study, FISH analysis was performed for these lymphoid and myeloid cell lines. Overall, a total MN in 2000 cells were scored per slide for the control sample and 100 MN assessed for each treated sample; the data was averaged for the three repeats. The TK6 cells data showed that most agents could induce centromeric signal in MN (Figure 4.8) with all drugs having roughly equivalent centromere positive to negative MN. All drugs showed a slight ‘preference’ to centromere positive, except for mitoxantrone. The alkylating agents (carmustine and chlorambucil) exhibited an equal number of centromere positive and centromere negative MN frequency, shown as 59 and 41 respectively and these were statistically significant \((p \leq 0.01, ***p \leq 0.001)\) relative to the control. Whilst etoposide scored 55 for centromere positive, mitoxantrone was slightly less at 46. Also, etoposide scored 45 centromere negative but mitoxantrone scored 54.

This assay was analysed based on the scoring that MN less than or equal to 50% are representative of a mixed events whereas aneugenic event would predominantly be above 70%. It is of interest that there is approximately equal centromere positive to negative MN for the topoisomerase inhibitors, as these are known clastogens. This suggests that the mechanism for
genotoxicity in bystander cells is unlikely due to drug elution from treated cells. These data indicate that carmustine, chlorambucil and etoposide MN induction are of mixed mode of action for the TK6 cell line.

Figure 4.8 Comparative assessment of aneugenicity and clastogenicity in MN of bystander cells using pancentromeric probe. The number of MN obtained in the bystander co-culture model for the TK6 and Kasumi-1 cells following HS-5 exposure to the clinically relevant doses of carmustine, chlorambucil, etoposide and mitoxantrone. Data represents the mean ± SD for three biological repeats (n=3) of the induced MN in bystander cells. Significance levels of \( *p \leq 0.05, **p \leq 0.01, ***p \leq 0.001 \) and \( ****p \leq 0.0001 \) (analysed using student T-test relative to individual controls) are indicated on the bars as compared to their respective control values. The MN induction in control data were scored for a total of 2000 cells, whereas treated samples were scored as centromere positive or negative per 100 micronucleated cells.

Contrary to the TK6 cells, the Kasumi-1 cell line showed evidence that all tested agents possess a MN frequency with a higher number of centromere positive signals (Figure 4.9). Only carmustine had lower centromere positive MN than in TK6, but still showed a preference towards aneugenic events. The number of MN with centromeric signals that were scored for Kasumi-1 are as follows: 55 (carmustine), 63 (chlorambucil), 58 (etoposide) and 70 (mitoxantrone), whereas the number of MN with no centromere signals were 45 (carmustine), 37 (chlorambucil), 41 (etoposide) and 30 (mitoxantrone). These data were the average of three independent assessments. Whilst carmustine, chlorambucil and etoposide could still be
considered of ‘mixed mode of action’ in producing a cytogenetic bystander effect with Kasumi-1 cells, conversely mitoxantrone could be considered primarily aneugenic (70% of events were centromere positive). This is in contrast to its known mode of action of being a clastogen during direct exposure to cells. This again supports the idea that the drug is not simply eluting from the HS-5 treated cells, but some other mechanism is at play. Furthermore, the variation in the outcomes for TK6 and Kasumi-1 with pancentromeric labelling, as well as the differences in data for comet and micronuclei between TK6 and AHH-1, strongly suggest that the bystander cells themselves have an influence on the outcome toxicity, given they were all co-cultured with the same treated HS-5 cell line.

Figure 4.9: Fluorescent in situ hybridisation of the bystander cells. TK6 and Kasumi-1 cells following the in vitro co-culture experiment were harvested, evaluated for cytotoxicity and slides prepared for micronucleus assay. Slides were painted with the ready to use FITC labelled human pan-centromeric probe (Cambio, UK) using the in-house FISH technique optimised. Slides were visualised with separate channels of Dapi, FITC and merged on the ImageJ software. Images (40x magnification) are representative of how the centromere positive chromosome or centromere negative micronuclei was scored in both cell lines.

Since MN can arise from various sources including chromatid fragments, whole loss of chromosome or a combination, using the FISH technique to quantify MN induction enables an assessment of the fraction of clastogens and/or aneugens (Figure 4.9). It should be mentioned
that according to guidelines (Doherty, 2011), a total of 100MN should normally be scored for treated cells for this type of technique, but for uniformity and comparative analysis between agents especially for cases with low MN induction like control sample, a total of 2000 cells were scored as recommended. Such comparison between controls indicate that 10.95% of TK6 show a centromere signal and about 9.05% show no centromeric signal. Additionally, about 12.3% (centromeric positive) and 7.62% (centromeric negative) of the total cells scored for Kasumi-1 cells indicates similarity with the TK6 control.

### 4.3.2.4 Hypoxanthine phosphoribosyl transferase (HPRT) mutation assay

Mutations are those changes caused by mutagenic chemicals, radiation, viruses, transposons and errors in cell division or DNA replication thereby resulting in a change in the DNA sequence of a cell (Nagarathna et al., 2013). These mutations could be structural aberration, genome mutation or single gene point mutation. The HPRT assay was designed as part of the battery of tests needed in combination with bacterial gene mutation and chromosomal aberrations for the specific detection of mutation caused by certain chemicals or toxic substances in mammals. The HPRT assay is advantageous for its gene specificity, response to a large mutagen spectrum and capacity of testing on human derived cell lines. The human lymphoblastoid cell lines such as AHH-1, TK6 and MCL-5 were the preferred cell line of choice as they are male cell lines with heterozygous sex chromosomes, thereby allowing loss of function selection for the target gene on X chromosome.

To investigate the possible involvement of mutants point mutations in CIBE, the HPRT assay was applied to the in vitro bystander co-culture (section 2.2). Four 96 well plates per treatment/dose containing 0.6 µg/ml of 6-TG for the positive selection was prepared, filling the inner wells (4x10^4 cell/well) per plate and leaving the outermost wells to avoid desiccation. Another four 96 well plate containing only 20 cells per well was plated per treatment for the plating efficiency evaluation. This method was adapted from Thomas et al., (2013) and Doak et al., (2007). On the 13th day, live colonies (HPRT+) were scored and analysed as in Johnson (2012). Methylnitrosoureas (MNU - positive control) doses (0.0025 µg/ml, 0.01 µg/ml, 0.025 µg/ml and 0.075 µg/ml) on AHH-1 cells showed mutant frequencies (MF) just under 2 x 10^{-5} for the two lower doses and about 3 x 10^{-5} for 0.025 µg/ml and 5 x 10^{-5} for 0.075 µg/ml doses (Figure 4.10A). The bystander data for AHH-1 shows carmustine MF as just under 1 x 10^{-5}, chlorambucil with 1.7 x 10^{-5}, etoposide as 2.7 x 10^{-5} and mitoxantrone as 4.2 x 10^{-5}. For MNU
and other agents used, only the highest dose and mitoxantrone respectively were statistically significant (p ≤ 0.05) compared with the controls. The MF of mitoxantrone in AHH-1 bystander cells corresponds to that of the highest dose of MNU investigated at 5 x 10^-5. The relative plating efficiencies were plotted against the increasing MNU doses and other chemotherapeutic agents used (Figure 4.10 A&C). The MNU plating efficiency showed no dosage trend, but the lowest and highest dose appeared lower than other doses. Significant to the control were the 0.025 µg/ml dose for MNU (p ≤ 0.001), and etoposide (p ≤ 0.05) of the bystander cells. The MNU data was a proof of concept that the assay was valid and functional as the mean data of three repeats were comparable to that of Thomas et al. (2013).

Contrarily, the TK6 cells with same MNU doses (Figure 4.10 B&D) showed no change in MF for the lowest dose compared with the control, but a dose dependent increase for the next two doses, and plateau between the final two doses. MNU revealed an increased MF corresponding to increased dosage, but this was not a linear response. Only dose 0.075 µg/ml was significantly different (p ≤ 0.001) to the control. The bystander TK6 cells revealed a significant value for etoposide (p ≤ 0.05) as the highest MF, to be more potent than carmustine which showed a non-significant MF of 3 x 10^-5, and both agents were the most decreased of the plating efficiencies at 60%. Etoposide MF was above the highest MNU dose, showing statistical significance for both plating efficiency (p ≤ 0.01) and the MF (p ≤ 0.001). Whilst mitoxantrone was raised, chlorambucil was almost the same as the control and neither of these agents was statistically significant. Parallel to the increasing doses of MNU were the relative plating frequencies of these agents for both the positive control and bystander cells. These data is a representation of the plating efficiency and viability assessment for three biological repeat experiments. The relative plating efficiencies performed as part of the post assay analysis were good, with the highest dose of MNU at 100% and TK6 cells significant at 60% (p ≤ 0.01). The bystander cells plating efficiencies were above 80% in AHH-1 cells with etoposide significantly higher than untreated control at 110% (p ≤ 0.05), while the cell viability of TK6 cells reduced at about 50% for carmustine and etoposide compared with the untreated control, but these were still within the acceptable 50% limit (OECD, 1997).
Figure 4.10 HPRT dose response to MNU of AHH-1 and TK6 and their bystander mutant frequencies. Various doses of MNU were used to determine a dose response of directly treated (straight line) AHH-1 (A) and TK6 (C). HPRT mutant frequencies for the bystander cells (bar charts) are shown for AHH-1 (B) and TK6 (D) cells. The data represents the mean ± SD for three biological repeats of AHH-1 cells but two repeats of TK6 cells are shown. The plating efficiencies of MNU are depicted in dotted lines (A&C) and that of the bystander cells as a straight line (B&D). While MNU showed a non-linear dose response, etoposide consistently revealed evidence of point mutation in both cell lines. Statistical representation are shown for *p ≤ 0.05, **p ≤ 0.01 and ***p ≤ 0.001.
All cells were evaluated for cytotoxicity following exposure to treatments. Cells were assessed by trypan blue exclusion following exposure to treatments in HAT and HT media. Also at pre and post MNU/chemotherapeutic agents exposure, cell viability was estimated before cells were seeded in 96 well plates for mutant frequency estimation. Data (Figure 4.11) show a relatively good cell viability, with minimum of 60% overall. Whilst the untreated control showed an almost 100% cell viability, there was an observation of a significant (*p ≤ 0.05 and ***p ≤ 0.001) decrease for the treated agents especially in all MNU doses (0.0025 to 0.075µg/ml) of both cell lines. Only carmustine treatment in TK6 cells showed a significant (*p ≤ 0.05) decrease from the control.

![Figure 4.11: The cell viabilities of AHH-1 and TK6 cells used to assess the HPRT point mutation.](image)

Following removing of background mutants from the cell lines, AHH-1 and TK6 cell were directly exposed to concentrations of MNU as positive control (A) and some were used in the co-culture model as bystander cells (B). After treatments, the cell lines were allowed to recover, proliferate and increase in cell number. Cytotoxicity was assessed and cells plated in four repeats for MF assessment and same number for plating efficiency determination. Cell viability was assessed by trypan blue exclusion. Presented data are for n=3 in AHH-1 and n=2 for TK6 bystander. Both cell lines show good cell recovery with cell viabilities above 70%, with statistical significance shown for *p ≤ 0.05, **p ≤ 0.01 and ***p ≤ 0.001.
Both AHH-1 and TK6 bystander cells showed independent specific mutation induction. Whilst they show similar evidence of a non-linear dose response for MNU, their plating efficiencies were different and so was the bystander outcome. Taken together, although these cell lines showed different outcomes with different agents, it would be logical to argue that except for chlorambucil, all agents exhibit a capacity for single point mutation within the bystander assay, but the outcome appeared to be dependent on the bystander cell and the agent used. This suggest that the incoming donor/bystander cell may play an important role in the outcome for genotoxicity.

4.3.4 Bystander duration determination

This study investigated the longevity of the bystander effect over a five-day period. As described in section 4.2.5, the HS-5 cell line was exposed for 1h at clinically relevant doses of carmustine, chlorambucil, etoposide and mitoxantrone. Post-exposure, cells were harvested 24 hours later to assess for viability and genotoxicity. Each day of the assay witnessed a harvest and replacement of the bystander culture insert with new lymphoblastic cells. Such daily replacement was to enable a specific detection of the exact day for the induced DNA damage.

4.3.4.1 Cytotoxicity of bystander duration cells

Cell viability was analysed daily using the dual staining acridine orange and propidium iodide stain (50 µg/ml stock) and read using the Luna counter fluorescence reader. Three readings were taken for each sample using different field of view and the mean value presented.

Analysis of the cytotoxicity (Figure 4.12) data generally depicts an overall population of viable cells throughout the five days. In comparison with the control, all four agents showed viability between 60 to 80 % over the entire duration of the experiment. In the TK6 cells the viability of day 1 was the lowest, but still above the 50% threshold required by OECD guidelines. Viability gradually improved for all four drugs over the 5 days, and none was significantly lower in comparison with the control. Therefore, although the greatest toxicity appeared to be on day one, there is little difference in viability of TK6 between each day for all drugs, though viability was consistently lower than the control.

Furthermore, the Kasumi-1 cell line showed a very good viability in the range of 70 – 85 for the entire duration. Chlorambucil viability was almost steady at about 75% with a slight rise on the final day to about 80%. Etoposide revealed a decline in viability (~60%) for days two
and three and returned to 80% on days four and five. Mitoxantrone did show an almost steady percentage viability for the whole five days, ranging from 70% to 80%. In some cases the mean viability for the cells, non-significantly exceeded that of the controls.

The very good viability of both cell lines with all agents achieving the accepted viability limit supports the criteria for evaluation of genotoxicity in these cells. It is of note that bystander cells showed consistently good viability through the range of assays performed in this thesis, suggesting that this could be problematic if the same occurred in vivo. Specifically, low cell death with concomitant genotoxicity could propagate mutagenic events, and this is particularly relevant when considering the data and duration of viability for Kasumi-1, where proliferation and viability appeared occasionally to exceed that of the untreated controls.

![Graph of Cell Viability](image)

**Figure 4.12 Comparative percentage viability of lymphoblastic TK6 and myeloblastic Kasumi-1 over a five-day period assessed in the bystander co-culture model for the four key chemotherapeutic agents.** Twenty-four hours post co-culture, cells were harvested and cell viability evaluated using the acridine orange/propidium iodide stain and automatic cell viability evaluation by LUNA counter. Data is presented for three independent biological experiments and mean ± SD are indicated. All cells show at least 60% cell viability for all days and statistical significance is shown for *p ≤ 0.05 and **p ≤ 0.01 as performed with two way ANOVA and Tukey’s multiple comparison test.
4.3.4.2 Comet assay evaluation of bystander duration

Assessment of DNA strand breaks was investigated in TK6 and Kasumi-1 cells for each day of the 5-day co-culture. Once cell viability was determined (Figure 4.12), 2.5 x 10^4 cells/ml was mixed with a low melting agarose, allowed to set on a gel bond and once comet electrophoresis was completed, cells were scored immediately using the comet IV software.

All values were compared with the untreated control on their respective days. The TK6 cells (Figure 4.13) showed no evidence of DNA damage with the tested agents on any day over the five period. Carmustine showed a trajectory increase from day 1 to 4 and rapid decline on day 5. Chlorambucil showed a similar pattern to carmustine with exception of a slight decrease on day 3 to below 10% and a further rise and decline on days 4 and 5 respectively. There was increase observed for either the topoisomerase inhibitors (etoposide and mitoxantrone) relative to the control, however they both slightly declined on day 5. All the tested agents showed a non-significant difference between each day and within each day. Only the values for the assessed positive control was highly significant (p ≤ 0.0001), thereby indicating that the assay worked, but there was just no significant DNA damage detected in the cells over the five day period. Whilst there appeared to be a slight rise in DNA in the tail on day 4, this was also observed for the control, and no statistical differences were noted.

The Kasumi-1 (Figure 4.13) cell line evaluation showed no difference for all agents on day one in comparison with the control. Carmustine and chlorambucil did show a very minimal raise on day three, but on the other days tended to be the same as, or lower than the control. However, etoposide and mitoxantrone showed an indication of DNA fragmentation in comparison with the control on day 2, returning to basal levels by day 4 and 5. Increases in DNA fragmentation for these drugs, was however, not significant. Only the H2O2 positive controls were statistically significant. When all the bystander duration comet data is considered, it indicates no DNA strand breaks were induced in the bystander cells by these agents at any time. Whilst TK6 cells appears to peak at day four, Kasumi-1 peaks around day 2, with no further effects observed in the other days. Considering the initial screen of 22 drugs, and the focus here of four drugs over 5 days, it appears that little DNA fragmentation is caused in bystander cells. This may offer insights into the type of signalling molecules that potentially released from the HS-5 cells in response to the chemotherapy treatments.
Figure 4.13 Comet assay assessment of TK6 and Kasumi-1 over a five-day period assessed for the four key chemotherapeutic agents. The percentage DNA tail intensity of TK6 and Kasumi-1 cells post co-culture was evaluated using the alkaline comet assay with hydrogen peroxide as positive control (an indication that the assay is sensitive). There was a daily replacement of cells and each bar represents the mean ± SD as analysed for three different biological experiments. Only the H\textsubscript{2}O\textsubscript{2} in both cells show statistical significance for *\(p \leq 0.05\), **\(p \leq 0.01\) and ****\(p \leq 0.0001\), as estimated using two-way ANOVA and Dunnett’s multiple comparison test. None of increases evidence were not statistically different from the treated cells for none of the days, as estimated to their respective control data.
4.3.4.3 Micronucleus assay evaluation of bystander duration

Further to the initial MN assessment of the 22 screened chemotherapeutic agents, the ability to induce MN over a five-day period was assessed.

The TK6 cells (Figure 4.14) showed evidence for increased micronuclei over the five days assessed. There was high rate of DNA damage evidenced in TK6 over a 24 hour period for day 1 and a continual rise up to day 3 for all four agents. Carmustine demonstrated a steady increase in MN, peaking at day 3, but then declined over days 4 and 5; except for day 2, all its changes were significantly (p ≤ 0.01; p ≤ 0.0001) increased relative to the control. Chlorambucil also showed a steady rise in the number of micronuclei, similarly peaking at day 3, after which there was a continual decline up to day 5; however, chlorambucil was significantly (p ≤ 0.01; p ≤ 0.0001) different to the control on every day, except day 1. Etoposide was almost identical in numbers of micronuclei and trends as described for chlorambucil whereas mitoxantrone appeared to peak twice, on days 2 and 4, with a return to basal levels on day 5. In comparison with the controls of the individual days, for days 1 to 4, all agents were statistically significant for all days except the carmustine in day 2 as well as the mitoxantrone of day 3. All agents of day 5 were reduced and were statistically relevant (p ≤ 0.01) except for etoposide.

Furthermore, in the Kasumi-1 cells (Figure 4.14) carmustine evidenced almost similar micronuclei induction on days 1, 4 and 5 but with an increase on days 2 and 3. Chlorambucil witnessed an increase in MN induction on days 2, 3 and 4 with a return to basal level (as day 1) on day 5. Etoposide show continual increase on day 2, to peak on day 3 with decline on days 4 and 5. Mitoxantrone had same trend as etoposide, increasing up to day 3, reaching its peak at day 4 and a further decline on day 5. Notably, all these agents demonstrated significant (p ≤ 0.0001) differences on each day relative to the control of individual days and as in TK6 cells, show a general increase on days 2 up to 4, but on day 5 witnessed a decline. In contrast to TK6 all the decline on day 5 appeared to show similar level of MN induction as day 1.

Collectively, this continual induction of micronuclei over three days after initial exposure is highly suggestive of a possible long-lasting effect of the signal transduction or other potentiating factors, like stress, occurring with the cells in co-culture. Given the clinical observation that stem cells are usually infused around day 2 post-conditioning therapy, and day 5 is considered the latest day that infusion could take place, it is possible that there is never a
‘safe time’ to infuse stem cells to avoid the occurrence of a bystander effect, and possible induction of DCL.

Figure 4.14: Micronucleus assessment for the duration of bystander effect in TK6 and Kasumi-1 cell lines. After an initial 1h exposure of BM cell line to chemotherapeutic agents, they were washed three times in culture medium and co-cultured for 24 hours with TK6 and Kasumi-1 cell lines. TK6 and Kasumi-1 cells were harvested post-co-culture and analysed for genotoxicity by micronucleus assay. This evaluation was performed over a five-day period, with daily replacement of fresh lymphoblast cells and then cell harvest 24 hours post co-culture for MN genotoxicity evaluation. Mean ± SD are represented in each bar (days 1 to 5) for three separate experiments (n=3) and statistical significance shown for **p ≤ 0.01 and ****p ≤ 0.0001 in both cell lines as analysed with two way ANOVA and Tukey’s multiple comparison test.

4.3.4.4 Medium transfer experiment

The bystander effect results in the damage of cells that were not originally exposed to any damaging agent such as chemotherapy or radiotherapy. It has been reported that medium from irradiated cells was able to transfer cytotoxic factors to cells in co-culture which were not directly exposed to irradiation (Shao et al., 2001; Lyng et al., 2002). Some authors of RIBE reported the ability of treated cells to transfer genotoxic signals to bystander cells through their conditioned medium experiment. They noted that all cells were not capable of producing this transferable cytotoxic factors and some cells do not also have the capacity to receive the transmitted signals and hence concluded the mechanism of signal transduction through soluble factors as bystander mechanism and not through cell contact (Prise et al., 2003; Lyer et al., 2000).
To investigate the possibility for the transfer of cytotoxic signals to bystander cells, a conditioned medium experiment was set up. Also, based on the increased MN induction observed in this study, an investigation into the mechanism of drug elution was carried out through conditioning the cells with medium from the final wash and by LCMS (chapter 3) as well. Thus, this study compared the MN induction generated from a direct exposure of TK6 cells using the clinically relevant doses of carmustine, chlorambucil, etoposide and mitoxantrone with the MN induction frequency of two conditioned medium (final wash of treated cells and 24 hours conditioned medium from previously exposed cells). These various conditions were estimated as described in section 4.2.6.

As described earlier for this study, 2000 cells (Figure 4.15) were scored per experiment and a total of 6000 cells were evaluated per treatment, per condition and all cell viability was assessed (Figure 4.16). Direct treatment indicates a high induction of MN ranging from the least with 165 (mitoxantrone) to the highest with 222 (chlorambucil) and all agents were statistically significant compared with the control. Direct exposure in comparison with the bystander data for all four agents (with a slight exception of mitoxantrone) far exceeded the number of MN induced in the bystander cells. The conditioned medium was comparable to the duration bystander data indicating an effect over time, but the final wash medium was not comparable. The final wash medium was expected to produce low levels of MN as a potential indication that all traces of drug were removed from the HS-5 cells. Only mitoxantrone showed similar MN induced by the final wash in comparison with the conditioned medium and bystander cells. All the other drugs demonstrated little difference in MN induction compared with the control for the final wash. For all drugs, the MN outcomes were virtually the same for both conditioned medium and bystander cells, although there was more variation in the bystander data, evidenced by the large error bars.
Figure 4.15: Effect of chemotherapy on induction of micronuclei in directly exposed and indirectly exposed TK6 cells. MN data of the indirectly (bystander) exposed cells of the co-culture model was compared to MN data acquired using the third (final) medium wash off of the HS-5 bone marrow cells after treatment, to incubate bystander TK6 cells for 24 hours. Direct comparison was prepared by treating the cells with the agents directly while the conditioned medium data was obtained from the harvested bystander TK6 cells co-cultured with the 24 hours incubated/conditioned fresh medium of HS-5 cells alone post treatment exposure. Mean ± SD of three independent experiments are represented and the asterisks depicts significance levels for *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001 as analysed using the student T-test against their respective controls.

The cell viability data (Figure 4.16) of the medium transfer experiment and other conditions showed an overall good viability at about 60% and above, with the least viability evident in the direct treatment. The direct treatment showed reduction for all agents when compared with the untreated control. The reduction in all direct treatment was statistically significant (**p ≤ 0.01) with etoposide at *p ≤ 0.05. In the conditioned medium, while carmustine, chlorambucil and mitoxantrone showed viability at 80%, with mitoxantrone showing a statistical significance (*p ≤ 0.05), etoposide cell viability was at 65% and was highly significant (*p ≤ 0.001). The cell viabilities of the final wash was also very good, showing viabilities at about 70%; and while
they were less than the observed viabilities of the conditioned medium, they were however higher than the direct treatment.

Figure 4.16: HPRT Cell viability assessment of TK6 cells in varying treatment conditions. TK6 cells directly exposed to clinically relevant doses of these four key chemotherapeutic agents was compared against the cell viabilities from HS-5 conditioned medium and final wash medium. Cell viabilities in all conditions were above the 50% threshold for all the agents relative to their separate controls. Data represents the mean ± SD of three separate experiments and the statistical significance shown as *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, as extrapolated by student T-test.
4.4 Discussion

The use of chemotherapeutic agents for treatment cycles and conditioning regimen for haematological malignancies and solid tumours to include leukaemia, has been revolutionised in the past decade to reduce the common immediate side effects such as nausea, hair loss and vomiting. Chemotherapeutic agents exert their effects on both target DNA and non-targeted DNA. Although this effect is advantageous as it culminates in the induction-remission stages of most treatment, it is however not without complications (Partridge et al., 2001). The different mechanism of actions of chemotherapeutic agents are discussed in section 1.4.

Whilst the functions of these agents are well described, there is however paucity of data about their genotoxicity in an *in vitro* bystander co-culture model. More so, the concept of CIBE, originated in the last 10 to 20 years, but has limited evidence of existing and has been demonstrated previously only in a few drugs and chemicals, e.g. cisplatin, bleomycin and some nitrosoureas (Chinnadurai et al., 2011; Demidem et al., 2006). The data presented in this thesis is the first time that CIBE has been demonstrated in such a wide (22) range of chemotherapeutics. Researchers utilise vital tools to discern the potential of these agents to cause genotoxicity, the result of which would aid biomonitoring and better efficacy with therapy. This chapter discussed the varied experiments performed in an attempt to unravel the likely indirect genotoxic potential of 22 different chemotherapeutic agents following exposure to HS-5 cell lines and co-culture with TK6, AHH-1 or Kasumi-1 cell lines. Elucidation of this indirectly induced DNA damage is important as it poses a detrimental effect on patients’ health clinically, mainly in the concept of off-target effects and potential induction of mutagenic events in transplanted stem cells.

To study this effect, three known genotoxicity tests (comet, micronucleus and HPRT mutation assays) were utilised owing to their ability to measure varying endpoints that would facilitate proper conclusion of an agent’s activity. Additionally, in order to specifically narrow down the type of damage detected by the micronucleus assay, the FISH technique was used by labelling the cells with a human pancentromeric probe. This latter technique focused on two cell lines (TK6 and Kasumi-1) based on their MN evidence of bystander effect (Figure 4.14) and as a representation of the lymphoid and myeloid bone marrow compartments. Only the four main drugs of this study was analysed.
4.4.1 Cytotoxicity assessment following co-culture of bystander cells

Assessing the viability of the exposed HS-5 cells is vital to the effective study of genotoxicity testing. Cytotoxic evaluation permits the determination of the lethal and tolerable dose of any chemotherapeutic agent; genotoxicity testing then allows the detection of that agent’s capacity to cause DNA damage (Shi et al., 2010) providing toxicity is not excessive. In this study, the major method for determination of cell viability was the trypan blue exclusion assay whose principle relies on the capacity to exclude dead cells with stain uptake due to its compromised membrane integrity (Strober, 1997). Remarkably, the traditional trypan blue assay that is widely used in laboratories applies the laborious microscopic visual evaluation of cells. It is mostly limited to cell lines and well purified primary cell analysis (Chan et al., 2012). However, this study utilised trypan blue both manually and an image based cytometry (LUNA counter) with capacity to visually mark-up live versus dead cells, by enabling the consistent use of a cell size specific protocol and an automated determination of total cells, live cells, dead cells and percentage viability of the cells. The speedy quantification of this method guarantees quick procedure and handling of the cells to avoid structural compromise and a precise detection of the genotoxic capacity of a chemotherapeutic agent, especially for comet assay with an increased tendency of possible repair capacity of the DNA damage. Additionally, a dual staining (acridine orange/propidium iodide) fluorescent technique was employed in the later part of this study after the initial 22 drug screening, following a recommendation for better and specific detection of cell viability by fluorescent dye. However, both methods generated comparable data. All approaches were used, depending on the stage of the research. Overall, the study subsequently relied on the cytotoxicity data generated by the LUNA cell counter image fluorescent technique, based on its earlier stated merits (section 2.2.7).

In this study, cell viability was key to every experiment that was performed. For all genotoxicity assessment, a determination of the cell viability was ascertained prior to using the adequate number of sample for each test. Except for where otherwise stated, samples were consistently above the 50% OECD guidelines prior to investigation. Cell viability was determined for all initial seeding density and post chemotherapeutic exposure for HS-5 as seen with its cytotoxicity data. Notably, the overall cell viability throughout the bystander cells was very good in all the experiments when compared with the viabilities of the direct measurements, relative to their respective controls. In a way, this is not surprising as the
chances are that viability can only be reduced if they were directly exposed to the agent or if the drug was eluting, then it would likely be at a lower dose than the directly exposed cells, thus probably reducing the overall toxicity. However, the data for genotox (to be discussed below), supports the idea that the drug is not eluting from the cells, as the genotox outcomes do not match what is expected for these drugs when directly exposed to the cells. For instance, one would expect an increased percentage DNA with the topoisomerase inhibitors or tail retardation with melphalan (alkylating agent), but this was not the case, although this study is however mindful that these outcomes were performed in a bystander model. Thus, the observed genotoxicity (section 4.4.2) relates to something else, which does not reduce viability as much. With the exception of Kasumi-1 cell line, all other cell lines that showed good viability are not leukaemic cell line and so their tolerability to these agents cannot be due a leukaemic origin. Given that genotoxicity can only manifest itself in a live cell, excellent viability here supports the idea that bystander could overall be more detrimental than direct exposure as the cells seem to survive the toxic insult.

4.4.2 Genotoxicity evaluation of bystander cells using the comet assay

The alkaline comet assay is a widely accepted tool for the assessment of DNA fragmentation and determination of DNA repair efficiency in eukaryotic cells (Collins, 2004 and Gunasekarana et al., 2015). One advantage of DNA damage assessment methods is being rapid, simple, sensitive and the ability to detect damage to both proliferating and non-proliferating cells and this makes the technique of comet assay to stand out amongst other diagnostic methods (Liao et al., 2009). The versatility of this assay has been applied in numerous studies investigating DNA damage of genotoxic agents, biomonitoring of occupational exposures, DNA repair capacity (Azqueta et al., 2014), therapy monitoring for different diseases (Dusinska and Collins, 2008) and detection of sperm DNA damage in oligozoospermic samples from infertile and cancer survivors (Flaherty et al., 2008; Flaherty et al., 2010).

Therefore, in this study comet assay was used to evaluate DNA strand breaks of all the bystander cell lines (TK6, AHH-1 and Kasumi-1) following co-culture with the treated bone marrow cell line, HS-5 (section 2.2.5). Overall, the DNA damaging capacity of 22 chemotherapeutic agents were investigated for TK6 and AHH-1, and with focus on four key agents (carmustine, chlorambucil, etoposide and mitoxantrone), the Kasumi-1 cell line was also studied. This assay was validated using H2O2 as a positive control and therefore certified
capable of detecting DNA damage. These data ranged between 30 to 40% and was the range accepted in-house for this agent at all times. The choice of H2O2 was due to its ability to induce strand breaks in cells (Driessens et al., 2009). H2O2 is widely known for ability to induce strand breaks in human lymphocytes and as a potent DNA damaging agent (Andreoli et al., 1992; Raschke et al., 2006). Although the extent of DNA damage was dependent on both exposure time and concentration of H2O2 (Benhusein et al., 2010), the assay was maintained for 5 minutes treatment at 50 µm and all images scored were typical comet with distinct head separated from elongated tail (section 2.5), and this was same for all the cell lines used.

There was no obvious evidence of substantial DNA damage for any particular agent in both the TK6 and AHH-1 cell lines. For TK6, some agents (5-FU and methotrexate) retarded the tail, which was intriguing as tail retardation is usually an effect of cross-linking agents. Neither 5-FU nor methotrexate are known to have the capability to cross-link the DNA, however this retardation was non-significant and a minimal reduction relative to the control. Most of the rest of the drugs were about the same level as the negative (untreated) control except for mechlorethamine and melphalan (both cross linkers), teniposide and mitoxantrone (both topoisomerase II inhibitors with ability to cause DNA strand breaks) and some DNA intercalators. Whilst it would not be surprising to see increases in percent DNA in the tail for the topoisomerase inhibitors (Salti et al., 2000) and plant alkaloid (Branham et al., 2000), this was not true for all the drugs tested. The current study for the two DNA intercalators (Ara-c and hydroxyurea) agrees with Guerci et al., (2009) who demonstrated evidence for their ability to induce DNA fragmentation. Furthermore, mechlorethamine and melphalan would be expected to retard the tail as a cross-linker (Olive and Banath, 1997; Deans and West, 2011), as would the other alkylating agents tested. None of the alkylating agents retarded the tail rather carmustine and cisplatin data were same as basal level, and fragmentation due to mechlorethamine and melphalan, although statistically significant is in contrast to their known activity in directly exposed cells (Olive and Banath, 1995). The evidence of the initial screen for the four key agent (section 4.3.2.1) was comparable to the duration effect (section 4.3.4.2), showing percentage tail intensity for all agents <10% with exception of mitoxantrone which was originally at 17%. These slight discrepancy can be explained by the different times and use of different cell batches for these assays. However, they were all compared to their respective controls, thereby making the data valid. Collectively, these data strongly suggest
that bystander effect cannot be explained by simple elution/leakage of the native drug from the cells, as the DNA fragmentation observed is not in agreement with outcomes for direct exposure to this range of drugs. Whilst one could suggest that some drugs may be more competent in their ability to enter and leave the HS-5 cells, which might consequently alter the absolute concentration of drugs that the bystander cells could be suggested to be exposed to, it still does not explain the lack of crosslinking for alkylating agents, and elongation of the tail for mechlorethamine.

In AHH-1 cells, the DNA intercalators (daunorubicin and doxorubicin), bleomycin (induces DNA strand breaks), mitomycin C and melphalan (DNA crosslinkers) did show good significance. Understanding the mechanism of action of some of these agents (antibiotics), one could interpret these data as highly relevant and as a significant bystander effect, if the premise was that the drug enters the HS-5 cells, and some of it elutes out, directly affecting the AHH-1 bystander cells. However, DNA fragmentation by mitomycin C, cisplatin, mechlorethamine and melphalan contrary to the known tail retardation produced through direct exposure in vitro, thus not supporting this premise. Furthermore, comet induction is expected for topoisomerase inhibitors and has been evidenced for plant alkaloids, although the mode of action (as a microtubule inhibitor) is less obvious. While chlorambucil (alkylating agent) and mitoxantrone (topoisomerase inhibitor) evidenced same basal level as the untreated, carmustine showed some tail retardation but was not statistically significant. These varying outcomes for same class of agent within the same cell line suggests different drug activities in bystander effect.

Further to this, the assessed parameters of the comet assay can also influence the determined outcomes. Notably, tail moment appears to be the most popularly used parameter, however this parameter is a derived one with an absolute micrometre unit and some assay conditions (like electrophoresis time or the derived centre of gravity for the parameter) could affect relevant data. Hence, the recommendation for use of percentage DNA in the tail for use in regulatory purposes and utilisation in inter-laboratory data comparisons was used (Kumaravel et al., 2009). Subsequently, the percentage tail intensity of the comets were used for the present study based on the report that it gave a better indication of what the comets looked like owing to its linear relationship to break frequency over a wide range (Collins, 2004).

Huang et al., (2003) reported that the detection of DNA double strand breaks was based on drug concentration, where topotecan induced strong breaks but not mitoxantrone. The current
study utilised the clinically relevant doses as an initial screen, mainly to address the idea that chemotherapy could induce bystander effect following a clinically relevant dose and this is the first report for CIBE of this magnitude. Using the clinically relevant doses was vital to represent as much as possible the complications observed with these agents in various pathologies such as DCL (section 1.7). An acute dosing time of 1h was chosen for screening purposes. Based on the preliminary data from the screening, it was only proper to maintain this time for further assessments. Arguably, one could suggest that such time was not enough for full drug penetration, but because on the variabilities in the study outcome such as cell line variations, and due to the physical morphological disorientation (Figure 4.2a) observed each time following treatment, it does suggest good drug penetration. However, bearing in mind the varying cell line metabolism for different agents, more time points could be explored in future.

In particular, based on the earlier stated advantage of using tail intensity (Kumaravel et al., 2009) that rates DNA damage between 0 – 100%, implying that ‘no damage’ will score a zero and high damage a 100. This however is not practically obtainable as there are some basal levels of DNA fragmentation in cells. One such possibility could be during sampling and cell viability determination, where an aliquot was taken from a mixture of cell population that contained some fractions of early apoptotic and necrotic cells. These cells will introduce some measurement of ‘DNA damage’ into the assay and this would normally be queried in situations where high levels of ‘damage’ is obtained in the negative control sample. In addition, there is a general belief that apoptotic cells would normally appear as hedgehogs (atypical comets which appear with almost no head but large bright tail), but this is not a good assessment, as apoptotic cells are potentially lost during electrophoresis (Meinteres et al., 2003). Care was taken to exclude any visible form of hedgehogs through the exclusion of scores above 80% during image analysis. Additionally, care was taken to exclude other reported sources for variations such as the concentration of agarose, alkaline incubation time, electrophoresis duration, temperature and voltage gradient, staining and image analysis (Azqueta and Collins, 2013; Collins et al., 2014).

This study was planned for an acute dosing of 1h with these therapeutic agents, which also bears in mind the innate possibility of DNA repair for most single strand lesions (Cannan and Pederson, 2016). Consistent with previous studies (Bisnachi et al., 1995), the topoisomerase inhibitors of the AHH-1 cell line all evidenced a significant DNA fragmentation. However, in
contrast to the short time utilised in this study Jaxel et al., (1988) in a direct study, reported a surprising ability of etoposide to induce DNA fragmentation and production of irreversible strand breaks following prolonged exposure (20 hours) in proliferating splenocytes. Godard et al., (2002) reported the presence of DNA strand breaks with topoisomerase I & II inhibitors, such as etoposide and topotecan after 1h treatment but a disappearance of the breaks 24 hours post treatment. Within the current study, these agents also significantly induced DNA strand breaks in AHH-1 (but no strand breaks were induced in TK6), so it is reasonable to assume that DNA repair may be taking place in AHH-1. However, this assay was an indirect exposure, and the messages leaving the HS-5 and impinging on the AHH-1/TK6 cells could not be ascertained. As AHH-1 are metabolically competent (Crespi and Thilly, 1984), perhaps they are ‘activating’ the messenger to create breaks and then have the capacity to repair them, whereas TK6 may be unable to induce breaks at all or have other means of early detoxification. Clearly, the nature of the bystander cells plays a role in the outcome of viability and genotoxicity. Future studies on this may look into the possibility of a shortened co-culture period or sampling at different time points to ascertain the exact genotoxic capacity of these agents in a bystander model using comet assay. Such sampling will enable early detection of genotoxic insult and capacity to monitor the bystander cells ability to cope with such insult.

Notably, there was disparity between the two lymphoblastic cell lines and the differences in activities of different drugs, thereby poses a slight difficulty in interpretation of outcome. Whereas on the one hand, it may imply that the bystander effect is cell line specific, however it could also mean that there is more than one mechanism of action at play for a given drug, and different bystander cells may have differing capacity to respond to each mechanism. The inter-drug variation may be the influx or efflux rate of these agents within the HS-5 cell. If drugs are effluxed quickly, the determination of genotoxicity 24 hours later may rather be quite late. Overall, since the comet assay was employed for the measurement of DNA fragmentation in these bystander cells, these data suggest that genotoxicity via DNA fragmentation only exists for a few drugs. For these drugs, the percentage tail intensities were low and so to support the concept of genotoxicity through bystander effect, other assays and genetic endpoints need to be explored.
4.4.3 Genotoxicity evaluation of bystander cells using the micronucleus assay

The micronucleus assay was used in this study to further investigate the genotoxic potential of the 22 chemotherapeutic agents tested with the in vitro bystander model. Micronuclei (MN) are the result of numerical or structural chromosome aberrations generated in mammalian cells post exposure to toxic substances. MN are cytoplasmic nuclear bodies containing whole chromosome or fragments of chromosomes that were not incorporated at anaphase, and hence left outside the daughter nuclei at telophase, since lagging chromosomes cannot move through the spindle tubules to centrosome (Falck et al., 2002 and Cimini et al., 2002).

In this study, in order to investigate other modes of genotoxicity, the MN assay was utilised on all 22 chemotherapeutic agents using the TK6 and AHH-1 cell lines as bystander cells following HS-5 cells exposure to these agents. Considering the data accrued for both bystander cell lines, one can conclude that there was a high induction of micronuclei with all classes of drugs tested. With exception of 5-FU, chlorambucil and topotecan, all the agents in the AHH-1 cell line showed significant increases of micronuclei. All agents in TK6 were raised above the untreated control showing significant increase for carmustine, chlorambucil, cisplatin, melphalan, bleomycin, doxorubicin, topotecan, irinotecan and mitoxantrone.

Furthermore, there has been some report of increased MN frequency due to prolonged culture time (Falck et al., 1997). MN formation is certainly a vital mechanism for chromosome loss and although it has been reported to be extruded from cells or accompany another daughter nucleus, its fate remains unclear (Norppa and Falck, 2003). The bystander in vitro co-culture model was designed to screen toxicity 24 hours post treatment. Since no cytochalasin B was used in this micronucleus assay (CBMN), the current study can be compared with other CBMN studies as the 24 hours sampling time post co-culture amounts to single cell division.

Some studies have reported the induction of bystander effect for chemotherapeutic agents such as mitomycin C, chloroethylnitrosourea, paclitaxel (Alexandre et al., 2007; Merle et al., 2008; Rugo et al., 2005). A lot of these studies were in murine models and some were in cell lines. While some have measured MN induction as an end point, others have concluded observation of bystander effect based on presence of soluble factors transferred to unexposed cells in conditioned medium experiments (Demidem et al., 2006) or changes in gene expression such as the mitogen activated protein kinase (Asur et al., 2010). Asur et al., (2009) utilised MN as
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an endpoint to identify mitomycin C and phleomycin’s ability to cause bystander effect in normal human B lymphoblastoid cell lines in their conditioned medium experiment which showed 3 to 4 fold increase in MN, thus hypothesizing the release of soluble factors from the treated cells which cause bystander in untreated. In comparison to the 22 screened cells, MN induction of section 4.3.2.2 (MN ranging from 80 to 130) and 4.3.4.3 (MN ranges between 60 to 80) were relatively similar showing genotoxicity and evidence of bystander effect but differed in number of MN. This can be explained by the slight technical errors like the subjectivity with the MN scoring, assays performed at different cell passages, different season/time of the year and different cell batch. All of the above contribute to the varieties in the number of MN. The increased MN evidence in this study supports the phenomenon of CIBE for the 22 screened drugs and the good cell viabilities of the bystander cells at the time of assessment a true genotoxic outcome just as hypothesised for DCL.

Taken together, judging by the similarity of event outcomes in the two cell lines and having applied all reasonable precautions for this assay that is widely accepted for genotoxicity determination based on its ease and sensitivity, this study therefore suggests a possible role of CIBE. Comet assay suggests that DNA fragmentation may not play a role in CIBE while MN assay suggests that cytogenetic endpoints seem to be the outcome in CIBE. However, owing to the fact that the micronucleus assay determines both clastogenicity and aneugenicity, and since there was no correlation between the two endpoints (micronucleus and comet) thus far; this study warrants further investigation as to enable a differentiation of the increased MN as either chromosomal breaks or complete chromosome loss.

4.4.4 Genotoxicity evaluation of bystander cells by FISH

Use of the FISH technique with the MN assay is an advantage to genotoxicity testing (Shaposhnikov et al., 2009). In this study, the initial screening of the 22 chemotherapeutic agents using the MN assay showed a very high MN induction for bystander cell lines following co-culture. However, since an exposure to a substance may induce MN either via chromosome loss or breakage, it therefore became essential to distinguish the phenomena of chromosomal fragments from whole lagging chromosomes. A detailed understanding of the MN origin in this study may improve the understanding of what mechanism(s) may cause a bystander effect through chemotherapeutics. An understanding about clastogenic and aneugenic carcinogens
are vital, as both structural and numerical aberrations can occur in various pathologies (Hovhannisyan, 2010), hence the justification for FISH assay in this study.

In order to study the bystander effect in more detail, four agents were chosen to be further investigated for the remainder of the research. These agents were two alkylating agents (carmustine and chlorambucil) and two topoisomerase II inhibitors (etoposide and mitoxantrone). In addition to the earlier reason stated (section 4.3.2) for these agents, the choice of this was to enable a more involved and focused study on few agents, with a view to discovering the mode of action of bystander effect for these compounds. To investigate the cytogenetics of MN formation, the usual bystander experiment was performed and micronucleus slides prepared for TK6 and Kasumi-1 co-cultures. Usually crosslinking agents are expected to be clastogenic, causing damage to chromosomes rather than DNA sequence (Nill et al., 2006). However, the two alkylating agents (carmustine and chlorambucil) evidenced slightly more aneugenicity than clastogenicity in both cell lines, however at approximately 60%:40% respectively would be considered of mixed mode of action within a bystander setting. Etoposide forms a ternary complex with DNA and the topoisomerase II enzyme, preventing the religation of DNA strands thereby causing strand breaks. Similarly, mitoxantrone acts by DNA intercalation and causes crosslinking and strand breaks (Woo et al., 2008). Therefore, all the four agents would normally be expected to show clastogenicity rather than aneugenicity, but this was not the case. While none of the agents was strikingly aneugenic in TK6 cells, the proportion of the distribution tends to favour mixed events more with the exception of mitoxantrone which was clastogenic. Contrarily, the Kasumi-1 cell line depicts mainly mixed mode events for carmustine, chlorambucil and etoposide, while mitoxantrone was aneugenic. Norppa and Falck (2003) proposed the importance of specifically identifying the origin of MN since exposure to genotoxic substances induced only one MN type. Such identification could help explain the mode of action for the agent under study. However, the data accrued in this assay strictly does not show one major MN induction for any of these agents, but rather a mix of both. This outcome was supported by Schuler et al., (1995) who proposed that there are a few reported genotoxic agents, known to induce more than one MN type. Whilst this is the first report demonstrating mixed activity for these agents in a bystander study, there are few reports that support the induction of mixed events for some chemicals in direct treatments such as doxorubicin and fisetin (Olaharski et al., 2005; Chondrou et al., 2018).
Additionally, etoposide is mostly used in the treatment of leukaemia, lymphomas and other solid tumours. As a topoisomerase II inhibitor known to cause DNA strand breaks (Wang et al., 1990) it exerts clastogenicity. However, it has been reported with ability to induce both numerical and structural chromosome aberrations in somatic and germ cells (Baguley and Ferguson, 1998; Attia et al., 2002; Attia et al., 2003), which agrees with the findings of this research, although as a bystander model. This would infer a possible drug elution mechanism for the observed outcome, however the outcome for the comet measurement (section 4.3.2.1) does not support this, as the known clastogens were not able to induce DNA strand breaks. Similar to etoposide, cytochalasin B (a fungal metabolite) also has the capacity to the synthetic activities of the DNA and induce DNA fragmentation (Kolba et al., 1990). Baseline MN frequency was reported to be increased in human lymphocytes treated with cytochalasin B but with increased culture time, to encourage the formation of more centromere positives than centromere negative MN (Falck et al., 1997). Such increase in culture time could be a possibility for the evidence of more aneugens than clastogens in this study. However, caution must be applied with the interpretation of this assay in comparison to a typical outcome of these agents with direct treatment, on the hypothesis that bystander mechanism differs with direct outcome. Currently it is unknown how the chemotherapeutic bystander effect occurs, and unless the drug directly elutes from the treated cell before impinging on the bystander cells then the outcomes of genotoxicity are not necessarily going to be the same. Where genotoxic outcomes are clearly very different, it supports the notion that other messengers are involved, however similar outcomes does not guarantee drug elution. Elhajouji et al., (2011) and Hooyhannisyan (2010) both evidenced the clastogenic capacity of etoposide (topoisomerase inhibitor). However, in contrast to Elhajouji and Hoyhannisyan studies (Attia, 2003 and Attia, 2011), some studies have demonstrated using in vivo mouse models the clastogenic and aneugenic potential of two topoisomerase inhibitors (etoposide and teniposide), and thus support the mixed event observed for etoposide in this study. Whilst these studies were direct treatment outcomes, this is the first report to demonstrate the DNA distribution outcome for these agents in bystander co-culture model.

Use of pancentromeric probe was the choice in this study as centromere specific probe is more reliable and accurate in differentiating between the two MN types than anti-kinetochore antibody staining, since MN may show no kinetochore signal if formed from whole
chromosome with disrupted kinetochore (Schuler et al., 1997). Overall, evidence from this FISH analysis reveal no specific type of MN induction with these agents, except mitoxantrone which showed aneugenic activity in Kasumi-1 but clastogenicity in TK6. All the other three agents tested presented a mixed mode of events.

4.4.5 Genotoxicity evaluation of bystander cells by the HPRT mutation assay

A mutagenic capacity of an agent depends on the efficiency of repair, formed adduct half-life and ability of miscoding during DNA replication (Jenkins et al., 2005). So far, the different genotoxicity testing assays used in this study have shown different outcomes. However, the exact messenger involved in bystander effect is not known and so there was a need to explore the 161 capacity of the released bystander factors to induce point mutation. The use of FISH with a pancentromeric probe, the comet and micronucleus earlier performed in this study, makes the genotoxicity study for these agents robust as it includes essential study endpoints, such as aneugenicity and clastogenicity. Therefore, with no knowledge of the mechanism involved in CIBE, inclusion of the HPRT adds mutagenicity endpoint to the study and these cumulative genotoxicity outcomes could help explain the possible mechanism of CIBE. In an attempt to investigate the possible implication of point mutation in CIBE, the alkylating agent MNU was used to validate the HPRT assay in the laboratory and upon determination of a working assay, this protocol was used to establish mutagenic potential of the bystander cells (AHH-1 and TK6). Normally cells were treated for the removal of any possible mutants prior to treatment using the HAT medium and upon recovery, cells were treated for 24 hours and four complementary plates set up for positive and negative selection of mutants (live colonies). Removal of mutants is vital to interpretation of the data outcome as it guarantees a true reflection of actual mutation. The choice of these cell lines was due to the already established research cell line protocols and due to the vast array of studies for which they had successfully been applied for this assay. It was also for the possibility of allowing a comparative thymidine kinase study alongside HPRT owing to their heterozygous possession of the TK locus (Morris et al., 1994; Doak et al., 2007 and Thomas et al., 2013). The HPRT loci is on the X chromosome and so use of male cell lines is vital to establishing mutagenicity (George, 2012). AHH-1 is a male cell line with heterozygous mutation of p53 gene but is metabolically competent; thus expressing high levels of native CYP1A1 that is necessary for drug metabolism and elimination (Morris et al., 1996). TK6 was constantly used in this study as an established
cell line for genotoxicity testing by most laboratory since it is a human derived cell line with functional p53, thus adding specificity to the HPRT forward mutation assay (Lorge et al., 2016 and Rees et al., 2017).

Evidence accrued from this study showed increased number of mutant frequencies for the bystander cells treated with carmustine, chlorambucil, etoposide and mitoxantrone in the order of lowest to highest in the AHH-1 cell line. Whilst the estimated bystander cell viabilities (section 4.17) of TK6 and AHH-1 prior plating the cells for colony formation were good, showing viability at 80%, they were still lower than the untreated control but with the exception of carmustine (p≤ 0.01), these increases were statistically insignificant. All the relative plating efficiencies were above the recommended 50% OECD guidelines and MNU outcome was comparable to the studies of Doak et al., (2007) and Adams et al. (2013) with PE of highest doses at 100% and 60% respectively. The HPRT assay was validated with the use of MNU (positive control) and while there was no observed genotoxic effect level (NOGEL) with the doses tested for both cell lines, there was also no lowest observed genotoxic effect level (LOGEL) for the AHH-1, but arguably one can say LOGEL for TK6 in this study is at 0.01 µg/ml. This study however showed a non-linear dose response for both cell lines with increased MF. The observation of no NOGEL and LOGEL were consistent with the study of Doak et al. (2007), in which same significant dose of MF was observed. Contrary to this study, Thomas et al. (2013) reported NOGEL and LOGEL dose values as 0.0075 µg/ml (72.8nm) and 0.01 µg/ml (97nm) respectively, as estimated by the Dunnett post hoc analysis. The nonlinear dose response of this study for the MNU also agrees with other reports (Adams et al., 2013; Bryce et al., 2010 and Lynch et al., 2011). Understanding the NOGEL and LOGEL doses of the positive control is vital to interpreting the increased MF observed in the bystander cells. One can suggest the presence of point mutation for the topoisomerase inhibitors (etoposide and mitoxantrone) in the bystander AHH-1 cell line and specifically for etoposide in TK6 bystander as its MF ($5 \times 10^{-5}$) was higher than the MF ($4 \times 10^{-5}$) at the LOGEL range of Thomas et al., (2013). However, although the study utilised same cell number as reported for this assay, the number of plates for this forward mutation assay was considerably low compared to the reports of earlier studies (Adams et al., 2013 and Doak et al., 2007).

Contrary to this study, chlorambucil has been reported with the capacity to cause mutation at the HPRT locus, however this was for direct exposure (Speit et al., 1992). Also, a direct
exposure of etoposide was not found to increase HPRT MF in a previous report (Dobrovolsky et al., 2002), however, in the current study, etoposide was the only agent between the two cell lines that consistently showed clear evidence of increased HPRT MF. It should however be noted that in the previous studies, exposure to etoposide was direct, whereas here it is indirect, suggesting the messenger leaving the HS-5 cells is not etoposide itself. A search of the literature found evidence for HPRT induced mutation in RIBE (Zhou et al., 2005 and Kinashi et al., 2007), but no report was found for HPRT MF in CIBE or any other chemical, thus this is the first report to evidence this. With the lack of supporting evidence in the literature, together with the variations for the MF of both cell lines, which are very much similar with regards to the requirements for the HPRT assay, no conclusion can be made about any agent in particular. The data is suggestive that CIBE can cause HPRT mutation with some chemicals, but this is not necessarily ‘group’ specific, and again highlights the importance of the donor/bystander cell in the observed outcomes.

Furthermore, the sample size for this assay in this study may not have been adequate to draw a tangible conclusion. A total of four 96 well plates each were utilised per treatment or dose for the selective and non-selective MFs. More so, whilst AHH-1 represents data from three independent biological repeats, this study was limited to only two biological repeats of TK6. Future studies should take this into consideration and increase sample size to involve more plates, as well as perform the nucleotide sequence PCR for the HPRT gene to facilitate interpretation of outcome. On this note, this data is only indicative of a possible HPRT mutant for etoposide and/or mitoxantrone.

4.4.6 Evaluation of the duration of chemotherapy-induced bystander effect

Following the identification of high levels of micronuclei induced by all the agents tested and the possible dual genotoxicity type effect identified with the FISH, there became a further need for a deeper study into what bystander effect involved. Clinically, the treatment of most cancers initially relied on radiotherapy and surgery in the 1960s prior to the advent of combination chemotherapy (DeVita and Chu, 2008), which although improved survival outcome, it also posed a risk of relapse or secondary malignancies such as donor cell leukaemia, a phenomenon proposed to be a result of CIBE (Wiseman, 2011).
Despite the well described concept of RIBE, there are yet so many unanswered questions. This invariably imply that the field of CIBE will also have a plethora of unanswered questions, since CIBE involved multiple compounds with multiple activities, whereas RIBE largely refers to ionising radiation with some limited evidence of UV (Widel et al., 2014 and Zhou et al., 2005).

One such question was to understand how long a bystander effect might last. In order to investigate this, this study designed an experiment that would last five days long. This duration was chosen because patients are normally allowed a two-day window for the effect of combined therapy or monotherapy to wear off, prior to stem cell transplant and a maximum time that patients could safely be left without a transplant was only about 5 days. Consequently, the established bystander model involved the modification of a daily replacement of new bystander cells, co-culturing with the same treated HS-5, followed by a cytotoxicity and genotoxicity assessment 24 hours later and for every 24 hours up to a total of 5 days. This assay was performed using the TK6 and Kasumi-1 cell lines, a choice that would closely mimic the bone marrow compartment with a pool of both lymphoid and myeloid cells of origin respectively. Kasumi-1 was also chosen here, as DCL largely manifests as AML, and it was of interest to explore if lymphoid and myeloid cells behaved differently in this experiment. All four key agents as mentioned earlier were tested. As seen with previous cytotoxicity data in this study, the cell viability in both cell lines for all five days when compared with their respective controls, were very good, thereby meeting the guidelines criteria for assessment of genotoxicity (OECD 1987; OECD, 2015). The comet assay in both TK6 and Kasumi-1 show a very good working positive control, showing almost a consistency at 40% for TK6 but varied in the Kasumi-1 cell line, with a slight decline at days 3 and 4.

The outcome of this study is suggestive of some active signal shared amongst the cells within the co-culture milieu. Since all the key four drugs in this longevity study have shown a capacity to cause DNA strand breaks after some days, there is possibility that there is either a trace drug or something that is eluting from the treated HS-5. Lehnert and Godwin (1997) reported a short-lived signal and a long-lived derived signal from their treated fibroblasts. In their study, they showed the induction of short-lived sister chromatid exchanges (SCEs) in conditioned medium with and without cells for few hours up to 24 hours post cell culture following low irradiation with α-particles. They also demonstrated a long survival of SCEs following 16 hours after freeze thawing of the conditioned medium and subsequent incubation of confluent unirradiated...
cells with this medium. This would suggest that the treated compartment retains a longer effect that is continually released into the culture medium, hence the possibility for the increased MN on these days, however the effect of the current study was lost on day 5 and hence, does not support the long-lived signal transduction theory. Baskur (2010) in his in vivo studies demonstrated loss of DNA methylation in bystander spleen after acute radiation at 6 hours and 14 days, whereas fractionated irradiation led to hypomethylation in spleen bystander up to 14 days. Taking a different approach, Olobatuyi et al., (2016) used a mathematical model to predict the lifespan of RIBE signals and concluded that both single and multiple irradiation resulted in signals that persisted temporarily or permanently. More so, the comet assay is widely known for its sensitivity, and should be capable to detect these signals, but this was not the case. This can either be explained by lack of DNA fragmentation (or fragmentation below the sensitivity of the assay), or effective and rapid repair capacity of the cells, therefore a method to assess this repair capacity is needed, in order to conclusively determine this effect.

Furthermore, RIBE was proposed to potentially be an induced genomic instability mechanism which persists for several generations (Seymour and Mothersill, 2000 and Lyng et al., 2000). This would agree with the earlier findings of Pant and Kamada (1977), who reported a persistent bystander signal in atomic bomb victims after 31 years, although contrary to the lost MN induction on day 5. Arguably, it is possible that the bystander signals are short-lived hence the loss of MN induction in TK6 on day 5. It is also possible that the signals could cycle and reappear a few days later, however, only testing the cells for longer would confirm or deny this, but was a challenging experiment to do at this time due to limited use of the cell culture inserts.

More so, if this CIBE long lasting and short-lived effect was to hold true, it implies there is not really a safe window for transplant according to the clinician’s suggestion of 5 days, however, further studies are needed by extending these days and studying its genotoxicity. In the interim, awareness of this possibility is vital to guide the clinical decision making when using these therapies and seek means to combat these traversal effects. Should a therapy or known chemotherapeutic be discovered to be safe, and/or produce minimal CIBE, then these may be used in preference for treatment. However, it is important to note that the bystander cell appeared influential in the outcome of genotoxicity and thus understanding the intrinsic risk factors (for example genetic polymorphism) of the bystander/donor cells, might implicate
which patients are, and are not at risk for DCL. This will enable the decision of who should then be treated with caution to some of the drugs shown to be more able to produce CIBE, but are known beneficial therapies.

In this study, the BM compartment and bystander cells were maintained at $1 \times 10^5$ cells/cm$^2$ and $5 \times 10^5$ cells/ml respectively. This HS-5 cell number was adequate to generate the signal transduction between cells in co-culture, whilst retaining enough space for cell growth. TK6 cell density was to allow for cell growth in the culture insert and cell death post co-culture. This TK6 starting seeding density also ensured the generation of the required cell numbers for testing post co-culture. Lyng et al., (2000) suggest that the bystander effect is dependent on the number of cells present at the time of exposure. As this is the first investigation into CIBE longevity, it is suggested that the MN induction over a number of days is a clear indication of a signal transduction mechanism between the cells. Therefore, whilst caution is applied to the interpretation of CIBE relative to RIBE, as their mechanism would probably be entirely different (and possibly further influenced by the chemical used to induce CIBE), further investigation whereby cell numbers of the two compartments are varied would be necessary to partly help clarify the role of cell density involved in bystander effect.

### 4.4.7 Evidence of residual genotoxic chemical effect

To eliminate the possibility of drug elution for the increased MN observed in the bystander cells, an LCMS assay was to be optimised (chapter 3) but was not feasible as planned and so this assay was designed to assess the possible involvement of soluble factors or drug elution in bystander effect. To achieve this, directly exposed TK6 cells were compared with TK6 cells in co-culture and TK6 cells exposed to culture medium conditioned by treated HS-5 cells for 24 hours. Use of TK6 was thought appropriate for this investigation as this medium transfer experiment, as they were made a constant cell line factor in this study based on their robustness in genotoxicity assessment. Direct treatment was to prove a principle there was higher MN induction than bystander cells (indirect treatment), while conditioned medium was to evaluate soluble factors and the final wash to evaluate drug elution.

The direct treatment at these doses had a high MN induction in the TK6 cell line. There was an observation of different mechanisms such as the role of soluble factors and a possible drug elution occurring with these agents. One would expect (an assumption based on the few CIBE
experiments in the literature, but this is subject to future evaluation using the LCMS) that three
washes was adequate to remove drugs from a treated cell culture and if so the MN induction
of the final wash should be equivalent to control level. The outcome of carmustine, chlorambucil
and etoposide final washes were not very different from the untreated control, whereas
mitoxantrone witnessed a large rise in MN. Mitoxantrone’s conditioned medium was similar
to its bystander outcome, but carmustine and etoposide showed increased MN, while
chlorambucil revealed a decline in MN induction, compared to bystander untreated control.
The detection of MN with the transferred medium indicates the possibility of soluble factor
influence within the culture medium compartment which contributes to the signals transferred
onto the bystander cells. Data further reveal the provision of higher or relatively equal signal
transduction in the bystander cells than conditioned medium.

The variations in the final wash could be explained by a possible difference in the influx and
efflux rate of these agents in and out of HS-5 cells, since three washes appeared enough to
wash the drugs off the cells in all but mitoxantrone. It could be that mitoxantrone is more stable
than the other agent’s, or is more likely to adhere to the exterior of the cell and requires more
washes to be removed. Thus, whilst soluble factors appear evident for all agents, there is also
a possibility of drug elution for mitoxantrone. With reference to RIBE mechanism, because it
has been reported that not all cells have the capacity to generate or respond to bystander signals
(Ryan, 2008), another study including more wash steps is required. For mitoxantrone, an
assessment of drug elution is also required for all agents such as the LCMS (chapter 3); whilst
also investigating influx and efflux rate of these agents may help provide clarity as to
interpretation of the phenomenon for these outcomes.

A thorough literature search did not find any bystander conditioned medium experiments
conducted for the chemotherapeutic agents, nor similar assays with these cell lines used in this
study, therefore this would be the first demonstration for this. However, two DNA damaging
agents bleomycin and mitomycin C according to Asur et al., (2009) show the occurrence of
bystander effect devoid of residual chemical but due to soluble factors in the culture medium
and possibly some stress indicators. Demidem et al., (2006) demonstrated the induction of
bystander effect in solid tumours following treatment with chloroethylnitrosourea (CENU).
Other scholars like Soleymanifard et al., (2012) have argued a case of dose response
relationship of bystander effect using conditioned medium as they observed a loss of effect
with low chemical doses but not with a high dose. The data presented by Asur et al., (2009), appeared to follow a linear dose increase in bystander and conditioned medium.

In summary, the weight of evidence clearly show higher cell death and genotoxicity with the direct exposure but less in the bystander, conditioned medium and washes. Thus, the exact factor playing a role in the co-culture that is not evident in the washes or even the conditioned medium remains a subject for further investigation (chapter 5).

4.5 Conclusion

The present study has been able to explore the genotoxic potential of 22 chemotherapeutic agents chosen from five major classes to include: alkylating agents, antimetabolites, antibiotics, topoisomerase inhibitors and the plant alkaloids. These agents were investigated using the bystander co-culture model and all agents evidenced the capacity to induce bystander effect using the micronucleus assay. The antibiotics, topoisomerase inhibitor and plant alkaloids but not alkylating agents and antimetabolites are indicative of a possible bystander effect in the comet assay.

The high induction of MN investigated for bystander effect by FISH technique for carmustine, chlorambucil, etoposide and mitoxantrone reveal both aneugenicity and clastogenicity potential for all except mitoxantrone, which shows an indication for aneugenic activity in the Kasumi-1 cell line, but mixed mode of action for TK6. Point mutation investigation in the HPRT assay reveals a clear mutant frequency for bystander cells exposed to etoposide and possibly mitoxantrone but not carmustine and chlorambucil.

An assessment of the possible duration for the observed bystander effect revealed a continual induction of micronuclei, which peaks off on day three for most agents, whereas the comet assay was not significant across all agents. This finding may imply that at least three to four days must elapse before it may be safe to allow for clearance of the chemotherapy and CIBE effect in a patient before actual stem cell transplant, which is likely impractical in a clinical scenario. Lastly, this study indicates that the CIBE is mediated by soluble factors in the medium, as evidenced from the absence of residual chemical for all agents except mitoxantrone, Hence, it is concluded that soluble factors certainly play a major role in CIBE within this study, but this is likely not the sole mechanism. Therefore, future studies could explore other mechanisms such as epigenetics, cytokine or microRNAs.
Chapter 5

Evaluating the Role of Reactive Oxygen Species in Chemotherapy-Induced Bystander Effect

5.1 Background

Reactive oxygen species (ROS) are partially reduced oxygen species derived from products of normal cell metabolism that are highly reactive and very unstable. ROS are generated through various processes which include: increased cell metabolism (Yang et al., 2018), oncogene activation (Vafa et al., 2002; Tanaka et al., 2002), hypoxia induction in tumours (Azimi et al., 2017), environmental toxins (Mouret et al., 2006) and alterations of signals associated with tumour transformation (Chiarugi et al., 2003). Thus, ROS can be generated both in pathological and non-pathological processes (Droge, 2002; Perl et al., 2004 and Valko et al., 2007).

Contrary to the traditional concept of ROS as just by-products of respiration interacting with cellular targets, current evidence indicates that ROS are necessary for cellular activities such as inhibition of pathogens, viruses and tumour proliferation (Conklin, 2004), cell signalling (Deem and Cook-Mills, 2004), detoxification (Wu and Yotunda, 2011) and regulation of blood flow (Griendling et al., 2000). Under normal physiologic state, a balance is maintained between production and internal cellular detoxification. However, when there is an imbalance between ROS production and the antioxidant control system, it results in oxidative stress that poses detrimental effects to cells (Pizzino et al., 2017 and Tan et al., 2018).

Some chemotherapeutic agents (doxorubicin, daunorubicin, bleomycin, cisplatin, etoposide, alkylating agents, taxanes and vinca alkaloids etc) are reported with the capacity to induce ROS (Alexandre et al., 2007, Coklin, 2004 and Yang et al., 2018). Also, there have been some studies on the role of oxidant and antioxidant systems in cancer development and most are indicative of a high contribution of oxidative stress in various pathologies (Patel et al., 2009, Bhagat et al., 2011). Also evidenced is the occurrence of increased genetic instability due to chemotherapy-induced ROS (Sallmyr et al., 2008). However, the elevation of ROS during chemotherapy is attributed to increased mitochondrial ROS generation, lipid peroxidation and inhibition of antioxidant defence systems (Yang et al., 2018). The exact role of ROS during
cancer chemotherapy remains unclarified, but a fact is that chemotherapy-induced cell death involves both ROS dependent and ROS independent pathways (Yang et al., 2018).

Extended over activity of ROS causes a detrimental effect to cellular macromolecules such as proteins, DNA and lipids as well as possible further alteration in cell activity and function, potentially resulting in mutations and cancer. To combat these activities, there exist some internal control mechanisms in cells. Whilst most cells possess an efficient antioxidant mechanism, in a state of increased oxidative stress such systems become vulnerable, thus ROS have been implicated in the aetiology and progression of various diseases such as aging and other haematological malignancies like acute myeloid leukaemia (AML) and leukaemia relapse (Samimi et al., 2018). Because most antineoplastic agents provoke oxidative stress, it is hypothesized that a promotion of the ROS repelling or control systems through a combination of antioxidants in chemotherapy may help alleviate side effects and improve treatment efficacy (Singh et al., 2018).

Given that oxidative stress is in part responsible for some cell pathology including cancer, the regulation of the redox state is therefore imperative for the efficiency of cell function. Some effective antioxidants present in the blood plasma include SOD, GPx, CAT (Pouget et al., 2018), glutathione (GSH/GSSG), cysteine/cysteine and TRX (He et al., 2017) as well as vitamin E, vitamin C and beta-carotene (Conklin, 2004). The vast majority of studies have focused on the inhibitory effects of antioxidants in RIBE (Konopacka and Wolny, 2006 and Dahle et al., 2005) but not CIBE.

Although cancer patients undergoing chemotherapy largely witness a better life quality, some were posed with cases of relapse, resistance to therapy and other therapy related complications such as donor cell leukaemia (DCL). While the literature tends to focus on cancer cells, and how to treat tumours successfully, few cases of research have focused on non-cancer (bystander) cells (Asur et al., 2009; Chinnadurai et al., 2012) unaffected by chemotherapy which may play a crucial role in relapse or secondary malignancies. However, the fact that the double-edged role of ROS in normal physiologic and pathological processes is not fully understood further complicates an understanding of the role ROS may play in inducing chemotherapy related complications, of particular relevance here is the relationship of ROS with the bystander cells - whether it is beneficial or harmful. On this note, this chapter attempts to understand the involvement of ROS and the likely evidence of oxidative stress in bystander
cells as a potential mechanism in CIBE. Such knowledge could help modulate therapeutic strategies, thereby creating a better efficacy of cancer treatment.

To investigate this ROS mechanism, this study utilised various techniques (enzyme modified comet assay, 2’7’-dichlorodihydrofluorescein diacetate (DCFDA) assay, western blotting, flow cytometry and the Agilent Seahorse XF mito stress test assay) to detect intracellular ROS, mitochondria functionality and some antioxidant expression levels. Briefly, the HS-5 bone marrow compartment was treated and evaluated directly with DCFDA, or using bystander cells following 24 hours co-culture. Bystander cells were investigated with all techniques with respect to the cellular effect of the four chemotherapeutic agents of interest (carmustine, chlorambucil, etoposide and mitoxantrone) with the addition of daunorubicin and doxorubicin in the mitochondrial stress test. Daunorubicin and doxorubicin are not the focus agents in this study, they were included in this assay because they exert their effect by generation of free radicals (Pourahmad et al., 2016); thus served as a positive control.
5.2 Methods

5.2.1 DCFDA (2’, 7’- dichlorofluorescein diacetate) assay

DCFDA assay is a sensitive technique that uses an intracellular probe for direct measurement of the redox state of a cell. Using the established method of Eruslanov and Kusmartsev (2010), this assay was utilised in this study to investigate the role of varying ROS as a potential mechanism of CIBE. TK6, AHH-1 and Kasumi-1 cell lines were investigated by flow cytometry, while the HS-5 assessment was performed with a fluorescent microplate reader. As HS-5 cells were directly exposed to the carmustine, chlorambucil, etoposide and mitoxantrone prior to assessment, the bystander cells were harvested as co-culture samples and then used for the assay (section 2.7).

5.2.2 Enzyme modified alkaline comet assay

The alkaline comet assay, when modified using the lesion specific endonucleases (Fpg and hOGG1), enables the detection of oxidative DNA damage in cells. This assay was used in this study to investigate the possible involvement of oxidative DNA damage in (CIBE) and was explored using the lymphoblast cell lines TK6 and AHH-1, and myeloid cell line Kasumi-1, following 24 hours co-culture with the previously treated bone marrow cell line (HS-5). This assay was performed according to the method of Smith et al., (2006) as detailed in section 2.4.3.

5.2.3 8-Hydroxy-2’-deoxyguanosine (8-OHdG) Assay

8-OHdG is the most frequent oxidative DNA damage product and serves as a biomarker for oxidative stress. This study used the anti DNA/RNA damage detection 8-OHdG antibody (ab1833933) purchased from Abcam (UK) to investigate the involvement of oxidative stress in the bystander cells. Following co-culture, the TK6, AHH-1 and Kasumi-1 cell lines were harvested, fixed, permeabilised and stained with the FITC conjugated antibody with high affinity and specificity to 8-OHdG (section 2.5) and quantified using flow cytometry alongside an isotype and an untreated negative control, with subsequent visualisation of localised cells on a confocal microscope.
5.2.4 Confocal microscopy

Following the antibody application with the 8-OHdG, while some samples were analysed by flow cytometry, some were aliquot and spun onto a slide for visualisation with the confocal microscope. This microscope was employed for its ability to resolve localisation of specific object details within a cell. This method was used to evaluate both treated and untreated samples using same parameters for inter and intra-day sample comparison.

5.2.5 Seahorse mitochondrial stress test

The endogenous sources of free radicals include the mitochondria, peroxisomes and endoplasmic reticulum; the cellular sites where oxygen consumption is very high. The mitochondria is the ‘powerhouse’ of cells and ROS are by-products of the mitochondrial electron transport chain and in response to environmental stress such as radiation and chemotherapy. The Agilent Seahorse XF mito stress test (section 2.8) is a gold standard extracellular flux assay for the assessment of the function of mitochondria through the measurement of oxygen consumption (OCR) and extracellular acidification rate (ECAR). Using the clinically relevant doses (Table 2.2) of carmustine, chlorambucil, etoposide, mitoxantrone, daunorubicin and doxorubicin, these chemotherapeutic agents were evaluated.

5.2.6 Western blot

The regulation of ROS within cells is vital for a balanced cell homeostasis. To investigate the defence of oxidative stress in the bystander cells, use of a western blot cocktail antibody (ab179843; Abcam, UK) enabled the determination of the expression levels of the three major antioxidants: superoxide dismutase (SOD1), catalase (CAT) and thioredoxin (TRX), through quantification of their abundance relative to a smooth muscle actin internal control. TK6, AHH-1 and Kasumi-1 cell lines following 24 hours co-culture, were harvested and lysed to quantify their protein levels for each chemotherapeutic agent and western blot analysis (section 2.9) was performed. Each protein resolved according to their expected molecular weights relative to a standard (14208S NEB, UK) by using a horseradish peroxidase linked anti-rabbit IgG secondary antibody (7074P2; NEB, UK).
5.2.7 Limitation of methods

DCFDA assay is known to have some limitations such as, it does not directly react with H₂O₂ and thus not a reliable measurement for H₂O₂. The formation of the intermediate compound DCF can rapidly react with oxygen to form superoxide whose dismutation further produces another H₂O₂, causing redox-cycling mechanisms that can lead to artefacts with potential disruption of fluorescent signal. Also, the cells possess cytochrome c (a mitochondria heme protein) which can oxidize DCFH into DCF thereby enhancing oxidant production (Kalyanaraman et al., 2012). 8-OHdG assay had a disadvantage for cross reactivity of the detection antibodies with guanine and a possible overestimation of 8-OHdG background levels due to the oxidation of guanine to 8-OH-Gua during derivation step (Zhang et al., 2013).

On the other hand, as well as its cost ineffectiveness, certain immortalized cell lines possess high glycolytic and reduced respiration and could be a limiting factor in the Seahorse assay (Horan et al., 2012). Some cultured cells could impair measurement of some mitochondria functional parameters. Also, Seahorse assay was limited to use of only four substrates and OCR measurements in some cells does not always reflect mitochondria respiration as other oxygenase in cell could affect OCR (Koopman et al., 2016). In western blot analysis, some antibodies can hit other cellular proteins exhibiting off target effects. Some commercial antibodies may detect the target protein and the technique is associated with many technical issues such as membrane transfer inefficiency, the quick decay of detection signal and lots of background detection (Gosh et al., 2014).

Overall, despite the limitations of these assays they have been described as sensitive, simple and flexible enough to detect ROS. The methods used in this study utilised a combination of fluorescent probes, proteins and confocal methods, thus applying allow the detection of total ROS. Because of the low concentration and short lifetime, combining different methods ensured the full advantages of qualitative and quantitative methods thereby detecting a possible range of reactive species (Zhang et al., 2018).

5.2.8 Statistical analysis

All experimental analysis are presented for three independent biological repeats. Results were analysed using the Graphpad Prism software by performing a two-way ANOVA and employing the Dunnett’s multiple comparison post hoc test to determine statistical significance.
between the treated cells and untreated control for all the relevant ROS assays. Statistical significance are considered when $p \leq 0.05$.

5.3 Results

5.3.1 Assessment of intracellular reactive oxygen species by DCFDA

In an attempt to elucidate the involvement of oxidative stress in this bystander study, it was necessary to evaluate all the involved compartments within the *in vitro* microenvironment. Therefore, to investigate ROS production from the HS-5 microenvironment intracellularly, the 2’-7’-dichlorodihydrofluorescein diacetate (DCFDA) assay was employed.

Following the optimisation of the DCFDA assay with $\text{H}_2\text{O}_2$ and KBrO$_3$ (chapter 3), the ‘bone marrow’/HS-5 (treated) compartment upon exposure to the chemotherapeutic agents was evaluated for the presence of intracellular ROS. Results of this assessment (figure 5.1) showed no induction of ROS until one hour after exposure, although interestingly, only mitoxantrone had a fluorescent intensity lower than the untreated control. At three hours, there was a general increase in fluorescence intensity for all agents, including the untreated control, supporting basal cell activity and ROS accumulation, with similar differences between each drug and the control as for the data at one hour. However, it was not until 6 hours post exposure that the drug treated HS-5 began to demonstrate increased ROS activity over and above the control. At this point, mitoxantrone exceeded the control for fluorescent intensity and became similar to the other drugs. Intriguingly, despite being the drug that induced the most convincing evidence of oxidative DNA damage in the enzyme modified comet assay, mitoxantrone consistently produced the lowest ROS in HS-5 cells, of all four of the drugs. While chlorambucil and etoposide were statistically significant (****$p<0.0001$) from the untreated control at all time points, mitoxantrone was significantly different at baseline, non-significant for other time points until 18 (****$p<0.0001$) and 24 (****$p<0.0001$) hours, showing an accumulated oxidative ROS production over time.
Figure 5.1: Reactive oxygen species assessment by DCFDA in drug exposed HS-5 cells. HS-5 cells (1 x 10⁴ cells/100µl) in a microplate were exposed to chemotherapeutic agents (carmustine, chlorambucil, etoposide and mitoxantrone) and incubated with DCFDA (1µM) in the dark for 45 minutes. The fluorescent intensities of these cells were measured for the presented time intervals up to 24 hours using a microplate reader. Mean ± SD is shown for three independent experiments, with statistical significance shown as *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001; evaluated using two way ANOVA.

Further investigation of the impact of ROS in the bystander compartment was evidenced with the DCFDA assay using the bystander cell lines (TK6, AHH-1 and Kasumi-1 cell lines). These bystander cells were co-cultured for 24 hours with drug treated HS-5 cells, harvested and used to perform the DCFDA assay and analysed by flow cytometry.
Figure 5.2a shows the median fluorescent intensity (MFI) and percent positive cell response to the four chemotherapeutic agents in the TK6 cell line. All the agents (carmustine, chlorambucil, etoposide, mitoxantrone) in comparison to the untreated control revealed the same level (1.5 x 10^4) of fluorescence intensity. Percent positive cells were all very low (0% - indicative of no ROS signal production) except for mitoxantrone that showed positivity at 10%. The quantitative data was further supported with the graphical histogram overlay (Figure 5.2b) showing no obvious difference between the DCFDA treated control sample and all agents except mitoxantrone positive cells which was statistically significant (***p ≤ 0.001).

**Figure 5.2: Median fluorescent intensity of TK6 bystander cells labelled with DCFDA.** TK6 cells were harvested after 24 hours co-culture (pre-treated HS-5) and probed with DCFDA (1 µM) for 45 minutes in the dark at room temperature, then analysed with using the FL1 channel of flow cytometer. The data shows (a) mean values for the median fluorescent intensities and their corresponding percent positive cells; and (b) representative histogram overlay plots of the respective chemotherapeutic agents, (n=3). Statistical significance is shown for ***p ≤ 0.001 for mitoxantrone positivity as estimated using two way ANOVA. Histogram indicates black=untreated control with no DCFDA, blue=untreated control with DCFDA, red=chemotherapeutic agent with DCFDA.

Contrary to the TK6, AHH-1 cells (Figure 5.3a) showed differing intensities between the control and the chemotherapeutic agents. The untreated control without DCFDA and untreated
control with DCFDA were similar showing MFI of $1 \times 10^4$ and no evidence of positive cells. All chemotherapeutic agents except chlorambucil and etoposide show significant increased MFI when compared to the untreated control plus DCFDA control. While carmustine was the highest with an MFI of $1.5 \times 10^4$ with over 60% significant ($***p \leq 0.001$) positive cells, chlorambucil had an MFI of $1 \times 10^4$ with 30% positive cells. Also, whilst the MFI of mitoxantrone was slightly raised ($1.5 \times 10^4$), showing a significant ($***p \leq 0.001$) percent positive cells at 30%, etoposide showed the same level ($1 \times 10^4$) of fluorescent intensity with the untreated plus DCFDA control and had only 10% of the cell population as positive.

**Figure 5.3** Determination of intracellular ROS in AHH-1 bystander cells. Bystander cells post co-culture were utilised in DCFDA assay and analysed by flow cytometry and show (a) fluorescent intensities of cells with and without DCFDA treatment and the relative cell positivity. (b) Representative flow cytometry histograms each comparing untreated control, DCFDA treated control and chemotherapeutic agents. Data depicts the mean ± SD of three separate biological repeats, with statistical relevance shown for $***p \leq 0.001$. 
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Even though the MFI of carmustine, chlorambucil and mitoxantrone were raised above the controls, only carmustine was significantly increased (**p ≤ 0.001). Also carmustine, etoposide and mitoxantrone all show statistical significance (**p ≤ 0.001) for the number of positive cells. Qualitatively, as shown in the histogram (figure 5.3b) and in comparison to the untreated plus DCFDA control; carmustine and mitoxantrone were both seen with a clear shift to the right. Chlorambucil only had a slight shift and etoposide was almost unchanged; all these visual assessments of the agents correlate with the quantitative assessment.

Kasumi-1 (Figure 5.4a) bystander cells on the other hand, similar to TK6 was generally unaffected by the drugs, as evidenced by the DCFDA assay. For all the chemotherapeutic agents, the levels of fluorescent intensity were comparable to the untreated controls with and without DCFDA with MFI at 7 x 10³, which notably is a lot less than the general MFI for TK6. However, mitoxantrone did show a slight increase of MFI (9 x 10³) above the control, but these levels were not as high as for mitoxantrone with TK6 or AHH-1. The same observation was made with the percent positive cells which show 20% positivity for the untreated plus DCFDA control, chlorambucil and etoposide, whereas carmustine and mitoxantrone had a 10% positivity and the untreated control without DCFDA was 0%. The overlay histogram (Figure 5.4b) reflects this observation and shows almost a complete overlay for the untreated with and without DCFDA controls and the chemotherapeutic agents, as no visible shift to the right was observed.
Figure 5.4: Evaluation of cellular reactive oxygen species in bystander Kasumi-1 cells. After co-culture with treated HS-5 cells, Kasumi-1 cells were harvested, treated with DCFDA (1 µM) in the dark for 45 minutes, and analysed using flow cytometry. The figures show (a) median fluorescent intensities and percent positive cells, and (b) representative overlay histograms of untreated cells and chemotherapeutic cells using the FL1 channel. The presented data are for three independent biological repeats, showing no statistical significance for any of the measured agents.

5.3.2 Oxidative damage detection using lesion specific endonucleases

Because one of the likely cause of mutations that may lead to cancer is the excessive endogenous or exogenous production of oxidative DNA damage by ROS (intracellular or extracellular insults). It follows that the accurate detection of the endpoint DNA lesions of these ROS types is paramount to achieving an efficient control mechanism to minimise damage. Given the disparity between the micronucleus and comet assay using the chosen chemotherapeutic agents for the investigation of CIBE and with the hypothesis of ROS as a likely CIBE mechanism, this research employed the use of lesion specific endonucleases
(hOGG1 and Fpg) to enable the specific detection of oxidative DNA damage. These enzymes in conjunction with the highly sensitive technique of alkaline comet assay potentiates a comparative assessment and distinction between DNA single strand and double strand breaks. Representative images of the enzyme modified comet assay using the Kasumi-1 cell line are shown in figure 5.5. These images show the scored comets for each of the four agents, the hOGG1 and Fpg treated slides per treatment compared to the no enzyme treated slides. Visually, they describe the typical comet images with distinct head and tail.

![Representative comet images of the utilisation of lesion-specific endonucleases (hOGG1 and Fpg) and no-enzyme treated controls of the Kasumi-1 cell line.](image)

**Figure 5.5:** Representative comet images of the utilisation of lesion-specific endonucleases (hOGG1 and Fpg) and no-enzyme treated controls of the Kasumi-1 cell line. Comet tails were measured following co-culture of Kasumi-1 with the HS-5 cell line that was exposed to untreated control, carmustine, chlorambucil, etoposide, mitoxantrone, and potassium bromate (KBrO₃). Images are shown for the scored percentage DNA tail intensities. Fpg of mitoxantrone and KBrO₃ show tail elongation and so was carmustine in hOGG1; other agents does not show obvious difference from untreated control.
The results of the 24 hours post co-culture enzyme modified comet assay with TK6 (Figure 5.6) show no statistically significant increases in comet tail with or without the hOGG1 and Fpg, for all agents except mitoxantrone, all in comparison to their respective untreated control samples. For the hOGG1 treated cells, there was an observed increase over and above the treated control (10%) for carmustine (18%), chlorambucil (15%) and etoposide (19%) but these increase were not statistically significant; whereas mitoxantrone showed an increased statistically significant (*p ≤ 0.05) oxidative lesion of 32%. Mitoxantrone was relatively comparable to the positive control KBrO3 with a percent DNA tail intensity of 36%. For the Fpg treated cells, the all three agents (carmustine, chlorambucil and etoposide) showed similarity with % DNA tail intensity, to approximately 20%, which was all above the untreated control with 8%. Fpg treated mitoxantrone showed highest level of oxidative lesions with a value of 38% DNA tail intensity, to range higher than other agents, showing a statistical significance of **p ≤ 0.01.

![Graph showing DNA tail intensity](image)

**Figure 5.6: Percentage DNA in the tail of the TK6 bystander cell line with and without hOGG1 and Fpg.** Following 24 hours co-culture of TK6 bystander cells and pre-treated HS-5, harvested cells were lysed, treated with hOGG1 and Fpg endonucleases prior to electrophoresis. Cells were compared against an untreated negative control and KBrO3 positive control. Data is shown for three independent repeats as mean ± SD and its statistical significance represented as *p ≤ 0.05 and **p ≤ 0.01, as evaluated using the two way ANOVA.
Additionally, the untreated no enzyme treated control when compared to the enzyme treated, untreated controls were not statistically significant. All the no enzyme treated samples were reduced compared to the values of both enzyme treated samples. However, they all showed no statistical significance relative the no enzyme untreated control. The no enzyme treated KBrO3 positive control was relatively low and comparable to no enzyme treated mitoxantrone, showing %DNA tail intensity of about 15%. KBrO3 enzyme treated samples both showed increased %DNA tail intensity, but appeared more sensitive to hOGG1 enzyme with %DNA tail of 38%.

The data for the metabolically competent cell line AHH-1 (Figure 5.7) also shows an increase in comet tail for most agents tested when compared to their relative enzyme treated controls. Similar to the TK6, the percent DNA intensities for carmustine (19%; 15%), chlorambucil (25%; 19%) and etoposide (16%; 28%) for the respective enzymes (hOGG1; Fpg) were comparable and even though they were raised well above the controls (12%; 11%) they were not statistically relevant. However, similar to TK6, mitoxantrone (51%; 50%) and KBrO3 (55%, 43%) were both statistically significantly increased comet tails (***p ≤ 0.001). Comparing AHH-1 samples which were not modified by either hOGG1 or Fpg, there is little difference between the bystander samples with the untreated control, although mitoxantrone is non-significantly raised. Only the positive control (KBrO3) was significantly raised above the control without enzyme modification.
Figure 5.7: The effect of hOGG1 and Fpg on the AHH-1 cell line. Cells were harvested from the in vitro bystander co-culture model of this study. Post co-culture cells were harvested and utilised in the enzyme modified comet assay. Percent DNA in the tail was evaluated for the enzyme and non-enzyme treated cells. Comparisons of these were made for all chemotherapeutic agents against an untreated control. Data is represented as mean ± SD for three independent experiments, showing statistical significance as *p ≤ 0.05 and ***p ≤ 0.001; evaluated using two way ANOVA.

Additionally, in the Kasumi-1 cell line (Figure 5.8), the untreated controls showed no variation with DNA intensities of 10%, 12% and 11% for non-enzyme treated, hOGG1 and Fpg treated cells respectively. Similarly, all samples without enzyme modification show no statistical difference in comet tails, relative to the untreated controls, showing that enzyme modification is required to detect these lesions. Whilst carmustine showed increased DNA intensities of 28% and 20% for hOGG1 and Fpg respectively in comparison to the no-enzyme control, chlorambucil and etoposide presented similar values to each other, but were slightly higher for Fpg rather than for hOGG1 (24% and 28%). This suggests that different drugs might produce slightly different lesions during bystander effect, as recognised by the two different enzymes. Mitoxantrone intensities were the only comet tail increases that were statistically significantly different to the untreated control, at 42% for hOGG1 and 30% for Fpg. The positive control KBrO₃ showed similar DNA tail intensities to mitoxantrone with the respective enzymes,
suggesting that mitoxantrone has the capacity to induce similar DNA lesions at equivalent levels to the positive oxidative control.

![Graph showing DNA tail intensity](image)

**Figure 5.8: Assessment of oxidative DNA damage in Kasumi-1 bystander cells.** After 24 hours coculture of Kasumi-1 cells with HS-5 (pre-treated for 1h with clinically relevant doses of carmustine, chlorambucil, etoposide and mitoxantrone), two replicate slides for each enzyme per treatment was prepared for oxidative DNA damage assessment by the enzyme modified comet assay. Slides were scored, analysed and data represents three separate biological repeats with statistical significance presented as *p ≤ 0.05 and ***p ≤ 0.001; evaluated by two way ANOVA.

An overall comparative assessment of all the tested chemotherapeutic agents in the bystander assay shows that whilst all drugs have the capacity to induce lesions detected by Fpg and hOGG1, the only drug capable of statistically increasing the DNA intensity in the comet tail, and thus likely to induce bystander through ROS or other oxidative mechanisms is mitoxantrone. Mitoxantrone was comparable to the KBrO₃ positive control. Chlorambucil and etoposide were very similar with their intensities for both hOGG1 and Fpg treated. Carmustine, chlorambucil and etoposide however, were inconsistent in their comet tail intensities, dependent on which endonuclease was used and in which cell line tested; whereas chlorambucil and etoposide were more similar in Kasumi-1 and TK6, chlorambucil was more similar to carmustine for the AHH-1 cell line.
5.3.3 Assessment of oxidative DNA damage using 8-OHdG antibody

In this study a quantitative assessment of 8-OHdG using the bystander cells (TK6, AHH-1 and Kasumi-1) was evaluated following 24 hours co-culture with HS-5 cells previously exposed to carmustine, chlorambucil, etoposide and mitoxantrone. The confocal microscope was used to localise the antibody (Figure 5.9), while flow cytometry was used to quantitatively evaluate the amount of 8-OHdG present in the cells (Figure 5.10).

**Figure 5.9: Confocal analysis for the bystander cells.** Following 24 hours co-culture of bystander cells, cells were harvested, fixed and permeabilised. Using an anti-DNA/RNA antibody with specificity for detecting 8-OHdG damage, cells were stained overnight at 4°C. Following washing of the unbound antibodies, slides were counter-stained with Dapi and visualised using the separate Dapi and Fitec microscope filters, then merged using ImageJ software. Data depicts representative images of three separate repeats.
There was little difference in MFI (Figure 5.10a) between the unlabelled untreated control and the isotype control, however, there was a slight increase of 8-OHdG labelled control sample, showing an MFI of $2 \times 10^4$ above the untreated control and this was used as baseline oxidative lesions in these bystander cells. Although all agents appear to be slightly raised above the untreated unlabelled control, they were relatively of similar MFI to the FITC (8-OHdG labelled control) treated except for carmustine which was significantly ($p<0.05$) increased with an MFI of $3.0 \times 10^4$. The unlabelled untreated control, 8-OHdG labelled untreated and isotype control showed no percent positive cells, whereas carmustine showed positivity of 5%, chlorambucil was 10%, etoposide was 15% and mitoxantrone was 20%, with only chlorambucil showing statistical significance ($p \leq 0.05$). These raised MFIs were however not statistically relevant and can be re-affirmed by the evidence of the histogram overlay (Figure 5.10b) for these agents. Data were all compared to the untreated control, labelled with the 8-OHdG antibody (called untreated +FITC throughout the assay).
Figure 5.10: Evaluation of oxidative stress using 8-OHdG antibody. TK6 cells were harvested 24 hours post co-culture with HS-5 which had been pre-exposed to carmustine, chlorambucil, etoposide and mitoxantrone. The figures demonstrate (a) the median fluorescent intensity and percentage positivity of TK6 for the presence of 8-OHdG lesions and (b) representative histogram overlay plots evidencing the level of 8-OHdG lesions in the TK6 bystander cells. Except for carmustine’s MFI, other agents were not statistically significant. Data is presented for three separate repeats and statistical significance is shown for *p ≤ 0.05.

The MFI for the AHH-1 cell line (Figure 5.11a) was much lower for both treated and untreated cells in comparison to the TK6 bystander cells. While all the treated agents show an MFI of around $1 \times 10^4$, the isotype and unlabelled untreated control were similar showing an intensity of $8 \times 10^3$, but the FITC treated control had an MFI of $8 \times 10^3$, which was unexpected and suggest non-specificity for the AHH-1 cells. None of these chemotherapeutic agents showed a
significant MFI difference from the control. There were no positive cells for the unlabelled untreated control and the isotype control, whereas all the tested agents show same level of positivity at around 15% which was significantly raised (p<0.01) except carmustine, all in comparison to the 8-OHdG labelled untreated control (12% positive cells).

Figure 5.11: The levels of 8-OHdG in AHH-1 bystander cells assessed for some chemotherapeutic agents. The amount of 8-OHdG was measured using flow cytometry in AHH-1 cell line after 24 hours of co-culture with treated HS-5. Figure (a) show mean values of the median fluorescent intensities of carmustine, chlorambucil, etoposide and mitoxantrone; (b) shows representative histograms of AHH-1 cells showing comparison to the unlabelled untreated control, isotype control, 8-OHdG labelled untreated cells of the bystander cells from drug treatment. The data is representative of three separate repeats and although all MFI were non-significant, the percent positive cells statistical significance are shown as **p ≤ 0.01.
Also in support of the accrued data for these agents, the qualitative evaluation of the histogram plots from flow cytometry for these agents, does reflect the untreated control for all agents to be very similar the isotype, whereas carmustine, chlorambucil, etoposide and mitoxantrone were relatively comparable to the treated FITC control cells. All of these show a slight shift to the right as a reflectively supported by the accrued significant positive data but with no major difference in MFI does not reflect oxidative ROS damage in AHHI-1 bystander cells for these agents.

Evidence from the myeloid cell line (Kasumi-1) for the expression of 8-OHdG levels (Figure 5.12a) in the treated and untreated samples reveal carmustine with a distinct and statistically significant (p ≤ 0.001) MFI over and above the FITC untreated control (ie untreated control stained with the 8-OHdG antibody) and well raised above the other tested chemotherapeutic agents. The unlabelled untreated control, isotype control and untreated FITC stained control, all show the same MFI (8 x 10^3). While the MFI for etoposide and mitoxantrone ranges were 1 x 10^4 and 1.7 x 10^4, they were slightly increased when compared to the untreated FITC labelled control. Etoposide was however significant (p ≤ 0.05) over the control although not as significant as carmustine (p ≤ 0.001). With the increase in carmustine, this is likely suggestive of oxidative lesion in the bystander cells. Chlorambucil also had an increased MFI over the FITC labelled untreated control; but this was not statistically significant. For the other agents, chlorambucil and mitoxantrone show similar MFI and in comparison to the FITC labelled untreated control, they were not significant and appeared to have no change in the level of positive cells. The outcome of the percent positive cells were qualitatively reflected in the overlay histogram (Figure 5.11b) to show an unchanged or similar MFI for roughly all the agents when compared to against the untreated unlabelled sample, FITC treated and isotype control.
Figure 5.12: Determination of the amount of 8-OHdG in Kasumi-1 bystander cells after coculture with drug treated HS-5 cells. Kasumi-1 cells were utilised in the 8-OHdG assay and analysed quantitatively by flow cytometry. Figure (a) shows the level of median fluorescence intensity which is indicative of the number of 8-OHdG lesions and (b) depicts a representative histogram plots from the flow cytometry for the tested agents in comparison with the untreated controls and isotype control. Data show possible ROS induced oxidative damage in the kasumi-1 cells. Data was repeated three different times and statistical relevance is shown as *p ≤ 0.05 and ***p ≤ 0.001; as evaluated using two way ANOVA.
5.3.4 Seahorse extracellular (XF) mito stress test

To assess the functionality of the mitochondria by the Agilent Seahorse analyser, different parameters (Figure 5.13) were measured upon addition of some reagents. Basal oxygen consumption rate (OCR) represents the rate of mitochondrial function for each cell type based on the conditions at which they are measured, and its measurement is dependent on oxygen, pyruvate, glucose and number of cells. Oligomycin inhibits the ATP synthase (complex V) and hence reflects the ATP producing capacity of the cells. Addition of carbonyl cyanide-4-(trifluoromethoxy) phenylhydrazone (FCCP) estimates the maximal respiratory capacity with any observed decline indicative of potential mitochondrial dysfunction. Addition of rotenone and antimycin A (a respiratory inhibitor) shuts down mitochondrial respiration allowing measurement of spare reserve capacity and non-mitochondria OCR (Tan et al., 2015; Decler et al., 2018).

Figure 5.13: The bioenergetic scheme in the Agilent Seahorse XF mito stress test. Following the sequential delivery of oligomycin, FCCP, rotenone and antimycin A and depending on the programmed cycle times, basal respiration (blue), ATP dependent oxygen consumption (pink), proton leak (purple), maximal respiration (army green), non-mitochondria respiration (red) and spare reserve capacity (green) are measured and parameters corelated to their respective OCR. Image under with permission to use from seahore company.
The normal/standard seahorse XF mito stress test (normal implies when the cells are treated in the same way as the bystander cell culture model, by exposing the cells for 1h to chemotherapeutic agents prior to measurement) of HS-5 cells (Figure 5.14). All assessments were made in respect of the untreated control, and by the level of OCR of treated against untreated. Where there is an indication of reduction upon FCCP addition and with a decreased OCR, it is indicative of mitochondria disturbance. Figure 5.14a (OCR) shows the same OCR for untreated control and carmustine at 200 pmol/min. Whilst chlorambucil, mitoxantrone and doxorubicin showed a good basal respiration rate relative to the untreated control, etoposide was decreased and daunorubicin revealed a negative value. ECAR measurements (Figure 5.14b) show all agents as above 80mpH/min whereas etoposide and daunorubicin were between 60-80mpH/min. Both ECAR and OCR simultaneous measurements of glycolysis and mitochondria permits the detection of cellular response ETC and ATP demands, which are likely altered in the case of cancer and other pathologies.

The basal level measurement (Figure 5.14c) shows all the cells were almost actively functional (except for the decreased levels in etoposide and daunorubicin); an indication of good metabolism and possession of a good oxygen consumption activity within the cells. Also, the spare reserve (Figure 5.14c) capacity for carmustine, mitoxantrone and doxorubicin were relatively comparable to the untreated control with an OCR of 700 pmol/min. in comparison to the control, none of these agents showed a significant difference in either the basal respiration level or the spare reserve capacity. Chlorambucil and etoposide showed a very low reserve capacity and ATP production (Figure 5.14d), evidencing of good mitochondria activity. Daunorubicin’s spare capacity was 400 pmol/min, with no evidence of ATP production at all, potentially a disturbance of mitochondria activity. This no ATP related OCR in daunorubicin showed a significant difference (**p ≤ 0.001) and was the observed significant (*p ≤ 0.05) decrease in etoposide ATP levels. Evidence of the proton leak was shown by chlorambucil, mitoxantrone and doxorubicin with values at 48 pmol/min, whilst the untreated control, carmustine and etoposide were 40 pmol/min, and a further decrease for daunorubicin at 30 pmol/min.
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Figure 5.14: Assessment of mitochondrial respiration in HS-5 cells with and without drug treatment using normal seahorse assay. A mito stress test was performed using the XFe24 seahorse analyser by injecting oligomycin (1 µM), FCCP (1 µM), and rotenone (0.5 µM) with antimycin A (0.5 µM) in cells pre-treated for an hour with chemotherapeutic agents. Basal respiration was measured prior to injection of the reagents and post-exposure oxygen consumption rate, maximal respiration and spare reserve capacity was measured for these chemotherapeutic agents at their clinically relevant doses in real time. Data is representative of mean ± SD of three separate experiments and significant difference shown for *p ≤ 0.05 and ***p ≤ 0.001 as extrapolated against the untreated control by two way ANOVA.

In order to compare the individual chemotherapeutic agents in comparison to the untreated control as separate from the instrument generated data, the data is as shown in figure 5.15. Figures 5.15a and 5.15f respectively, reveal that both carmustine and doxorubicin are almost identical to the untreated control, with only small increases in each for maximal respiration at 1000 pmol/min while the untreated control OCR was 970 pmol/min. There was also no observed variation between mitoxantrone and the untreated control. However, there were marked differences between chlorambucil, etoposide and daunorubicin relative to the control.
They show OCR rates for the maximal respiration assessment of 800 pmol/min, 650 pmol/min and 400 pmol/min for chlorambucil, etoposide and daunorubicin respectively.

**Figure 5.15:** Qualitative comparison of the acute OCR of some chemotherapeutic agents relative to the untreated control in HS-5 cells. Carmustine (a), (b) chlorambucil, (c) etoposide, (d) mitoxantrone, (e) daunorubicin and (f) doxorubicin were compared to the untreated control. Following a 1h treatment of HS-5 cells with these agents, the Agilent Seahorse XF mito stress test template was used to measure the OCR in HS-5 cells in response to the various reagents (oligomycin, FCCP, rotenone and antimycin) delivered through the injection chamber. This experiment represents three individual repeats (n=3).

A close evaluation of the acute (implying no prior treatment and incubation of the cells with the chemotherapeutic agents for 1h before analysis. Rather once drugs were injected into the cells, they were put into the analyser for real time analysis) mitochondria stress test, show a good basal respiration (Figure 5.16c) for all agents except daunorubicin (with a negative OCR value) judging by OCR of at least 200pmol/min and relative to untreated control. All other agents were non-significant while daunorubicin had a significant (***p ≤ 0.0001) decrease. With the exception of chlorambucil (180 pmol/min) and etoposide (185 pmol/min) which show a slight decrease in OCR, carmustine, mitoxantrone and doxorubicin were the same or above the OCR of the untreated control (200 pmol/min). The overall mitochondrial respiration (Figure 5.16c) and ECAR responses reveal a relatively stable mitochondrial activity and glycolysis.
except for chlorambucil and daunorubicin which had decreased OCRs of 600 pmol/min and 400 pmol/min respectively. In comparison to the untreated control, this suggests a reduced mitochondria activity and showing a significant decrease of daunorubicin in basal and spare respiratory capacity respectively. Notably, in Figure 5.16d, there was no observed leakage of electrons during this real time assessment and only daunorubicin show a significant (**p ≤ 0.001) decline in ATP production (40 pmol/min) compared to the untreated control (220 pmol/min). Daunorubicin is thus, suggested to have high ROS activity that potentially had led to inactivity of the mitochondria. This to be investigated further possibly trying different drug dosages. This is because there was an observed colour change upon addition of daunorubicin drug to the cells which may also account for a reduced pH in daunorubicin during the assay.

Figure 5.16: Quantitative assessment of some mitochondrial respiration parameters in the HS-5 cell line using the acute seahorse assay. HS-5 cells (25 x 10⁴) were seeded in 500 µl of complete culture medium overnight, later replaced with freshly prepared seahorse complete medium and the cells exposed to carmustine, chlorambucil, etoposide, mitoxantrone, daunorubicin and doxorubicin. The evaluated OCR (a) and ECAR (b) were extrapolated following an acute injection of chemotherapeutic agents prior to addition of the three stressors oligomycin, Fccp and rotenone/actinomycin. Data is presented for (c) basal respiration and spare respiratory capacity; (d) proton leak and ATP production. The illustrated data is an average of three biological repeats and statistical significance shown as **p ≤ 0.001 and ****p ≤ 0.0001; evaluated using two way ANOVA.
The individual graphic representation of the acute assay (Figure 5.17) more clearly reflects the differences between the OCRs of each of these agents and the untreated control. The data shows clear differences between the control and chlorambucil, and particularly in comparison with daunorubicin. With the untreated control OCR at approximately 800 pmol/min, chlorambucil and daunorubicin show OCR values of 600 and 420 pmol/min respectively. Mitoxantrone and doxorubicin were the same as the untreated control, similarly carmustine and etoposide show a negligible difference with the control. These agents with significant reductions from the untreated control are suggestive of mitochondrial disturbance.

Figure 5.17: Qualitative representation of the effect of some chemotherapeutic agent on mitochondrial respiration. Using the mitochondria stress test, drugs were delivered after basal respiration was measured and before addition of oligomycin, FCCP and rotenone and antimycin A. This assay was performed using the seahorse acute mito mitochondria stress test and the presented data shows a comparative representation for mean ± SD of three independent repeats. A=carmustine, b=chlorambucil, c=etoposide, d=mitoxantrone e=daunorubicin, f=doxorubicin.
5.3.5 Evaluation of the expression of antioxidants by Western blotting

This study applied the western blot technique to investigate the expression levels of three key antioxidants (SOD1, CAT and TRX) within bystander cell lines (TK6, AHH-1 and Kasumi-1) co-cultured with chemotherapy treated HS-5 cells. Overall, the representative images (Figure 5.18) from the accrued repeats depicts low levels for CAT (except for the slight increase in Kasumi-1), moderate levels for SOD and high levels for TRX. This observation was supported by the quantitative evaluations of each enzyme with the corresponding internal control (β-actin) (Figure 5.19).

![Figure 5.18: The protein levels of CAT, SOD and TRX in TK6, AHH-1, Kasumi-1 and HS-5 cell lines.](image)

The evaluation of protein expression was performed by the western blot assay using an antibody cocktail with β-actin as the internal loading control. Following 24 hours co-culture, cells were harvested and analysed for expression of these antioxidants and the densitometry quantified relative to their respective internal control. Presented herein is an immunoblot representative of an overall three biological repeats. a=untreated control, b=carmustine, c=chlorambucil, d=etoposide and e=mitoxantrone. i=TK6, ii=AHH-1, iii=Kasumi-1 and iv=HS-5.
In TK6 cells (Figure 5.19a), the results show an overall similarity between the untreated control and the indirect exposure to chemotherapeutic agents. In ascending order, CAT was least expressed, followed by SOD, with a further rise for the TRX. The untreated control, chlorambucil and mitoxantrone show similarity with the low levels of expression for CAT, whereas carmustine and etoposide show very little expression suggesting that CAT production is reduced relative to the control.

![Graphs showing the relative abundance levels of CAT, SOD, and TRX](image)

**Figure 5.19:** The relative abundance levels of CAT, SOD and TRX using western blot analysis. Bystander cells were harvested post co-culture with treated/untreated HS-5 cells, proteins quantified and immunoblotted against a cocktail antibody for three antioxidants. The data shows carmustine, chlorambucil, etoposide and mitoxantrone all compared to an untreated control for indirectly exposed TK6, AHH-1, Kasumi-1 cells, and directly exposed HS-5 cells. The data represents the mean ± SD of three independent experimental repeats and when chemotherapeutic agents were compared against untreated control, no agent showed statistical significance for the assessed antioxidants.
Carmustine and mitoxantrone did express higher levels of SOD in comparison to the untreated control, but etoposide showed the same levels of expression with the untreated control, while chlorambucil had a lower SOD expression when compared to the untreated control. Again when compared to the untreated control, all the tested chemotherapeutic agents had uniform expressions for TRX, with normalised abundance of carmustine slightly lower than that of the untreated control. None of the antioxidants were significantly expressed relative to the control, suggesting that either ROS were not highly expressed in TK6 cells, or that TK6 antioxidant capacity are very efficient to confer protective systems that are relatively unaffected by these treatment conditions.

The AHH-1 cells (Figure 5.19b) reveal almost a total absence of CAT for all agents except for etoposide (0.45), relative to the untreated control (0.2). SOD1 expression was also minimal, showing a deceased level for carmustine but an increased level for etoposide and mitoxantrone, all relative to the untreated control with a value of 2.3. TRX was the most highly expressed antioxidant in AHH-1, but there were no differences between any of the drug treatments either in comparison with each other, or with the untreated control.

Kasumi-1(Figure 5.19c) on the other hand, showed reasonable levels of expression for all three enzymes, with CAT and SOD generally more highly expressed than any of the other cell lines, but TRX generally below the expression for TK6 and AHH-1. However, despite overall higher levels of expression of these enzymes, none of the drug treatments induced a significant increase in expression relative to the untreated control. Compared to the control only chlorambucil showed an increase in relative expression of CAT, chlorambucil and mitoxantrone showed raised levels of SOD1, and TRX was the same for chlorambucil and untreated control, but lower for all three other drugs.

The HS-5 cell line, showed overall very low levels of expression of all three enzymes in comparison to the other three cell lines with almost a complete absence of CAT. SOD1 expression showed a non-significantly increase for all tested chemotherapeutic agents except etoposide, in comparison to the untreated control. TRX levels were only raised with carmustine and mitoxantrone relative to the untreated control but were not statistically significant.
5.4 Discussion

Free radicals generated during oxidative stress, exert their effects on different cellular targets including proteins, DNA and lipids. Lipid peroxidation for instance generates alkoxyl and peroxyl radicals, which are highly reactive but short-lived (Yang et al., 2018). However, they also create secondary free radicals such as aldehydes that are more stable and can cross cell membranes to bind to nucleophilic amino acids such as cysteine, serine and tyrosine, to cause enzyme inhibition and alteration of cell structures (Conklin, 2004). When electrons leak out of electron transport chain, they react with oxygen to produce superoxide (O$_2^-$) which is converted to H$_2$O$_2$. Whilst O$_2^-$ is highly reactive, H$_2$O$_2$ is slow reacting and can be produced from superoxide upon the dismutation activity of superoxide dismutase and can diffuse through the plasma membrane into the circulation, thus possess a long half-life. Such long-lived radicals could be a potential mechanism involved in CIBE. Therefore, following the establishment of genotoxic evidence for CIBE in this study and based on the awareness of some level of ROS generation by chemotherapeutic agents, this study sought to elucidate if the production of ROS could explain the observed bystander genotoxicity.

Because of the relatively short-lived radicals, measurement of ROS in general is a difficult task. Conventional ROS detection methods involve immunological and chemical approaches, but earlier versions relied upon fixed and static detection methods, and hence were limited in visualization and could be affected by cell viability and cell count (Eruslanov and Kusmartsev, 2010). On this note, this study utilised a range of varying assays (modified enzyme comet assay, 8-OHdG detection by antibody with flow cytometry, DCFDA, western blotting of antioxidant enzyme expression and Agilent seahorse XF mito stress test), harnessing their benefits to enable an adequate investigation of ROS.

5.4.1 Evaluation of intracellular ROS production by DCFDA

The use of DCFDA as a generalised assay for oxidative stress detection in some cases can also be used for detection of intracellular H$_2$O$_2$, although it is not a direct assay for H$_2$O$_2$ (Eruslanov and Kusmartsev, 2010). The DCFDA assay is a relatively easy to perform, highly sensitive technique and widely applied in the monitoring of redox changes in response to intra or extracellular oxidative production (Kalyanaraman et al., 2012).
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Based on the findings with the enzyme modified comet assay, this study decided to evaluate first the treated ‘bone marrow compartment’ using the HS-5 cells as a model. HS-5 cells post one hour treatment underwent the DCFDA assay while the bystander cells were used for same assessment 24 hours post co-culture.

HS-5 cells accrued data shows chlorambucil, etoposide and carmustine with ROS activity, but not mitoxantrone, which is unexpected given the higher levels of oxidative damage in the bystander cells from Mitoxantrone exposure. MFI of mitoxantrone in TK6 did not really shift despite the obvious shift in the histogram and the significant increase in percent positive cells. This may due the way the data was analysed by only considering the cells above the negative control peak. The events of other agents except mitoxantrone, although indicative of a possible ROS involvement cannot be distinguished as intra or extracellular. Mitoxantrone outcome is surprising as only mitoxantrone exhibited evidence of oxidative DNA damage. This may potentially be different types of ROS induced by these agents, and suggest varying mechanisms for all agents.

Examination of the outcome of this investigation shows no evidence of ROS involvement with the TK6, Kasumi-1 and AHH-1 cells, except for carmustine in AHH-1 which shows both increased MFI and a high number of fluorescently positive cells. Carmustine has shown possible ROS involvement in this study with the DCFDA assay and demonstrated some oxidative damage in the comet assay. Carmustine like most chemotherapeutic agents generates low levels amounts of ROS. This data is consistent with Ramesh et al., (2015) who reports carmustine’s ability to induce oxidative cytotoxicity and its attenuation with an antioxidant transcription factor (nuclear factor erythroid-derived 2 like 2 - Nrf).

To conclude, this study investigated the possibility that the long-lived H$_2$O$_2$ or other ROS may be the cause of the observed DNA damage in the bystander cells. Data is inconclusive at the moment as some assays are supportive of ROS involvement but not consistent with any particular agent, while others are supportive of oxidative damage. However, due to limited supportive evidence for these agents on ROS production or involvement as a CIBE mode of action, both within the current study as well as in published literatures, further investigation is required such as the use of a more direct O$_2^-$ or H$_2$O$_2$ assay. Also, whilst increases were apparent, much of these data were not statistically significant, and so ROS may play a role, but probably does not represent the whole story.
5.4.2 Oxidative DNA damage investigation by modified comet assay

The comet assay has been applied in different in vitro testing due to its sensitivity, specificity, rapid assessment and economic value. This further modification by incorporation of a DNA endonuclease enzyme such as hOGG1 and Fpg permits the measurement of oxidative damage through a quantitative evaluation of 8-oxoguanine levels (Azqueta and Collins, 2014). This evaluation measures increased strand breaks, data which is representative of the 8-OHdG lesions which the enzyme recognise. Investigation of oxidative damage in this study followed the low detection of DNA fragmentation for the earlier conventional alkaline comet screening (chapter 4) of twenty-two chemotherapeutic agents.

Four key drugs (carmustine, chlorambucil, etoposide and mitoxantrone) were utilised in this part of the study. Following 24 hours co-culture of TK6, AHH-1 and Kasumi-1, these cells were assessed using the modified comet assay. The data revealed all cell lines with a non-significant increased level of oxidative DNA damage than the non-enzyme treated. There were distinct outcomes for the different cell lines however. Most of the agents were more sensitive to Fpg, however increased sensitivity to hOGG1 was seen for carmustine in AHH-1 and Kasumi-1, chlorambucil in AHH-1 and mitoxantrone in AHH-1 and Kasumi-1. The outcome of this study with more sensitivity to Fpg may possibly be damage due to alkylated bases as suggested by Moller et al., (2018). Smith et al., (2006) suggested that both hOGG1 and Fpg recognizes oxidised purines, but hOGG1 specifically recognizes oxidative DNA damage, thus based on the data produced for the current study, it suggests that only mitoxantrone and carmustine show any likely evidence of oxidative damage. The observed cell line differences could suggest that some of these bystander cells may be good at neutralising ROS effect. Additionally, Tse et al., (2017) reports evidence of oxidative DNA formation following fotemustine (carmustine analogue) exposure in melanoma cells and there is other evidence of some other chemotherapeutic agents to induce oxidative stress (Yokoyama et al., 2017).

5.4.3 8-OHdG as an oxidative biomarker

There is increasing evidence of oxidative stress induced damage on cellular targets such as DNA, protein and lipids due to excess ROS (Kehrer, 1993; Valavanidis, Vlachogianni and Fiotakis, 2009). Several markers for oxidative stress such as 4-hydroxy-trans-hexenale (HHE),
aldehydes C₆-C₁₂, malondialdehyde (MDA), as well as nucleic acid oxidation markers (8-OHdG, 5-hydroxymethyl uracil (5-OHMeU), 8-oxo-7,8-dihydro-2-deoxyguanosine (8-oxodG)) and protein markers (o-tyrosine (o-Tyr), 3-nitrotyrosine (3-NOTyr)) have been evaluated widely in different research (Peclova et al., 2016). But for lack of automation and complexity of methods, a lot of these various parameters are not applicable for routine laboratory investigations.

ROS mostly interacts with cellular biomolecules producing peroxidised derivatives such as 8-OHdG, advanced oxidation protein products (AOPP) and advanced glycation end products (AGE), hence serum reactive oxygen metabolite by-products have been adopted as biomarkers for oxidative stress measurement (Pilger and Rudiger, 2006). However, 8-OHdG indicates endogenous oxidative DNA damage and its DNA base modification occurs following the attack of guanine by hydroxyl radicals and such modification can lead to mutagenicity and increased proliferation of cancer cells (Fenga et al., 2017). More so, in nuclear and mitochondrial DNA, 8-OHdG is one of the major forms of oxidative damage induced base lesions and has been shown to be a good biomarker for estimating oxidative DNA damage following exposure to toxic chemicals as well as a risk factor indicator for other diseases including cancer (Valavanidis et al., 2009).

To evaluate the impact of oxidative stress in bystander cells, one of the predominant forms of nucleic acid oxidation products, 8-OHdG, was utilised as a biomarker in this study. 8-OHdG is considered an effective, versatile and widely used parameter for oxidative DNA damage measurement. As such, the biological significance for the alterations in 8-OHdG levels in cells is extensively explored in varying pathologies such as gastrointestinal disease (Ock et al., 2012). The levels of oxidative stress biomarkers are usually low and therefore require a robust and sensitive method of detection for accuracy and reproducibility (Korkmaz et al., 2018).

Methodologies for the detection of 8-OHdG include immunological methods such as enzyme linked immunosorbent assay (ELISA) and immunofluorescence (IF), and analytical assays e.g. high performance liquid chromatography (HPLC), tandem liquid chromatography mass spectrometry (LCMS/MS) and flow cytometry (Marrocco et al., 2017 and Korkmaz et al., 2018). In this study however, the 8-OHdG antibody was optimised for quantitative evaluation by flow cytometry and qualitative assessment using immunofluorescence. These methods are
reliable, fast and enabled an overall indication of the cell population as well as offering a single cell-based detection of oxidative damage.

In this study, use of the 8-OHdG antibody for the investigation of oxidative stress in the bystander cells reveal an increased MFI in TK6 and Kasumi-1 for both carmustine and etoposide. AHH-1 did not show a marked difference between control and bystander cells, but it had a statistically significant increase for all agents (carmustine, chlorambucil, etoposide and mitoxantrone) relative to the FITC stained untreated control. Only etoposide and mitoxantrone in TK6 show increased positivity when compared to the control. These findings suggest evidence of oxidative DNA damage for carmustine and etoposide potentially for TK6 and Kasumi-1. This study aligns with the low levels oxidative levels observed with etoposide in sperm cells, as well as when in combination with bleomycin and cisplatin (Baetas et al., 2019), however, this was performed as a direct exposure not bystander.

Taken together, based on the high sensitive detection of flow cytometry, this quantitative assessment is highly reliable. Therefore, the altered MFI levels of 8-OHdG in TK6 and Kasumi-1, and the significant increase of AHH-1 cell line are indicative of oxidative stress in these bystander cells. Also the outcome of this assay was neither consistent between drugs nor cell line as evidenced (section 5.3.3).

5.4.4 Mitochondrial stress evaluation

Mitochondria are well established as the major intracellular source of ROS (especially complexes I and III) and as such are also the principal target of ROS; hence any mediated increase may lead to perturbations of the mitochondrial dynamics, various pathologies or mitochondrial dysfunction such as decreased respiration, reduced oxidative phosphorylation, and loss of mitochondrial membrane potential (Jezek et al., 2018). Nemoto et al., (2000) suggests that ROS production can lead to changes in mitochondria such as compromised electron transport chain with an associated increase in electron leakage that contemporaneously react with oxygen to produce superoxide.

To investigate the functionality of mitochondria in a ROS challenged environment potentially resulting from chemotherapy, we utilised the HS-5 cell and exposed it to different chemotherapeutic agents (carmustine, chlorambucil, etoposide, mitoxantrone, daunorubicin
and doxorubicin) at clinically relevant doses. The Agilent Seahorse extracellular flux (XF) mito
stress test was has been reported as an efficient assay for measurement of mitochondria activity
especially based on its assay detection cellular changes in real time (Nicholas et al., 2017). XF
analysis makes use of minimal cell seeding density to inform on a variety of mitochondrial
parameters (basal respiration, proton leak, ATP production, spare respiratory capacity, non-
mitochondrial respiration and maximal respiration). It also significantly excludes human or
analytical software errors as it incorporates its own analytical software and background control
wells, thereby allowing objective assessment and biological variability reduction.

To substantiate the hypothesis of this study, the accrued data reveal some level of disturbance
within the mitochondria for some agents (daunorubicin, chlorambucil and etoposide) but not
others (carmustine, doxorubicin and mitoxantrone). This disturbance is evident in the overall
mitochondrial respiration (measured via OCR) as well as the glycolytic activity of the cell as
measured via ECAR (Zhang and Zhang, 2019). A close look at the data shows that the basal
respiration following exposure to all agents reduced except for carmustine and doxorubicin.
There was a reduction in oxygen consumption of these same agents but unfortunately, this does
not correlate completely with increased proton leak except for chlorambucil, doxorubicin and
mitoxantrone. Also, there was a decline in ATP production for all agents except carmustine
and doxorubicin as compared relative to the control. We observed another reduction in the
capacity to cope with the stress condition as shown by the spare respiratory capacity for
chlorambucil, etoposide, and daunorubicin.

Taken together, since proton leak depicts injury to the mitochondria and is responsible for the
release of superoxide that reacts with oxygen, leading to formation of other radical or non-
radicals, one can suggest a consistent relation of the activity of chlorambucil to increase ROS
involvement as depicted by the assessed parameters. This is quite intriguing, chlorambucil
showed an increase in oxidative damage in the comet assay, as well as in the 8OHdG
assessment, although this was not generally statistically significant increases. One striking
outcome of this study is that of daunorubicin and etoposide, which had a significant reduction
in oxygen consumption but did not correlate with any electron leakage. Whilst their spare
reserve capacity and ATP production were affected, these agents are potentially suggestive of
creating a disruption with the mitochondrial respiration. For lack of any related study in this
field, etoposide’s outcome warrants further study. However, for a complete lack of the ATP
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production in daunorubicin especially in the presence of its similar drug analogue doxorubicin which gave a positive production, together with evidence of only daunorubicin measurement without cells (data not shown) that showed a significant increase in OCR, whereas other agents were not metabolising for lack of cells. This effect may potentially be due to cell death, as the Seahorse assay measures live cells in real time (Figure 5.13), or that daunorubicin alters the measured parameters in Seahorse assay. This is probably due to a dosage effect and so demands further investigation for a fuller conclusion. Unfortunately, the capacity of this study could not accommodate this further investigation at this time.

Conversely, anthracyclines (such as doxorubicin and daunorubicin) are among the highest generators of ROS (Gammella et al., 2014) and so it is surprising that doxorubicin does not show increased ROS activity in this study. Doxorubicin disrupts ETC only upon reduction of quinone to semi-quinone, but this agent has been reported with inability to penetrate the inner membrane of mitochondria for certain cells (Conklin, 2004).

Furthermore, the outcome of these agents with mitochondrial dysfunction is an indicator to deciphering their induction of CIBE. This is because the mitochondrial DNA is very susceptible to ROS damage as they have a less efficient repair capacity (Pelicano et al., 2009). Hence, if this damage, as seen with the OCR reduction, persists after the rapid activity of free radicals, it could translate to the bystander cells. To elucidate this further, it may be worth doing a mutation assessment of the mitochondria. This is because mutational events to the mitochondria would alter the functionality of the electron transport and thus oxidative phosphorylation. An alteration of this process would exacerbate ROS which would lead to further mutations and possibly end in a vicious cycle of mutation and ROS production.

Interestingly, there was no evidence of a proton leak from the acute measurement, indicating a non-likely involvement of ROS or that chemotherapeutic agents had not penetrated. With the exception of daunorubicin with a reduced basal respiration, ATP production and spare respiratory capacity, all other agents were relatively similar to the untreated control. The same observation was reflected with the OCR and ECAR measurements that show all agents excluding chlorambucil and daunorubicin as similar to the control, thereby indicating good mitochondrial function for most, but not all agents.
Overall, the standard Seahorse XF mito stress test suggests a role for mitochondrial dysfunction which may account for a bystander phenomenon induced by chemotherapy, as cells were exposed to chemotherapeutic agents for an hour prior to parameter measurement. However, the acute measurement injected these drugs after basal respiration measurement, and no changes in mitochondrial function suggests that more time is required between drug exposure and measurement of mitochondrial capacity. The variable outcome of acute measurement compared with the standard assay may partly be due to the inability of these agents to have penetrated sufficiently before the solvents addition, as thirty minutes elapsed between drug injection and first solvent (oligomycin) addition. This assertion is only made based on the fact that in the normal seahorse which show evidence of damage for some agents, drugs were on the cells for 1h and prior to oligomycin injection and other 30 minutes. However, this is a very interesting outcome of this study because the normal measurement reflects the activity occurring after drug exposure and therefore supports the possible ROS involvement for some of these agents and represents the scenario of treatment for bystander model. This is further supported by apparent maximal induction of MN 3 days after exposure (section 4.15). However, this would require evidence that ROS can be produced this long after drug exposure, or may result from more permanent dysfunction to mitochondrial activity. Alternatively, this outcome may be due to instability of these chemotherapeutic agents at 37°C and therefore the imprecise activity of the agents. This is due to the discovery of drug instability at room temperature and since assay is performed at 37°C, drug stability may likely have impact on the assay. The data presented here are the first attempts to use Seahorse analysis to explain CIBE and without supporting literature for this assay with these agents, this study raises interesting questions which require fuller evaluation.

5.4.5 Evaluation of the antioxidant defence system

As a way of coping with an elevated ROS production in biological systems, our bodies employ a complex antioxidant defence to scavenge any intra and extracellular formed ROS. Since different biological processes or pathogenic activities result in oxidative stress, cells deploy SOD, CAT and TRX and other enzymes to maintain cellular homeostasis (Balaban et al., 2005). Oxidative stress induces the release of TRX, with reduced TRX scavenging H₂O₂, regulating different signal transduction pathways and acting as a good marker for oxidative
stress; SOD1 scavenges superoxides (O$_2^-$) and catalase scavenges H$_2$O$_2$ (Ighodaro and Akinloy, 2018).

Western blot as a method of choice is generally a very sensitive technique detecting pictogram levels, and can produce a semi-quantitative assessment of the determined protein of interest (Ghosh, Gilda and Gomes, 2014). The western antibody cocktail of SOD1, CAT and TRX used in this study investigated the relative abundances in bystander cell lines (TK6, AHH-1 and Kasumi-1) indirectly exposed to chemotherapeutic agents at clinically relevant doses, and in the directly exposed HS-5 cell line.

CAT activity was the same or reduced relative to the control for TK6 and AHH-1, whereas Kasumi-1 showed decreased levels of CAT, with carmustine, etoposide and mitoxantrone in comparison to the control. Although there seems to be some cell specific disparity, this observation in Kasumi-1 potentially points towards a likely involvement of H$_2$O$_2$ and may partly be responsible for the observed damage in CIBE. Conversely, if the situation of low antioxidant levels does not imply exacerbation of ROS, then it goes to say that H$_2$O$_2$ is not the key player involved. This assertion will necessitate further assays specific for H$_2$O$_2$ to confirm it as true or false. SOD1 in Kasumi-1, on the other hand shows a slight increase for carmustine, etoposide and mitoxantrone but decreased levels with chlorambucil (section 5.3.5); it was unchanged in AHH-1 and revealed opposite events of TK6 in Kasumi-1. Based on this altered expression of SOD1 relative to the untreated control, one can suggest a clear O$_2^-$ involvement with chlorambucil in Kasumi-1. TRX levels were generally was the same as for the control with all cell lines, except for the observed decrease for mitoxantrone in AHH-1, and decrease in carmustine, etoposide and mitoxantrone for Kasumi-1. HS-5 cells remained unchanged for all three antioxidants.

TRX, which exists in micromolar amounts in most cells (Chadwick and Goode, 2008), is surprisingly the most abundant of all tested antioxidants in both bystander cells and HS-5, followed by SOD and then CAT being the least highly expressed. During oxidative stress, it is expected that antioxidants would show increased levels in an attempt to combat the increased ROS activity. However, in extreme cases when ROS amounts overwhelms antioxidant defence, there exists decreased levels of these antioxidants (Tarlovsky, 2013). With the above data in mind, the observed low expressions of these enzymes typical in carmustine, etoposide and
mitoxantrone are either suggestive of no ROS involvement or an indication of a contained ROS effect; this is subject to further evaluations.

Whilst observations of antioxidant levels increasing or being overwhelmed are true for directly exposed cells, there is a lack of data for bystander cell responses. One might expect that if enough ROS were leaving the exposed HS-5, then bystander cells would similarly induce antioxidant expression in response. However as previously noted, ROS species likely to induce a bystander effect would need to be long-lasting and stable, able to leave the HS-5, travel through the medium and be taken up by the bystander cells. Thus, it is unlikely that ROS would be at concentrations high enough to overwhelm the cells and produce reductions in the antioxidants. Nevertheless, stable free radicals can produce high amounts of H$_2$O$_2$ and in the absence of contradictory evidence, it is possible that H$_2$O$_2$ levels might become high in bystander cells. The data from the increased presence of oxidative damage (comet) and 8OHdG (IF) would support this idea, however generally measurement of oxidative DNA damage was not significantly raised in bystander cells, nor did the DCFDA assay support large increases in ROS. Limitations in these assays, may not specifically measure the ROS of interest, and in the presence of changes in antioxidants, coupled with small increases in oxidative DNA damage, this study suggests that further research is warranted. Certainly, there is an obvious cell line disparity, which further supports a central role for the bystander cell itself.

The Kasumi-1 cell line evidenced measurable levels of all three proteins and expressed CAT at levels higher than the TK6, while CAT was virtually non-existent in the other two cell lines. TRX is highly expressed in TK6 and AHH-1 than the other two and SOD is generally highest in TK6 and Kasumi. This shows there is a lot of difference between the bystander cells. HS-5 cell line is very low for all three of these, and yet tends to be relatively ‘resistant’ to toxicity as observed in bystander experiment. This potentially suggests different mechanisms of detoxification and our research team believe that HS-5 expresses CYP450 owing to recent evidence (Alonso et al., 2015) that MSCs expresses CYP450, thus may help aid the way they metabolize or affected by these agents.

More so, the outcome of HS-5 was expected as this cell line has been reported with a significant level of GSH (the most abundant antioxidant in cells), and may therefore be responsible for the detoxification effect of these ROS. A question then posed, is that if HS-5 have the capacity to detoxify ROS through GSH, then why should the bystander cells show any increase in
oxidative DNA damage? It is possible that alternative active signalling molecules are released from the HS-5, which are unable to be detected using the techniques described here, but produce a unique oxidative stress response in the bystander cell itself, which might explain the disparity between each of the three bystander cell lines in the data presented here. Thus, the mechanism of action of CIBE might not specifically be ROS leaving HS-5 and travelling towards the bystander cells, but redox stress instead might be a ‘side-effect’ of another mechanism, which then has the capacity to induce oxidative DNA damage in the bystander cells, and possible mutagenic/leukaemogenic events, in the absence of significant cell death.

5.5 Conclusion

This study employed several methods of detection to evaluate a potential ROS involvement in bystander effect. The modified comet assay strongly suggested mitoxantrone as a ROS bystander enhancer. Carmustine was suggested by both the DCFDA and 8-OHdG assays as a major ROS inducer. The western blot antioxidant cocktail found no particular agent a high ROS generators in bystander cells. Whilst daunorubicin activity remains unexplained in the seahorse assay, chlorambucil was consistent in inducing ROS by both evaluation methods.

Summarily, evidence accrued from the use of various assay and techniques for all four main agents (carmustine, chlorambucil, etoposide and mitoxantrone), as well as the two antibiotics (daunorubicin and doxorubicin) included in the seahorse assay, point towards a potential ROS involvement in bystander effect. Although, no single chemotherapeutic agent was either consistent across all assays and/or showed cell line specificity, this data remains suggestive of oxidative stress in these cells, but is certainly not an absolute mechanism of CIBE. Oxidative/redox stress may instead be a side effect of a different more important signalling mechanism, but may contribute to the genotoxic outcome and/or signalling processes that promote survival of the bystander cells (Jang and Sharkis, 2007).
Chapter 6

Final discussion

6.1 Summary of findings

Chemotherapy is one of the treatment options for most cancer cases including leukaemia. While there has been many advances achieved through high quality randomized clinical trials, there remains adverse effects of chemotherapy to the treated patients such as therapy related leukaemia (Partridge, 2001). Another effect of chemotherapy is the possibility to remodel the tumour microenvironment (Liu et al., 2017). Traditionally, the goal of cancer chemotherapy is the removal of tumour without damage to adjoining cells (Wang et al., 2018), however, many first-line chemotherapeutic regimens have the capacity to affect both the cancer cells and the tumour microenvironment (Langley and Fidler, 2012). The tumour microenvironment represents the non-cancerous tissues surrounding the tumour such as the fibroblasts, cells of the blood vessels and proteins. Interactions of the cells within the tumour microenvironment can propagate the mutated clone and encourage development of the tumour.

The concept of tumour microenvironment’s role in cancer initiation and progression was first demonstrated by Paget (1889). Within his study of post-mortem breast cancer tissues, he observed a non-random distribution of the metastasised cells and thus put forward the theory of ‘seed and soil’ hypothesis. This theory described the growth of tumour cells (seed) in a favourable microenvironment (soil). The above theory could potentially serve as a model to describe the bystander effect, whereby cells within the microenvironment can potentiate the development of cancer growth in neighbouring cells. This was hypothesised as a mechanism in donor cell leukaemia (DCL – Flynn and Kaufman, 2007); the pathological basis of this study which develops as a complication of stem cell transplant following chemotherapy.

This thesis aimed to develop a bystander model (chapter 3), that would be used to investigate the genotoxic capacity of 22 chemotherapeutic agents (chapter 4), with a focus to determine the impact of the redox microenvironment on a chemotherapy-induced bystander effect (chapter 5). Advances in the understanding of cellular responses and behaviour in vivo has been made possible through the advances in cell culture (Duval et al., 2017). In an attempt to represent the BM microenvironment as closely as possible in vitro, different cell lines were utilised in this study. These cell lines were the human bone marrow mesenchymal stem cell line HS-5, the lymphoblast cell lines TK6 and AHH-1 and the myeloid cell line Kasumi-1;
choices that were an adequate representation of the interaction between the BM stroma and haematopoietic cells.

This study has demonstrated for the first time the capacity of all the tested chemotherapeutic agents to induce bystander effect. This discovery was made using clinically relevant doses of the chemotherapeutic agents, which were found to exhibit an overall maintenance of good cell viability for all the bystander cell lines. The idea of low bystander cell death coupled with genotoxicity might support the potential propagation of a mutagenic clone, potentially resulting in DCL. This assertion could be supported by the recent reports of an increase in the use of low intensity conditioning regimens coupled with increased reports (83% rise since 2000) of DCL (Suarez-Gonzalez et al., 2018); here lower dosing might preserve the viability of the cells and allow proliferation of mutated clones (Atilla et al., 2017). More so, evidence in the literature supports the ability to detect genotoxicity even at lower doses (Nohmi, 2018; Thomas et al., 2015). It has also been reported that some tumours have the capacity to evade cell cycle and remain dormant in secondary organs (Barkan et al., 2010), with no information about their further role with cells in the microenvironment. However, it has been proposed that the fate of a tumour cell is based on its interactions with cells in the microenvironment. Poo et al., (2015) confirmed that cellular responses to DNA damage is through a series of communication signalling with the microenvironment to promote both cell survival and cell death. They further suggested that the decision between survival and death is linked to the pathways involved in cancer initiation and progression. This would infer that HS-5 cellular response to low toxicity and any chemotherapy damage may be a decision to repair rather than cell death and as such could propagate mutation in bystander cells in co-culture through transfer of bystander signals.

This study clearly demonstrated bystander cell line specificities with the various endpoints assessed. There was no consistent trend in genotoxicity identified for all three cell lines, as some agreed in one assay but varied in another. This outcome illustrates the importance of the transfused donor cells in any stem cell complication such a DCL, as this outcome infers a likely donor cell selectivity for bystander signals. In addition, this is supported by the observation that some cells have the capacity to receive bystander signals more than others, while some do not receive or generate bystander signals (Ryan, 2008). Further to this cell line variability was the observed differences with the chemotherapeutic agents. Again, no two drugs showed a consistent outcome either between the group of agents or within its chemotherapeutic class. The key agents chosen for this study were initially driven on the report (Cowell and Austin, 2012; Davies, 2001) that alkylating agents and topoisomerase inhibitors are highly implicated
in therapy related leukaemia (TRL). On the contrary, this research has demonstrated the tested agents potentiates bystander effect, irrespective of whether it is from either of these two groups. This clearly suggests that the mechanism of these agents in TRL is clearly different from DCL.

In line with the mechanism of DCL being different to TRL, this research evidenced a likely capacity of point mutation induction in some bystander cells by the HPRT mutation assay. It further demonstrated different mechanisms of chromosomal aberration with the four key agents tested, which in contrast to direct studies (Lynch, 2003; Elhajouji et al., 2011) presented a mixed mode of activity for MN induction even in known clastogens. For instance, mitoxantrone would normally be clastogenic, but showed purely as aneugenic in Kasumi-1 bystander cells. It therefore supports the theory of multifactorial mechanisms in DCL. Also, TRL presents with point mutation and so does DCL, however, cytogenetics is considered as the primary outcome. TRL has been reported to present with deletions or loss of chromosomes 5 and 7 (Pedersen-Bjergaard et al., 2000), while DCL reported cases has shown increased abnormality with chromosome 7 but an involvement of other complex karyotypes (Suarez-Gonzalez et al., 2018). These findings does support this study whereby we observed more MN (aneugenicity) than point mutation.

Furthermore, DCL has been reported to occur as acute myeloid leukaemia, and appear to be exclusively AML in children, but can present as other leukaemia in adults, irrespective of the source or type of donor cells (Suarez-Gonzalez et al., 2018). This study showed a no drug, no cell line preference. In line with the knowledge that earlier reviewed DCL cases are majorly AML in nature but not every recipient stem cell transplant gets a DCL, it goes to say that at present every condition is unique regardless of donor origin, just as illustrated by the cell lines in this study. Currently, there is no evidence in the literature to support or refute alkylating agents or topoisomerase inhibitors as a major player, and since it wasn’t evident in this study, this research area deserves further attention.

The outcome of this research has provided insight into stem cell transplantation, through the finding that the capacity to induce genotoxicity persists in bystander cells a few days after chemotherapy (section 4.3.4.3), thus warranting a discussion about a ‘safe’ period to transplant the donor cells after conditioning. This study observed that while the HS-5 remained viable and recovered completely by 3 days post-exposure, signals were still transferred to bystander cells to peak at around three days for carmustine, chlorambucil and etoposide but peak at day 4 for mitoxantrone, yet the inducing factor for such signal remains unknown. Although, these signals were not apparent in the comet assay (section 4.3.2.1); using the MN assay, this transfer
of soluble factors to bystander cells was however evident in the conditioned medium studies (section 4.3.4.4). Arguably, one can infer the no detection in comet as a possibility that DNA fragmentation occurred much earlier than the 24 hr time point measured and so much damage was repaired prior to sampling. However, this study evidenced an increased percent DNA tail intensity in the oxidative damage using enzyme modified comet assay (section 5.3), which clearly was not repaired within the 24hr time point, although this was only significant for mitoxantrone. Therefore, the outcome of high MN induction at day 3 infers a real signal from the microenvironment.

Clearly, using cells in co-culture in this study has demonstrated variable outcomes, with all the agents. However, standard genotoxicity testing currently involves measurements of the direct exposure of acute doses of these toxic agents in vitro (OECD, 2012). It therefore raises a question about the current approaches to genotoxicity testing. This is even more relevant in with the concept that intracellular communications plays a vital role to cancer initiation and outcome, is further complicated by the idea that genotoxicity may not only occur through direct exposure, but also through indirect signalling which may take several days to be detected. These ideas warrant a modification of the recommended monocultures utilised in genotoxicity testing; reconsidering the timeframes, dosing and multicellularity of the cultures to address these complications, such that a more relevant assessment of human risk can be determined.

Such modification may involve the use of 3D multicellular models which better reflect in vivo studies than the current in vitro studies (Duvall et al., 2017). Despite some evidence about misleading false positive data with genotoxicity assay (Kirkland et al., 2007; Alder et al., 2011), this study has been performed in line with current practice and as such the outcomes presented are relevant. Also, the current co-culture system utilises human cell lines, whereas in vivo pilot studies are performed in animals, and have been shown to produce different outcomes. Hayes et al., (2013) demonstrated that glucocorticoids was negative in in vitro tests, but weakly positive in vivo in rodents. This shows that the in vitro testing is not always a good measure of what might happen in vivo. However, this interesting outcome of the study by Hayes et al., demonstrates that a cause for concern with rodent assays; as glucocorticoids are widely used in humans and has not been known to create risk of genotoxicity in humans and therefore better development of a model more replicable of in vivo is paramount.

A major outcome of this study, evidenced through the LCMS study, was the observation that chemotherapeutic agents are unstable at room temperature and above, stable at 2-8 °C or less (chapter 3). This outcome does infer that if the drugs are unstable in vitro, then they may also
be unstable in vivo except if bound to a protein. This raises the question about the mechanisms involved in inducing bystander effect by these agents. Since different drugs induced an effect in at least one of the assays over and above the untreated control, it justifies the capacity of the HS-5 cells to uptake the drugs. However, judging by the very quick drug degradation during the LC-MS study (section 3.5.4) versus the timing of bystander signals, one can argue that simple elution of the drug and travel to the bystander cells, is unlikely to be the major mechanism of bystander. Indeed, human mesenchymal stem cells, from which HS-5 are derived, are not known to express the p-glycoprotein/multidrug resistance gene, which ordinarily might serve as a general mechanism to expel the majority of drugs from the cells (Bosco et al., 2015), however currently it is not known if this is also true for HS-5, and can only be inferred.

Although some assays presented here support bystander induction (e.g. micronucleus assay) and others do not (e.g. the alkaline comet assay), one can also argue that the lack of detection of damage does not imply absence of damage. Indeed detection of damage can be governed by the sensitivity of the assay, whether the assay detects a lesion or a mutagenic event, and the concept of genotoxic thresholds, where there is a perception of balance between damage induction and DNA repair (Thomas et al., 2015). Furthermore, the enzyme modified comet assay detected increases in DNA fragmentation over and above what was detected in the alkaline comet assay, demonstrating the presence of lesions that were not formerly detected. Whilst there was an increase of detected lesions in the presence of hOGG1 and Fpg, it was shown to be statistically significantly increased only for mitoxantrone; however, one must consider what is statistically relevant versus what is biologically relevant. What is clear from the data presented here is that the bystander cells were highly viable, and any mutagenic events could notionally be propagated through proliferation. Hence, what might not be statistically relevant at the time point measured, may become biologically relevant through clonal expansion, which aligns with the median time of incidence of DCL post-transplant. Additionally, the data here demonstrated for the first time that induction of bystander effect, even after just an hour’s exposure to the drugs, peaks up to three days post exposure, and does not appear to cease until four or five days later, suggesting longer term mechanisms at play. Thus this research sought to investigate a likely mechanism for bystander effect.

While the mechanism of CIBE remains to be elucidated, RIBE has been well described and suggests amongst other things the influence of oxidative stress in bystander effect. Some of the evidenced RIBE endpoints include: increased chromosomal aberrations (Lorimore et al., 1998), micronuclei (Azzam et al., 2002), mutations (Zhou et al., 2000), DNA double strand
breaks (Sedelnikova et al., 2007) and sister chromatid exchanges (Nagasawa and Little, 1992). All these evidences led to two categorized mechanisms for RIBE: soluble factors induction and gap junction mediated cellular effects. Since stem cell transplant largely involves radiation and/or chemotherapy, this research investigated oxidative stress impact in CIBE.

This thesis sought to answer the question, ‘does ROS play a role in bystander effect?’ Various parameters were analysed such as the use of monoclonal antibodies to 8-OHdG to detect oxidative DNA damage. This outcome revealed the likely capacity of carmustine to induce oxidative stress in bystander which has been recognised elsewhere for carmustine (An et al., 2011). This study optimised and developed a method using an antibody to 8-OHdG for detecting ROS induced DNA damage in the nucleus, but also revealed the presence of mitochondrial ROS induced DNA damage located within the cytoplasm. Contrary to the 8-OHdG visualisation, whilst the DCFDA assay generally showed an increase in ROS in HS-5 treated cells, the DCFDA assay did not evidence any ROS increases in bystander cells with the possible exception of carmustine in AHH-1 alone. The HS-5 cells were further explored for oxidative stress induction using a potent oxidative stress inducer diethylmaleate and the antioxidant N-acetylcysteine. However, no obvious increases or decreases in stress or damage was observed (section 3.3.1). This potentially argues other detoxification mechanisms or a chemo-resistance capacity of the HS-5 cell line, since it was observed that increased drug concentration did not affect the HS-5 cell viability. It is possible that HS-5 cells can metabolise these agents very quickly. At present, nothing is known about the metabolic capacity of the HS-5 cells aside from the recent evidence suggesting expression of CYP450 enzymes in human BM mesenchymal stem cells (Alonso et al., 2015). It is also possible that the HS-5 cells possess an efficient intracellular antioxidant property and as such are resistant to oxidative influence, but may require stronger ROS inducers to exhibit a demonstrable effect.

The Agilent Seahorse XF mito stress test assessed the ability of mitochondrial disturbance via these agents. The mitochondria are well known for the ability to generate ROS. Additionally cytochrome C, an important protein in the mitochondria, responsible for signal generation, has been reported to mediate bystander effect (Yang et al., 2009; He et al., 2012). This study clearly showed a redox disturbance induced by all four agents, but because this outcome was not supported by the other assays (except for the mitoxantrone’s oxidative DNA damage induction in the enzyme modified comet assay), none of these agents were considered to be a potent ROS inducer. Similarly, both the use of N-acetylcysteine as well as the western blot assessment of three key antioxidants (superoxide dismutase, catalase and thioredoxin), indicated that none of
them possessed the ability to change or reduce oxidative stress damage as detected by the assays. This does suggest that the ROS detected here do not play a major role in the generation of bystander effects. Arguably, these ROS are highly reactive and possess a very short half-life, however, H$_2$O$_2$ has been reported to exude the mitochondrial membrane upon production by superoxides to exert effects in the extracellular space (Lennicke et al., 2015). While there is no convincing evidence here that ROS plays a role in CIBE, ROS have been reported to be associated with chemotherapy treatment (Yan et al., 2018; Conklin, 2004), but also to cause long term mutagenesis (Ahles and Saykin, 2007). ROS has also been linked to senescence, ageing and neurological disorders like Alzheimer’s (An et al., 2011; Tonnies and Trushina, 2017) and so remains an important concept to consider, especially for the mitoxantrone evidence demonstrated in this study.

In summary, the pathogenesis of DCL has previously been suggested to involve multifactorial processes, with different intrinsic and extrinsic influences (Flynn and Kaufman, 2006). The data presented within this thesis does support the idea that CIBE could be induced by any of the drugs investigated here, and any of these drugs could induce mutagenic events in the bystander cells which may align with the consequence for donated HSC within a DCL setting. Disruption to BM stromal functionality through chemotherapy as previously evidenced is long term (May et al., 2018), and could alter the redox status, inferring that ROS potentially may play a role in CIBE, but is unlikely to be the sole mechanism involved. There are many soluble factors released from these cells as evidenced by other research within our group (data unpublished), all of which require further investigation. It is also possible that each drug may exhibit varying mechanisms relative to another and thus, there is much further work to be performed. The key to elucidating this mechanism is by understanding if either the recipient or the donor are more important in the generation of DCL/bystander, which may point towards parameters that promote risk. Further exploration of DCL cases may also inform on the concept of extended genotoxicity beyond direct exposure. This study has introduced new ideas about the scope of genotoxicity outcomes, and introduced new concepts regarding the influences of multicellularity in the test bed and the role of signalling pathways in both induction of damage and detoxification, which may prove to be highly complicated to investigate. The advent of more complex 3D models may help to address some of these outcomes.
6.2 Limitations of study

This study was limited to the use of only one bone marrow cell line as only HS-5 are available commercially, so further research requires the involvement of other cell lines or primary BM samples to make a comparative assessment of bystander effect. This would be a vital assessment to do because all three bystander cells showed differences, hence it will be interesting to determine any differences for the stromal BM compartment.

Overall, the genotoxicity assays used in this study are efficient and sensitive in detecting the observed damages. However, no technique is without a flaw, it will be highly relevant to utilise an automated or high throughput assay to replace the visual and manual counting of method of micronuclei used in this study and to reduce any subjectivity.

Furthermore, the exploration of ROS in the current study was largely limited to detection of the major DNA lesion 8-OHdG, which could be extended to other oxidative lesions, and specific ROS could also be measured (e.g. using electron parametric resonance).

However, as an initial determination of the scope of CIBE to exist, this study lays the foundation for significant future work and refinement.

6.3 Future considerations

The developed bystander model has served as a basis for the initial outcome of this study, but a better model to mimic the BM environment in vitro would be the use of three-dimensional (3D) cell culture. 3D cell culture has the advantage that cell morphology and polarity are maintained, and just like in vivo scenario, the cells in 3D cultures receives stimuli directly from the microenvironment. Another important consideration would be the use of primary cultures isolated directly from cancer patients, as these cells possess the correct genetic characteristic features of cancer cells in vivo and would represent the full scope of potential bystander signalling following combination chemotherapy protocols in vivo. Study of CIBE in patient samples would be highly beneficial in the perception of the risk and possible subsequent modulation of cancer chemotherapy.

This study involved acute dosing only (1hr) and there is a scope to investigate longer exposure and chronic dosing, which will ensure closer alignment to chemotherapy exposure and will be interesting to observe any further chemo-resistance or maintenance of cell viability over time. As mentioned in section 4.4.3, the duration assay can be performed in a different way to involve
varying both the cells of the BM compartment and the lymphoid or myeloid compartment for a comparative analysis that will help elucidate bystander mechanism. In the same vein, an exploration of the promptness of DNA repair in the bystander model could involve measurement of endpoints by sampling at various time points over a 24 hour period and beyond.

Also the study model has evaluated mostly soluble factors, and has only investigated MSC with bystander cells. Because of the need to replicate the BM microenvironment, it may be vital to develop a model that will accommodate in same culture other cells of the BM that may play a role (e.g. macrophages express significant ROS levels) without the use of culture inserts. In this setting, it would be beneficial to promote direct cellular contact, which may increase the detected bystander effect, but efficient methods to unequivocally distinguish exposed from bystander cells would need to be developed; such approaches are currently under development within our research group. This may complicate the in vitro model, but it is recommended as use of a cell lines in contact could inform other aspects of CIBE and show its relevance; for example, gap junctions. Other considerations include: an increased sample size to perform/confirm the HPRT assay (section 4.4.5); further exploring dosage effects to align with myeloablative versus non-myeloablative protocols; and possible integration of a mathematical model that may help calculate or predict duration effect as well as off-target genotoxic events.
6.3 Final conclusion

In this thesis, the research has addressed the phenomenon of chemotherapy-induce bystander effect using different genotoxic endpoints. Major impacts of this study are the potential clinical insights related to DCL, and the impact on human risk assessment related to genotoxicity it has provided through the various outcomes. This study has shown evidence in support of chemotherapy-induced bystander effect that is potentially long-lived and an important outcome to consider in stem cell transplant. This study posits that while mutagenicity is low with evidence of limited cytotoxicity following CIBE, any proliferation and clonal expansion of such mutated cells post stem cell transplant (and in the right microenvironment), could influence the presence and outcome of DCL in patients.

Nonetheless, DCL is relatively rare due to the infrequent combination of ‘high risk’ donor versus ‘high risk’ recipient cells. Although DCL has been previously reported with an incidence of 0.12 – 0.13%, following improvements in cytogenetic analysis to confirm donor origin of ‘relapses’, the number of cases that have been reported since the year 2000 accounts for over 80% of all reported cases. This suggests more awareness, better detection/diagnosis and a possible rise in stem cell transplant complications and so the implications of the current study could be highly important.

To summarise, this thesis has evidenced for the first time the phenomenon of chemotherapy-induced bystander effect of 22 chemotherapeutic agents. ROS as a mechanism of CIBE is probably not the clear mode of action but redox balance is definitely altered in CIBE; a factor dependent on the bystander cell and the chemotherapeutic agent. Ultimately, this redox disturbance is likely to cause varying complications based on its dual role in toxicity as well as normal cell signalling and as such a significant factor to be considered.
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