An implicit/explicit integration scheme to increase computability of non-linear material and contact/friction problems
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Abstract

An implicit/explicit integration scheme for non-linear constitutive models is presented. It aims at providing additional computability to those solid mechanics problems were robustness is an important issue, i.e. material failure models equipped with strain softening, soft materials, contact-friction models, etc., although it can also provide important advantages, in terms of computational cost, with respect to purely implicit integration schemes. The proposed scheme is presented based on general families of constitutive models (continuum damage and elasto-plasticity) and its properties, in terms of robustness and accuracy, are analytically derived and computationally assessed by means of numerical simulations. An adaptive time stepping algorithm, based on a priori control of the committed error and the application of the proposed scheme to contact/friction interfaces are also presented.
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1. Introduction

Let us consider a typical, displacement driven, material non-linear solid mechanics problem, appropriately discretized in time, \( t \in [0, T] \), and space, \( x \in \Omega \), which, after application of the selected time marching algorithm and spatial discretization scheme, at time step \( n + 1 \), reads:

Find:

\[
\mathbf{a}_{n+1}; \quad \mathbf{z}_{n+1}; \quad \sigma_{n+1},
\]

Such that:

\[
\begin{align*}
F_{\text{int}}(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1}) - F_{\text{ext}}(t_{n+1}) &= G(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1}) = 0 \\
& \quad \text{(balance of forces)},
\end{align*}
\]

\[
g(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1}) = 0
\]

(state evolution equation),

\[
\dot{\sigma}_{n+1} &= \frac{\sigma_{n+1} - \sigma_n}{\Delta t_{n+1}} = \sum(e(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1}))
\]

(constitutive equation),

where \( \mathbf{a}_{n+1} \) are the nodal displacements, at the end of time step \( n + 1 \), and \( \sigma_{n+1} \) and \( \sigma_{n+1} \) are, respectively, the strain-like variable and the stresses at the sampling points. Additionally, \( e_{n+1} \) are the strains, related to the stresses through the (non-linear) constitutive function, \( \sum \), in rate form in Eq. (3), and \( F_{\text{ext}} \) and \( F_{\text{int}} \) stand, respectively, for the external and internal forces whose balance is established in Eq. (1). Therein \( t_{n+1} \), \( (t_{n+1} > 0, \Delta t_{n+1} = t_{n+1} - t_n > 0) \) stands for that increasing parameter being either the actual time (as in dynamic problems) or playing the role of time (the pseudo-time identified as the loading factor or the arc length parameter) in quasi-static problems.
In the context of the theory of dissipative material models equipped with internal variables [1,2], in Eq. (2) function \( g(\mathbf{a}_{n+1}; \sigma_{n+1}; t_{n+1}) \) implicitly defines the current value of these internal variables, \( \mathbf{a}_{n+1} \). For rate-dependent models, this function can be identified from the time-discretized version of the evolution equations of the internal variables i.e.

\[
\frac{\mathbf{a}_{n+1} - \mathbf{a}_n}{\Delta t} = h(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1})
\]  
\( \text{evolution equation}, \)

\[
g(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1}) \equiv (\mathbf{a}_{n+1} - \mathbf{a}_n)
\]  
\( \text{state equation}, \)

whereas in rate-independent models it comes out from the combination of the Kuhn–Tucker algorithmic loading/unloading conditions and the evolution equations of the internal variables, typically [2]:

\[
\Delta \mathbf{a}_{n+1} \geq 0; \quad f(\sigma_{n+1}, \mathbf{a}_{n+1}) \geq 0; \quad \Delta \mathbf{a}_{n+1} f(\sigma_{n+1}, \mathbf{a}_{n+1}) = 0
\]  
\( \text{loading/unloading conditions}, \)

\[
\frac{\mathbf{a}_{n+1} - \mathbf{a}_n}{\Delta t} = \frac{\Delta \mathbf{a}_{n+1}}{\Delta t} = \frac{\Delta \sigma_{n+1}}{\Delta t} = \frac{\Delta \mathbf{a}_{n+1}}{\Delta \sigma_{n+1}} = \frac{\Delta \mathbf{a}_{n+1}}{\Delta \mathbf{a}_{n+1}}
\]  
\( \text{evolution equation}, \)

\[
g(\mathbf{a}_{n+1}, \sigma_{n+1}, t_{n+1}) = 0
\]  
\( \text{state equation}, \)

where \( \Delta \mathbf{a}_{n+1} \) and \( f(\sigma_{n+1}, \mathbf{a}_{n+1}) \), in Eq. (7), are, respectively, the algorithmic Lagrange multiplier and the restriction defining the closure of the elastic domain in the stress space \( \mathbf{E}_{\mathbf{a}_{n+1}} := \{ \mathbf{a}_{n+1}; f(\mathbf{a}_{n+1}, \mathbf{a}_{n+1}) \leq 0 \} \).

Regarding Eq. (3) the specific format of function \( \Sigma \) is determined by the selected algorithm for integration of the material model. Typically, a true dependence of \( \Sigma(\mathbf{a}_{n+1}, \mathbf{Z}_{n+1}, \mathbf{\sigma}_{n+1}) \) on the values of the stresses at the end of the time step \( \mathbf{\sigma}_{n+1} \) corresponds to a classical \textit{implicit} (backward-Euler) integration, whereas dependence on values at previous time steps \( \mathbf{\sigma}_{n-i} \) characterizes an \textit{explicit} integration of the material model.

Much has been written in the literature about implicit vs. explicit integration schemes and the advantages and disadvantages of each of them. They can be summarized as follows:

- **Explicit integration schemes** are in many cases conditionally stable. This translates into a limitation of the time step length and, therefore, a large number of time steps are needed to solve the problem. On the other hand, \( \sigma_{n+1} \) in Eqs. (1)–(3) becomes, in many cases, linearly or quasi-linearly dependent on the problem unknowns, \( \mathbf{a}_{n+1} \). In many cases this translates into a linear or a quasi-linear structure of function \( G \) in Eq. (1), and the global algorithm for its resolution becomes, generally, very robust.

- **Implicit integration schemes** are generally unconditionally stable. Therefore, there is no intrinsic limitation on the length of the time step, other than the control of the integration error, which uses to be small, and the number of required time steps, is small when compared with explicit algorithms. On the other hand, \( \sigma_{n+1} \) in Eqs. (1)–(3), uses to be highly non-linear in terms of the main unknowns \( \mathbf{a}_{n+1} \). This non-linearity is inherited by Eq. (1) and the resulting solving algorithm (typically a Newton–Raphson iterative procedure) often can be made robust only by using very skillful procedures (namely, continuation methods) and dramatic shortenings of the time step values. In certain cases, for instance when strain softening appears in the constitutive model, the algorithm becomes so ill conditioned that no convergence, and then no result, can be achieved for problems of practical interest.

In summary: explicit integration schemes yield robust but expensive (in terms of the computational cost) solving algorithms, whereas implicit integration schemes lead to accurate results, even for large time steps, but at the cost of a loss of robustness of the resulting numerical algorithm which, for cases of practical interest, can also dramatically affect the corresponding computational cost.

This work proposes a combination of implicit and explicit integration schemes that exploits the advantages of both, while overcoming some of their drawbacks. In essence, it is a combination of a standard implicit integration scheme of the stresses, \( \sigma_{n+1} \), in the constitutive model in Eq. (3) with an explicit extrapolation of the involved internal variables, \( \mathbf{a}_{n+1} \), in Eqs. (2)–(3). The proposed implicit/explicit integration scheme, from now on shortened as IMPL-EX, is presented based on two representative families of rate-independent material constitutive models: continuum damage models and elasto-plastic models. However, this does not imply intrinsic restrictions in terms of its application to other families of inelastic constitutive models.

At the cost of few, and simple, additional operations, to be performed at the constitutive driver level, the IMPL-EX algorithm, renders relevant benefits when it is conveniently exploited in computational mechanics. They can be summarized as follows:

- The algorithmic tangent constitutive tensor becomes symmetric and semi-positive definite even in those cases as the analytical one is not. This leads to dramatic improvements of the robustness in problems where implicit integrations result in singularity or the negative character of the algorithmic tangent operators.

- In many cases, the algorithmic tangent constitutive tensor becomes constant. Therefore, in absence of sources of non-linearity other than the constitutive model, the complete non-linear problem reduces to a sequence of linear (at every time step) problems. The classical Newton–Raphson procedure takes a unique iteration to converge and the problem becomes step-linear. The effects on the computational costs are also dramatic.

- The good stability properties of the implicit integration algorithm are inherited by the proposed IMPL-EX integration algorithm.

- The order of accuracy of the IMPL-EX integration algorithm, with respect to the size of the time step, is, at least, linear; the same as many classical backward-Euler
implicit algorithms. Nevertheless, the absolute error is larger for the same time step length.

- The method can be exploited to render robust, and step-linear, complex non-linear problems. For instance: in bilateral contact/friction problems, a strategy based on using an anticipating contact interface mesh, whose elements are equipped with an appropriate constitutive model, to penalize interpenetration and define the friction effects, can be linearized by using an IMPL-EX integration of that constitutive model, resulting in a sequence of linear problems.

Previous works [3] of the authors have displayed the benefits of the IMPL-EX integration scheme when applied to modeling material failure. Here, the theoretical aspects of the method are described in detail and generalized to a broader family of material models, and its accuracy properties are analyzed. Additional applications, as the ones in contact/friction problems, are presented as well.

The remaining of the paper is structured as follows: in Section 2, two target families of, widely representative, non-linear material models (continuum damage and elasto-plasticity) are described, their classical implicit integration schemes are presented and the corresponding properties in terms of robustness are examined. Then, in Section 3, the proposed implicit/explicit integration scheme is presented, its accuracy properties are derived and a corresponding error control method is presented. Section 4 is devoted to the numerical assessment of the proposed integration method via selected representative examples. In Section 5 the method is extended to contact/friction interfaces and the provided additional robustness is assessed. Finally, in Section 6, some final remarks are provided.

2. Representative constitutive models

For the sake of covering a wide range of constitutive models, in the remaining of this paper two families of rate-independent models will be considered: (1) isotropic continuum damage models and (2) elasto-plastic models.

<table>
<thead>
<tr>
<th>Isotropic continuum damage model</th>
<th>Elasto-plastic model with isotropic hardening</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free energy</td>
<td>( \varphi(\varepsilon, a) = (1 - d)\varphi_0 + \frac{1}{2} a : C^e : \varepsilon )</td>
</tr>
<tr>
<td>( d(x) = 1 - (q(x)/a) \geq 0 )</td>
<td>( \varepsilon = \varepsilon^e + \varepsilon^p )</td>
</tr>
<tr>
<td>Internal variables</td>
<td>( \dot{\varepsilon} = \dot{\lambda} \quad \varepsilon</td>
</tr>
<tr>
<td></td>
<td>( \ddot{\varepsilon}^p = \lambda \dot{m} \quad m = \varepsilon \Phi(\sigma) )</td>
</tr>
<tr>
<td>Constitutive equation</td>
<td>( \sigma = (1 - d) C^e : \varepsilon = \frac{q}{2} C^e : \varepsilon = \frac{q}{2} \sigma )</td>
</tr>
<tr>
<td>Damage/yield function</td>
<td>( g(\varepsilon, a) \equiv \tau(\varepsilon) - a )</td>
</tr>
<tr>
<td></td>
<td>( \tau(\varepsilon) \equiv \sqrt{\sigma : C^{-1}} : \sigma = \sqrt{\varepsilon : C^e : \varepsilon} )</td>
</tr>
<tr>
<td>Loading-unloading condition</td>
<td>( \dot{\lambda} \geq 0; \quad q \leq 0; \quad \dot{\lambda} g = 0 )</td>
</tr>
<tr>
<td>Stress-like internal variable evolution</td>
<td>( \dot{q} = H \dot{\varepsilon}; \quad q \geq 0 )</td>
</tr>
<tr>
<td></td>
<td>( q</td>
</tr>
<tr>
<td>Constitutive tangent tensor</td>
<td>( \sigma = C^{\text{tan}} : \dot{\varepsilon} )</td>
</tr>
<tr>
<td></td>
<td>( C^{\text{tan}} = \begin{cases} C^{(\text{u})} \equiv (1 - d) C^e = \frac{q}{2} C^e \ C^{(\text{l})} \equiv \frac{q}{4} C^e - \frac{q H \tau}{\sqrt{\sigma}} \sigma \otimes \sigma \end{cases} )</td>
</tr>
</tbody>
</table>
The main ingredients of both models can be described as follows [2,4,5]:

where, in Eq. (9), \( \phi(\varepsilon, x) \) is the free energy depending on the strain tensor \( \varepsilon \) (or the elastic counterpart, \( \varepsilon' \), in the plastic model) and the internal (strain like) variable \( x \) and \( d(x) \) \((0 \leq d \leq 1)\) is the damage variable. The \( \varphi_0 \) term, in the damage model, is the elastic strain energy for the elastic (undamaged) material, \( \mathbf{C} = \lambda(1 \otimes 1) + 2\mu\mathbf{I} \) is the elastic constitutive tensor, where \( \lambda \) and \( \mu \) are the Lame’s parameters and \( \mathbf{I} \) and \( \mathbf{1} \) are the identity tensors of second and fourth order, respectively.

In Eqs. (10) and (14), \( \sigma_u \) is the tensile strength (in the damage model) and the yield stress (in the plastic model), and \( E \) is the Young modulus, and in Eq. (11), \( \overline{\sigma} = \mathbf{C}^{0} : \varepsilon \) is the effective stress.

In Eq. (12) \( g(\cdot) = 0 \) defines the boundary of the elastic domains. The initial elastic domain in the damage model is then defined, in the strain space, as \( E_0^\varepsilon := \{ \varepsilon; \tau(e) \equiv \sqrt{\varepsilon : \mathbf{C}^e : \varepsilon < \frac{\varphi_0}{\gamma} } \} \) in terms of the strain norm \( \tau(e) \). For the plasticity model it is defined in the stress space, as \( E_0^\sigma := \{ \sigma; \Phi(\sigma) < \sigma_u \} \), in terms of the equivalent uniaxial stress, \( \Phi(\sigma) \).

The stresses, \( \sigma \), and the stress-like variable, \( q \), are determined via Eqs. (11) and (14). This last equation defines the hardening/softening law in terms of the continuum hardening/softening modulus, \( H(x) \), which is assumed a known function of \( x \). Finally, Eq. (15) is the rate constitutive law in terms of the tangent constitutive operator, \( \mathbf{C}^{tan} \), which is specified for loading, \( \mathbf{C}^{(load)} \), or unloading, \( \mathbf{C}^{(unload)} \), processes.

### 2.1. Implicit integration

Let us consider the problem with the time domain, \([0, T]\), discretized in an appropriated number of time intervals. The classical implicit (backward-Euler) integration of the selected constitutive models in the time interval \([t_n, t_{n+1}]\) is done in the following way:

(a) Damage models: In the domain of non-linear constitutive models, isotropic damage models constitute a fairly unusual case, since they can be integrated in a closed form. In fact, inspection of the evolution Eqs. (10)–(13) allows computing exactly the internal variable \( x(t) \) as the historical maximum [6] of the strain norm \( \tau(e) \) at time \( t \):

\[
x(t) = \max_{e \in [0,t]} (x_0, \tau(e(s))).
\]

From this, the constitutive model can be integrated through the steps as in Table 1.

(b) Elasto-plastic models (radial return): The most common procedure to implicitly integrate elasto-plastic models is the so-called radial return algorithm, defined through the steps as in Table 2 [2]:

### Table 1 Implicit backward-Euler integration algorithm for the damage model

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Compute effective stresses and trial values</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{n+1} = \mathbf{C}^e : \varepsilon_{n+1} );</td>
</tr>
<tr>
<td></td>
<td>( \tau_{n+1} = \sqrt{\sigma_{n+1} : \mathbf{C}^{e^{-1}} : \sigma_{n+1} -</td>
</tr>
<tr>
<td></td>
<td>( x_{n+1}^{trial} = x_n )</td>
</tr>
<tr>
<td>2.</td>
<td>Compute damage multiplier</td>
</tr>
<tr>
<td></td>
<td>if ( g(\varepsilon_{n+1}, x_{n+1}^{trial}) \leq 0 \rightarrow \Delta \lambda_{n+1} = 0 \rightarrow ) elastic/unloading</td>
</tr>
<tr>
<td></td>
<td>else if ( g(\varepsilon_{n+1}, x_{n+1}^{trial}) \equiv \tau_{n+1} - x_{n+1}^{trial} &gt; 0 \rightarrow )</td>
</tr>
<tr>
<td></td>
<td>( \Delta \lambda_{n+1} = \tau_{n+1} - x_{n+1}^{trial} &gt; 0 \rightarrow ) damage loading</td>
</tr>
<tr>
<td>3.</td>
<td>Update internal and damage variables</td>
</tr>
<tr>
<td></td>
<td>( x_{n+1} = x_n + \Delta \lambda_{n+1} = \max(x_n, \tau_{n+1}); )</td>
</tr>
<tr>
<td></td>
<td>( q_{n+1} = q_n + H(x_{n+1}); )</td>
</tr>
<tr>
<td></td>
<td>( d_{n+1} = 1 - \frac{q_{n+1}}{x_{n+1}} \geq 0 )</td>
</tr>
<tr>
<td>4.</td>
<td>Compute stresses</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{n+1} = (1 - d_{n+1}) \mathbf{C}^e : \varepsilon_{n+1} = \frac{q_{n+1}}{x_{n+1}} \mathbf{C}^e : \varepsilon_{n+1} )</td>
</tr>
<tr>
<td>5.</td>
<td>Compute algorithmic tangent operators</td>
</tr>
<tr>
<td></td>
<td>( \frac{\partial \mathbf{C}^{(unload)}<em>{n+1}}{\partial \sigma</em>{n+1}} = \frac{\partial \mathbf{C}^{(unload)}<em>{n+1}}{\partial \sigma</em>{n+1}} = (1 - d_{n+1}) \mathbf{C}^e )</td>
</tr>
<tr>
<td></td>
<td>( \frac{\partial \mathbf{C}^{(unload)}<em>{n+1}}{\partial \sigma</em>{n+1}} = \frac{\partial \mathbf{C}^{(unload)}<em>{n+1}}{\partial \sigma</em>{n+1}} = (1 - d_{n+1}) \mathbf{C}^e - \frac{q_{n+1} - H(x_{n+1})(x_{n+1})^3}{(x_{n+1})^3} \sigma_{n+1} \otimes \sigma_{n+1} )</td>
</tr>
</tbody>
</table>
Table 2
Implicit backward-Euler integration algorithm for the elasto-plastic model

<table>
<thead>
<tr>
<th>DATA: $a_{n+1}, \sigma_n, \lambda_n, q_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Compute trial stresses: $\sigma_{n+1}^{\text{trial}} = \sigma_n + C^e : (a_{n+1} - a_n)$; $q_{n+1}^{\text{trial}} = q_n$</td>
</tr>
</tbody>
</table>

2. Compute plastic multiplier: $\lambda_{n+1}^{\text{trial}} = \lambda_n + \Delta \lambda_{n+1}^{\text{trial}}$ if $g(\sigma_{n+1}^{\text{trial}}, q_{n+1}^{\text{trial}}) \leq 0 \rightarrow \Delta \lambda_{n+1}^{\text{trial}} = 0 \rightarrow$ elastic/unloading; else if $g(\sigma_{n+1}^{\text{trial}}, q_{n+1}^{\text{trial}}) > 0$ then

$\lambda_{n+1}^{\text{trial}}(\Delta \lambda_{n+1}^{\text{trial}}) = \lambda_n + H(\lambda_{n+1} - \lambda_n) = \lambda_n + H_n \Delta \lambda_{n+1}^{\text{trial}}$

$\sigma_{n+1}^{\text{trial}}(\Delta \lambda_{n+1}^{\text{trial}}) = \sigma_{n+1}^{\text{trial}}(a_{n+1} - \Delta \lambda_{n+1}^{\text{trial}} C^e : m(\sigma_{n+1}^{\text{trial}}, q_{n+1}^{\text{trial}}(\Delta \lambda_{n+1}^{\text{trial}})))$

Solve: $g(\sigma_{n+1}^{\text{trial}}, q_{n+1}^{\text{trial}}(\Delta \lambda_{n+1}^{\text{trial}})) = 0 \rightarrow \Delta \lambda_{n+1}^{\text{trial}} > 0 \rightarrow$ plastic loading

3. Update internal variables: $a_{n+1} = a_n + \Delta \lambda_{n+1}^{\text{trial}}$; $q_{n+1} = q_n + H_n \Delta a_{n+1}$

4. Compute stresses: $\sigma_{n+1} = \sigma_n + C^e : (a_{n+1} - a_n) - \Delta \lambda_{n+1}^{\text{trial}} C^e : m(\sigma_{n+1}, q_{n+1}) \rightarrow \sigma_{n+1}$

5. Compute algorithmic tangent operators:

$C_{n+1}^{\text{alg}(\text{trial})} = \frac{\partial \sigma_{n+1}^{\text{trial}}}{\partial q_{n+1}} = C^e$

$\Xi_{n+1} = (C^e + \Delta \lambda_{n+1} A_{n+1})^{-1}$; $A_{n+1} = \partial a_{n+1} = \partial q_{n+1} = \partial A_{n+1} = \partial m(\sigma_{n+1}, q_{n+1})$ (26)

In Eq. (23), and from there on, the algorithmic plastic multiplier, $\Delta \lambda_{n+1}$, and the continuum plastic multiplier, $\lambda$, in Eqs. (10) and (13) are related through $\Delta \lambda_{n+1} \equiv \lambda_{n+1} - \lambda_{n+1} - \lambda$. A consequence of the convexity of the stress space, $E_{\sigma_n} \equiv \{\sigma_n : F(\sigma_n) < q_{n+1}\}$, intrinsic to the use of classical radial return algorithms. This fact automatically translates into the semi-positive definite character of the symmetric tensor $A_{n+1} = \frac{\partial F(\sigma_{n+1})}{\partial \sigma_{n+1}}$, in Eq. (26) and, therefore, of the algorithmic elastic tensor $E_{\sigma_n}$, in Eq. (26) since $C^{-1}$ is isotropic and positive definite and $\Delta \lambda_{n+1} > 0$.

Remark 2.2. Also, very often, the plastic flow $m(\sigma, q)$ in Eq. (10) is, or can be rephrased as, a quadratic function of the incremental stresses, $\sigma_{n+1}$ (see Appendix 1 for an example). In those cases, the plastic flow tensor $m_{n+1}(\sigma_{n+1}, q_{n+1})$ is linear in the stresses i.e.

$m(\sigma_{n+1}, q_{n+1}) = A(q_{n+1}) : \sigma_{n+1} + b(q_{n+1})$ (27)

and the tensor $A_{n+1}$, in Eq. (26), does not depend on the stresses ($A_{n+1} = A(q_{n+1})$). These facts will be appropriately recalled in Section 3.2.

2.1. Stability and accuracy of implicit integrations

Stability and accuracy of implicit integration algorithms for constitutive models is nowadays a very well established issue. For the two target families of constitutive models, the summary of the corresponding results is the following:

- The implicit integration of the continuum damage model in Eqs. (17)–(21) is unconditionally stable (in Appendix 2 a proof is given). Also, the implicit integration for the elasto-plastic models given in Eqs. (22)–(26) is unconditionally stable (proofs of the stability of implicit integrations of elasto-plastic models can be found in Refs. [7,8]).

- Both integration algorithms are first order accurate when using the backward-Euler integration procedures. Mid point integration rules increase the accuracy to second order [7].

2.2. Robustness issues: computability

In numerical solution procedures, computability [9] is associated to the ability of the considered algorithm to provide results at affordable computational costs. In this sense, terms like computability and robustness are closely related.

A typical case of lack of robustness, in non-linear solid mechanics problems, appears when standard Newton–Raphson procedures are used to linearize the resulting discrete system of Eq. (1). In this case, the ability to provide results is associated to the convergence of the iterative procedure. In turn, the convergence of a Newton–Raphson procedure depends, for instance, on the length of the time
step, but, most importantly, on the spectral properties of the resulting tangent stiffness matrix.

In fact, if the tangent matrix becomes singular, or ill conditioned, at a certain stage of the iterative procedure, the process does not converge (or it consumes an unaffordable number of iterations to converge), even for very short time steps. Then, no solution can be obtained and the process loses its robustness. In certain cases, as in modeling geometrical instabilities, remedies can be found by using appropriate continuation methods, which render the extended tangent stiffness matrix positive definite [10]. However, in many other cases, as in modeling material failure for brittle materials, these remedies fail [3] and the simulations suffer from dramatic lack of robustness.

In this context, non-linear solid mechanics problems involving crack formation and propagation constitute a paradigm of computability difficulties [9]. In continuum settings, i.e. when stress vs. strain constitutive models are used, the constitutive models have to be endowed with strain softening in order to model the physical loss of material strength as the crack propagates [11–13]. Then, the softening modulus in Eq. (14) is negative ($H < 0$). The situation is very similar in discrete settings [14–16], when material failure is modeled via traction–separation laws, which must be also equipped with strength softening. Apart from mathematical implications on the character of brittle materials, these remedies fail [3] and the simulations suffer from dramatic lack of robustness.

However, in many other cases, as in modeling material failure [14–16], when processes [14–16], involves quasi-singular algorithmic tangent stiffness matrices due to the lack of positive definiteness of the algorithmic tangent operators in all the domain of the analysis, with very similar consequences in terms of robustness.

3. Implicit/explicit integration: the IMPL-EX scheme

3.1. Fundamentals of the method

The proposed implicit/explicit integration scheme, grounds on the following two stages, to be executed at the representative time step $n + 1$:

1. In a first stage the explicit evaluation of the stresses, $\tilde{\sigma}_{n+1}$, and the stress-like variable, $\tilde{q}_{n+1}$ (notation (⋆) will be used from now on to denote the corresponding results), is done in terms of the implicit stresses at the previous time step, $\sigma_n$, and the extrapolated values, $\tilde{\sigma}_{n+1}$, of the strain-like internal variable, $\tilde{\sigma}_n$, $\tilde{\sigma}_{n-1}$, etc., implicitly integrated in previous time steps. Details of this stage are given in next section.

2. In a second stage the standard implicit integration of the constitutive model, according to Tables 1 or 2, is performed and the implicitly integrated stresses, $\sigma_{n+1}$, are obtained.

In addition, fulfillment of the momentum balance Eq. (28) at time step $n + 1$ is imposed in terms of these IMPL-EX stresses $\tilde{\sigma}_{n+1}$ and not in terms of the implicitly integrated stresses, $\sigma_{n+1}$.

3.2. The explicit stage

Let us, consider the strain-like internal variable, $\tilde{\sigma}_n$ in Eq. (10), defining the evolution of the plastic damage (for...
the damage model) or the plastic multiplier (for the elastoplastic model), i.e.

\[ \dot{\alpha} = \hat{\lambda}. \]  

(30)

**Remark 3.1.** Eq. (30), and the existence of the internal variable \( \alpha \), plays a fundamental role in the proposed method, but it is not limiting its application. In fact, if in the considered material model does not appear an internal variable fulfilling this equation, it can be additionally introduced to be object of the specific treatment indicated below.

Let us now consider the discrete flow of that variable obtained from the implicit integration of the constitutive model (see Fig. 1).

At the beginning of the computations at time step \( n + 1 \), results of that integration at previous time steps are available. Taylor’s expansions of that variable read:

\[
\begin{align*}
\alpha_{n+1} &= \alpha_n + \frac{\Delta t_{n+1}}{\Delta t_n} \Delta \alpha_n + \mathcal{O}(\Delta t^2) \\
\Rightarrow \alpha_{n+1} &= \alpha_n + \frac{\Delta t_{n+1}}{\Delta t_n} \Delta \alpha_n + \mathcal{O}(\Delta t^2), \\
\end{align*}
\]

where \( \Delta t_n = t_n - t_{n-1} \), \( \Delta t_{n+1} = t_{n+1} - t_n \) and \( \Delta \alpha_n = \alpha_n - \alpha_{n-1} \). Therefore, truncation of the expansion (32) defines the following prediction, \( \bar{\alpha}_{n+1} \), for the internal variable \( \alpha_{n+1} \) (see Fig. 1):

\[
\bar{\alpha}_{n+1} = \alpha_n + \frac{\Delta t_{n+1}}{\Delta t_n} \Delta \alpha_n. 
\]

(33)

Eq. (33) constitutes an explicit extrapolation of the internal variable, \( \alpha \), at time step \( n + 1 \), in terms of the implicit values obtained in the previous time steps, \( n \) and \( n - 1 \) (see Fig. 1). The algorithmic damage/plastic multiplier resulting from this extrapolation reads:

\[
\Delta \hat{\lambda}_{n+1} = \Delta \tilde{\alpha}_{n+1} = \tilde{\alpha}_{n+1} - \alpha_n = \frac{\Delta t_{n+1}}{\Delta t_n} \Delta \alpha_n = \frac{\Delta t_{n+1}}{\Delta t_n} \Delta \hat{\lambda}_n. 
\]

(34)

Now, steps 3 and 4 in Tables 1 and 2 can be pursued in terms of the value \( \Delta \tilde{\alpha}_{n+1} \) in Eq. (34) yielding the IMPL-EX integrated values of the remaining variables \( \tilde{\sigma}_{n+1} \) and \( \tilde{\eta}_{n+1} \). Those IMPL-EX results are then substituted in Eq. (28) to fulfill the momentum equation. The IMPL-EX explicit stage for both cases is summarized in Tables 3 and 4.

**Remark 3.2.** The most specific feature of the IMPL-EX scheme is that, unlike in the standard implicit integration, the values \( \tilde{\alpha}_{n+1} \) are independent of the current value of the strains, \( \tilde{e}_{n+1} \), and they are known at the beginning of time step \( n + 1 \); in other words, they remain constant during the current time step. This yields relevant differences in the resulting tangent algorithmic operators, in Eqs. (39) and

---

**Table 3**

IMPL-EX explicit stage for isotropic damage models

<table>
<thead>
<tr>
<th>DATA: ( \tilde{e}_{n+1}, \tilde{\sigma}<em>n, \tilde{\alpha}</em>{n-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Explicit extrapolation</td>
</tr>
<tr>
<td>( \bar{\alpha}<em>{n+1} = \alpha_n + \frac{\Delta t</em>{n+1}}{\Delta t_n} \Delta \alpha_n )</td>
</tr>
<tr>
<td>( \Delta \alpha_n = \alpha_n - \alpha_{n-1} = \Delta \hat{\lambda}_n )</td>
</tr>
<tr>
<td>2. Compute damage multiplier</td>
</tr>
<tr>
<td>( \Delta \hat{\lambda}<em>{n+1} = \Delta \tilde{\alpha}</em>{n+1} = \tilde{\alpha}<em>{n+1} - \alpha_n = \frac{\Delta t</em>{n+1}}{\Delta t_n} \Delta \alpha_n \geq 0 )</td>
</tr>
<tr>
<td>3. Update internal &amp; damage variables</td>
</tr>
<tr>
<td>( \tilde{\sigma}<em>{n+1} = (1 - \tilde{d}</em>{n+1}) C : \tilde{e}<em>{n+1} = \tilde{\sigma}</em>{n+1} \tilde{C}<em>n : \tilde{e}</em>{n+1} )</td>
</tr>
<tr>
<td>4. Compute stresses</td>
</tr>
<tr>
<td>( \tilde{\sigma}<em>{n+1} = (1 - \tilde{d}</em>{n+1}) C : \tilde{e}_{n+1} )</td>
</tr>
<tr>
<td>5. Compute algorithmic tangent operators</td>
</tr>
<tr>
<td>( \tilde{C}<em>{n+1}^{\text{alg}} = \frac{\tilde{\sigma}</em>{n+1}}{\tilde{e}<em>{n+1}} = (1 - \tilde{d}</em>{n+1}) C )</td>
</tr>
</tbody>
</table>
5. Compute algorithmic tangent operators

\[
\tilde{\mathbf{c}}_{n+1} = \frac{\partial \tilde{\mathbf{s}}_{n+1}}{\partial \mathbf{\tilde{\sigma}}_{n+1}} = \mathbf{\tilde{z}}_{n+1}; \quad \mathbf{\tilde{z}}_{n+1} = \left( C^{-1} + \Delta \tilde{\lambda}_{n+1} \mathbf{A}_{n+1} \right)^{-1}
\]

\[
\tilde{\mathbf{A}}_{n+1} = \frac{\partial \tilde{\mathbf{m}}_{n+1}}{\partial \mathbf{\tilde{\sigma}}_{n+1}} = \frac{\partial^2 \Phi(\tilde{\mathbf{\sigma}}_{n+1})}{\partial \tilde{\mathbf{\sigma}}_{n+1} \otimes \partial \tilde{\mathbf{\sigma}}_{n+1}}
\]

(44), when compared with the ones resulting from the implicit integration in Eqs. (21) and (26). The key differences are:

1. **The IMPL-EX algorithmic tangent operators are in all cases symmetric and semi-positive definite.** The arguments are trivial for the damage model (Eq. (39)), since \((1 - \bar{d}_{n+1}) \geq 0\) and \(C^e\) is symmetric and positive definite. For the elasto-plastic model, in Eq. (44), they follow from the reasoning in Remark 2.1, about the symmetric and semi-positive definite character of tensor \(\mathbf{A}_{n+1}\), and the positive character of \(\Delta \tilde{\lambda}_{n+1}\) and \(C^e\). Therefore, those **problems of robustness**, referred to in Section 2.2, due to the negative character of the algorithmic tangent operators in Eq. (29) should disappear.

2. **The algorithmic tangent operator, in Eq. (39) is constant (independent of the current strain, \(\varepsilon_{\text{pl}}\)) for the damage model.** For the elasto-plastic model, the **algorithmic tangent operator, in Eq. (44), is also constant** for the linear plastic flow cases mentioned in Remark 2.2 (see Eq. (27)). Otherwise, the plastic flow can be expanded around \(\mathbf{\sigma}_n\), for the explicit stage in Table 4 as (see Appendix 1 for a specific example):

\[
\mathbf{m}(\tilde{\mathbf{\sigma}}_{n+1}) = \mathbf{m}(\mathbf{\sigma}_n + \Delta \tilde{\mathbf{\sigma}}_{n+1}) = \mathbf{m}(\mathbf{\sigma}_n) + \mathbf{A}(\mathbf{\sigma}_n) : \Delta \tilde{\mathbf{\sigma}}_{n+1} + \mathbf{C}(\Delta \tilde{\mathbf{\sigma}}_{n+1})^2, \quad (45)
\]

\[
\Delta \tilde{\mathbf{\sigma}}_{n+1} = \tilde{\mathbf{\sigma}}_{n+1} - \mathbf{\sigma}_n.
\]

Truncation up to linear terms gives rise to the linearized plastic flow:

\[
\tilde{\mathbf{m}}_{n+1} = \mathbf{A}(\mathbf{\sigma}_n) : \Delta \tilde{\mathbf{\sigma}}_{n+1} + \mathbf{m}(\mathbf{\sigma}_n),
\]

\[
\tilde{\mathbf{A}}_{n+1} = \frac{\partial \tilde{\mathbf{m}}_{n+1}}{\partial \mathbf{\tilde{\sigma}}_{n+1}} = \mathbf{A}(\mathbf{\sigma}_n)
\]

and, again, the algorithmic tangent operator, in Eq. (44), is constant during the time step \(n + 1\). In all those cases, the Newton–Raphson linearization of Eq. (28) yields a constant tangent matrix, \(\mathbf{K}^\text{tang}_{n+1}\), the iterative process should converge in a unique iteration per time step, and the solving procedure becomes step-linear.

**Remark 3.3.** The explicit stage of the IMPL-EX algorithm reduces to the simple algebraic computations displayed in Tables 3 and 4. Therefore, the **IMPL-EX scheme does not involve relevant additional computational costs**, other than storing in memory some values computed in the implicit stage, typically the stress field, \(\mathbf{\sigma}\), and the algorithmic plastic/damage multiplier, \(\Delta \tilde{\lambda}\), to be used in subsequent time steps.

### 3.3. The IMPL-EX algorithm as a predictor/corrector scheme

In order to provide an interpretation of the IMPL-EX integration scheme, it is illustrative to decompose the stresses, \(\tilde{\mathbf{\sigma}}_{n+1}\), in Eqs. (38) and (43), as the sum of a predictor
stress, $\sigma_{n+1}^{(0)}$, and the remaining corrector stress. Therefore, for the damage model:

$$
\sigma_{n+1}^{(0)}(\varepsilon_{n+1}) = (1 - \tilde{a}_{n+1}) C : \varepsilon_{n+1} + \tilde{\varepsilon}_{n+1} C : \Delta \varepsilon_{n+1},
$$

(47)

for $\tilde{a}_{n+1}$, in Eqs. (47) and (48), can be calculated, without any further information, at the beginning of the time step $n + 1$. They define the initial value for the internal forces $\mathbf{F}_n^{(\text{int})}(\tilde{\varepsilon}_{n+1})$ in the momentum Eq. (28). Then, the first iteration of the Newton–Raphson procedure, corrects them, across a linear correction path, to fulfill the momentum Eq. (28).

**Remark 3.4.** Like in regular integration procedures, the IMPL-EX scheme, yields null unbalanced (residual) forces at the end of the time step $n$ i.e.:

$$
\mathbf{R}_n = \mathbf{F}_n^{(\text{int})}(\tilde{\varepsilon}_n) - \mathbf{F}_{\text{ext}}(t_n) = 0,
$$

(49)

but, unlike in standard integration procedures, the aforementioned predictor–corrector character, yields an unbalanced residue $\mathbf{R}_{n+1}^{(0)}$ at the beginning of the time step $n + 1$ (before any increment of the external actions):

$$
\mathbf{R}_{n+1}^{(0)} = \mathbf{F}_n^{(\text{int})}(\tilde{\varepsilon}_{n+1}) - \mathbf{F}_{\text{ext}}(t_n) \neq 0,
$$

(50)

since $\tilde{\varepsilon}_{n+1} \neq \tilde{\varepsilon}_n$, according to Eqs. (47) and (48). The null character of the initial residual forces, $\mathbf{R}_{n+1}^{(0)}$ in Eq. (49), is implicitly assumed in many continuation (arc-length) methods [10]. Therefore, in order to use them together with the IMPL-EX integration scheme, they have to be slightly (and trivially) modified. In Appendix 3, the modified version of the classical updated normal plane, to be used with the proposed integration method, is described.

### 3.4. The IMPL-EX algorithm as a fractional time-step scheme

Let us consider the global time evolution problem, givingaise to the time-discretized problem in Eqs. (1)–(3):

$$
\text{Find:}
$$

$$
\mathbf{a}(t); \mathbf{x}(t); \sigma(t)
$$

**Such that:**

$$
\mathbf{F}_n^{(\text{int})}(\mathbf{a}, \sigma, t) - \mathbf{F}_{\text{ext}}(t) = \mathbf{G}(\mathbf{a}, \sigma, t) = 0
$$

(balance of forces),

$$
g(\mathbf{x}, \sigma, t) = 0 \quad \text{(state/evolution equation)},
$$

$$
\dot{\mathbf{\sigma}} = \Sigma(\mathbf{\mathcal{e}}(\mathbf{a}, \sigma, t)) \quad \text{(constitutive equation)}.
$$

(51, 52, 53)

Eqs. (51)–(53) can be regarded as a set of differential-algebraic equations (DAE) [18], in the unknowns $(\mathbf{a}, \mathbf{x}, \sigma)$ where integration of the ordinary differential equation (ODE) (53), is constrained by the fulfillment of the algebraic equations (51) and (52).

The IMPL-EX integration scheme outlined above can be rewritten as a fractional step method [18–20] for integration of the global time evolution problem in Eqs. (1)–(3) based on the steps shown in Table 5.

In Step 1 (Eq. (55)) the extrapolation of the internal variable $\tilde{\varepsilon}_{n+1}$, as in Eq. (33), is done. Then, the stresses $\tilde{\sigma}_{n+1}$ are computed, in Eq. (56), via a backward-Euler integration of Eq. (53), and the balance of forces Eq. (54) is solved providing the nodal displacements, $\mathbf{a}_{n+1}$. Intrinsically, Eqs. (54)–(56) in Step 1 constitute a non-linear system, which has to be iteratively solved repeating Step 1 until achieving convergence. However, for the damage model and the linear plastic flow cases, it becomes a linear system of equations (see **Remark 3.2**). This constitutes the IMPL-EX explicit stage described in Tables 3 and 4.

Then, in Step 2 the values $\mathbf{a}_{n+1}$ remain frozen, and Eqs. (55) and (56) correspond to the IMPL-EX implicit stage i.e.: the implicit integration of the constitutive models in Tables 1 and 2.

The consistency of the scheme in Table 5, with the differential algebraic system (51)–(53), is proven by checking that, for $\Delta t_{n+1} = 0$:

$$
\mathbf{a}_{n+1} = \tilde{\mathbf{a}}_{n+1} = \mathbf{a}_n; \quad \sigma_{n+1} = \tilde{\sigma}_{n+1} = \sigma_n
$$

(57)

and that the solution $(\mathbf{a}_{n+1}, \tilde{\varepsilon}_{n+1}, \sigma_{n+1})$ fulfills the time-discretized version, in Eqs. (1)–(3), of the flow problem in Eqs. (54)–(56).

### 3.5. Accuracy analysis

The IMPL-EX scheme introduces a specific error associated to the extrapolation of the internal variable in Eqs.
Table 5
The IMPL-EX scheme as a constrained fractional step integration method

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_m(a_{n+1}, \sigma_{n+1}, t_{n+1}) - F_{u_1}(t_{n+1}) = 0 )</td>
<td>( a_{n+1} = 0 ) ( (54) )</td>
</tr>
<tr>
<td>( \tilde{z}<em>{n+1} = z_n + \frac{\Delta t</em>{n+1}}{\Delta t} \Delta z_n )</td>
<td>( g(z_{n+1}, \sigma_{n+1}, t_{n+1}) = 0 ) ( (55) )</td>
</tr>
<tr>
<td>( \frac{\sigma_{n+1} - \sigma_n}{\Delta t_{n+1}} = \Sigma(\xi(a_n), \tilde{z}<em>{n+1}, \sigma</em>{n+1}) )</td>
<td>( \sigma_{n+1} = \sigma_n - \frac{\Delta t_n}{\Delta t_{n+1}} \Sigma(\xi(a_n), a_n, \sigma_n) ) ( (56) )</td>
</tr>
</tbody>
</table>

IMPL-EX explicit stage: \( a_{n+1} \)

IMPL-EX implicit stage: \( (z_{n+1}, \sigma_{n+1}) \)

(32) and (33). Therefore, the accuracy of the algorithm will depend crucially on the type of this extrapolation.

In order to work in a more general setting, let us consider the following family of extrapolations of the internal variable, \( \tilde{z}_{n+1} \), in terms of the implicitly integrated values at previous time steps \( x_n, x_{n-1} \) and \( x_{n-2} \):

\[
\Delta \tilde{z}_{n+1} = \tilde{z}_{n+1} - x_n = \beta \frac{\Delta t_{n+1}}{\Delta t_n} \Delta z_n + (1 - \beta) \frac{\Delta t_{n+1}}{\Delta t_{n-1}} \Delta z_{n-1},
\]

\[
\Delta z_n = x_n - x_{n-1}; \quad \Delta z_{n-1} = x_{n-1} - x_{n-2}.
\]

(58)

In order to find out the accuracy properties of that extrapolation family, and assuming, when needed, for mathematical simplification that \( \Delta t_n = \Delta t = \Delta t_{n+1} \), let us consider the following Taylor’s expansion of \( x_{n+1} \) around \( t_n \):

\[
\begin{align*}
\Delta x_{n+1} &= x(t_n - \Delta t_n) \\
&= x_n - x_n \Delta t_n + \frac{1}{2} x_n \Delta t_n^2 - \frac{1}{6} x_n \Delta t_n^3 + \mathcal{O}(\Delta t_n^4),
\end{align*}
\]

(59)

where \( \dot{x}_n, \ddot{x}_n \) and \( \dddot{x}_n \) stand for increasing time derivatives at time step \( n \). Therefore, from Eq. (59):

\[
\begin{align*}
\Delta x_n &= x_n - x_{n-1} \\
&= \dot{x}_n \Delta t_n - \frac{1}{2} \ddot{x}_n (\Delta t_n)^2 + \frac{1}{6} \dddot{x}_n (\Delta t_n)^3 + \mathcal{O}(\Delta t_n^4).
\end{align*}
\]

(60)

Similarly to Eq. (60), for the time interval \([t_{n-2}, t_{n-1}]\) one gets:

\[
\begin{align*}
\Delta x_{n-1} &= x_{n-1} - x_{n-2} \\
&= \dot{x}_{n-1} \Delta t_{n-1} - \frac{1}{2} \ddot{x}_{n-1} (\Delta t_{n-1})^2 + \frac{1}{6} \dddot{x}_{n-1} (\Delta t_{n-1})^3 \\
&+ \mathcal{O}(\Delta t_{n-1}^4).
\end{align*}
\]

(61)

In turn, time derivatives in Eq. (61) can be approximated by the following expansions:

Substitution of Eq. (62) into Eq. (61), provides, after some straight-forward operations, the following expansion of \( \Delta x_{n+1} \) around \( t_n \):

\[
\begin{align*}
\Delta x_{n+1} &= x_n - x_{n-2} \\
&= \dot{x}_n \Delta t_n - \frac{3}{2} \ddot{x}_n (\Delta t_n)^2 + \frac{7}{6} \dddot{x}_n (\Delta t_n)^3 + \mathcal{O}(\Delta t_n^4).
\end{align*}
\]

(63)

Then, substitution of Eqs. (60) and (63) into (58) yields:

\[
\begin{align*}
\Delta \tilde{z}_{n+1} &= \beta + (1 - \beta) \dot{x}_n \Delta t_{n+1} \\
&- \left[ \frac{1}{2} \beta + \frac{3}{2} (1 - \beta) \right] \ddot{x}_n (\Delta t_{n+1})^2 \\
&+ \left[ \frac{1}{6} \beta + \frac{7}{6} (1 - \beta) \right] \dddot{x}_n (\Delta t_{n+1})^3 + \mathcal{O}(\Delta t_{n+1}^4)
\end{align*}
\]

(64)

and, after performing the bracketed operations:

\[
\begin{align*}
\Delta \tilde{z}_{n+1} &= \tilde{z}_{n+1} - x_n \\
&= \dot{x}_n \Delta t_{n+1} - \left( \frac{3}{2} \beta \right) \ddot{x}_n (\Delta t_{n+1})^2 \\
&+ \left( \frac{7}{6} - \beta \right) \dddot{x}_n (\Delta t_{n+1})^3 + \mathcal{O}(\Delta t_{n+1}^4).
\end{align*}
\]

(65)

Eq. (65) provides the resulting expansion of the IMPL-EX extrapolated increment, \( \Delta \tilde{z}_{n+1} \), around \( t_n \). On the other hand, the Taylor’s expansion of the implicitly integrated increment, \( \Delta x_{n+1} \), reads:

\[
\begin{align*}
\Delta x_{n+1} &= x_{n+1} - x_n \\
&= \dot{x}_n \Delta t_{n+1} + \frac{1}{2} \ddot{x}_n (\Delta t_{n+1})^2 + \frac{1}{6} \dddot{x}_n (\Delta t_{n+1})^3 \\
&+ \mathcal{O}(\Delta t_{n+1}^4).
\end{align*}
\]

(66)
Subtraction of Eq. (66) from (65) yields:

\[
\bar{x}_{n+1} = x_{n+1} - \Delta x_{n+1} = [\Delta \bar{x}_{n+1} - \Delta x_{n+1}]
\]

\[
= - (2 - \beta) \bar{x}_n (\Delta t_{n+1})^2 + (1 - \beta) \bar{x}_n (\Delta t_{n+1})^3 + \epsilon (\Delta t_{n+1})^4,
\]

which establishes the error of the IMPL-EX results with respect to the implicit ones. Eq. (67) proves the order one accuracy of the extrapolation (58) for any value of \(\beta\) excepting the particular choice \(\beta = 2\) that provides second order accuracy. For this value, the extrapolation in Eq. (58) yields:

\[
\Delta \bar{x}_{n+1} = 2 \frac{\Delta x_{n+1}}{\Delta t_n} \Delta x_n - \frac{\Delta t_{n+1}}{\Delta t_{n-1}} \Delta x_{n-1}
\]

as the optimal (in terms of accuracy) linear extrapolation for the IMPL-EX scheme.

In order to corroborate these results, in Fig. 3 an accuracy analysis, proposed in [2,7] but here based on the IMPL-EX integration of a J2 plasticity model, using different values of \(\beta\) in Eq. (58), is presented.

A single material point (Gauss-point) is subjected to uniaxial stress and driven to yielding. Then, the required number of, constant and arbitrary, strain increments are given, and the corresponding stresses are integrated using the IMPL-EX algorithm of Table 4. The error is then computed with respect to the implicit integration, on the same plasticity model.

Remark 3.5. It is well known that accuracy analyzes apply only to the limit case of infinitesimal time increments \((\Delta t \to 0)\) and monotonic loading. Therefore, higher accuracy orders could not translate into smaller errors for finite time step lengths. This has already been observed in implicit integration schemes for constitutive equations [7]. The experience of the authors, in a large number of simulations, shows that, for typical time step lengths, the extrapolation scheme in Eq. (68) \((\beta = 2\) in Eq. (58)) is not the optimal, in terms of the global error, in comparison with the one in Eq. (33) \((\beta = 1)\), in spite of the higher order of accuracy of the former. Therefore, in all the examples, presented in the remaining of this work, the linear extrapolation scheme, in Eq. (33), has been used.

3.6. Error control: adaptive time stepping

In Section 3.5 the additional error, with respect to the implicitly integrated values, resulting from the extrapolation in Eq. (58) has been analyzed. It appears that there are two different sources for this error:

- The intrinsic error, resulting from the IMPL-EX linear extrapolation of the internal variable \(x\) in Eq. (35) or (40), at the smooth parts of the internal variable evolution curves (see Fig. 4).
- The error resulting from that extrapolation at points where this curve is not smooth (typically when passing from elastic to inelastic stages or the opposite. In fact, at these points the subdifferential of function \(x(t)\) has multiple subderivatives, \(\partial x = [\bar{\lambda}, \bar{\lambda}^+]\), and the IMPL-EX extrapolation is done on the basis of the first of those subderivatives, \(\bar{\lambda}^-\) (see Eqs. (35) and (36) or (40) and (41)) i.e.:

\[
\bar{x}_{n+1} = x_n + \frac{\Delta t_n}{\Delta t_0} \Delta x_{n+1} = x_n + \bar{\lambda}_n \Delta t_{n+1}.
\]

The consequences of those errors on the results will be examined in Section 4.1. In spite of the order of accuracy determined by Eq. (67), it is clear that the extrapolation error becomes larger as the length of the time step, \(\Delta t\), increases. Therefore, the necessity to control this length,
in order to keep that error into appropriate bounds, arises. In this section, an adaptive time step scheme developed for this purpose is presented. The scheme has an a priori character, so that the time step length at the time step \( n + 1 \) is calculated in terms of values determined at previous time steps. The goal of the scheme is, then, to keep the error due to the IMPL-EX extrapolation, \( e_{n+1}(x) \), bounded at all material points \( x \in \Omega^b \) i.e.:

\[
e_{n+1}(x) = |\bar{x}_{n+1} - \bar{x}_{n+1}(x)| \leq \xi \Delta t^{\text{ref}} \quad \forall x \in \Omega^b,
\]

(70)

where \( \xi \in (0,1) \) stands for the tolerance of the relative error, with respect to \( \Delta t^{\text{ref}} \), a model dependent, reference value. For the damage and elasto-plastic models in Eqs. (9)–(15) the following values have been considered:

\[
\Delta t^{\text{ref}} = \begin{cases} 
\text{damage model} \to \frac{\Delta t}{\sqrt{E}} = \frac{t_0}{E} \\
\text{elasto-plastic model} \to \frac{\Delta t}{\sqrt{E}} = \text{uniaxial elastic strain},
\end{cases}
\]

(71)

Let us then consider the Taylor’s expansion in Eq. (67) for the considered case \( \beta = 1 \) (see Remark 3.5):

\[
\bar{x}_{n+1} - \bar{x}_{n+1} = -\bar{x}_n \Delta \lambda^2_{n+1} + \mathcal{O}(\Delta t^2).
\]

Therefore, the absolute error \( e_{n+1} \), in Eq. (70), can be evaluated as

\[
e_{n+1} = |\bar{x}_{n+1} - \bar{x}_{n+1}| \approx |\bar{x}_n| \Delta \lambda^2_{n+1}.
\]

(73)

Additional Taylor’s expansions yield the values:

\[
\bar{x}_n = \left[ \Delta \lambda_n + \mathcal{O}(\Delta t) \right] \approx \Delta \lambda_n / \Delta \lambda_n = \Delta \lambda_n / \Delta \lambda_n,
\]

(74)

where the algorithmic result \( \Delta \lambda_n = \Delta \lambda_n / \Delta \lambda_n \), in Eqs. (19) and (24), has been considered. Substitution of the last Eq. (74) into Eq. (73) yields:

\[
e_{n+1} \approx |\bar{x}_n| \Delta \lambda^2_{n+1} = \frac{1}{\Delta \lambda_n} \left[ \Delta \lambda_n / \Delta \lambda_n - \Delta \lambda_{n-1} / \Delta \lambda_{n-1} \right] \Delta \lambda^2_{n+1}.
\]

(75)

In order to keep the extrapolation error at the material point \( x \in \Omega^b \) equal to the bound in Eq. (70) (i.e.: \( e_{n+1}(x) = \xi \Delta t^{\text{ref}} \)), from Eq. (75) the critical time step length, \( \Delta t^{\text{crit}}_{n+1} \), has to fulfill:

\[
(\Delta t^{\text{crit}}_{n+1}(x))^2 = \frac{\Delta \lambda_n / \Delta t}{\Delta \lambda_n / \Delta t - \Delta \lambda_{n-1} / \Delta \lambda_{n-1}} \Delta \lambda^2_{n+1}.
\]

(76)

Therefore, in order to keep the relative error below the tolerance \( \xi \) at all points of the discretized domain \( \Omega^b \), an estimation of the time step length reads:

\[
\Delta t^{\text{crit}}_{n+1}(x)^2 = \xi \Delta t^{\text{ref}} \Delta \lambda_n \frac{1}{[\Delta \lambda_n - \Delta \lambda_{n-1}] \Delta \lambda_{n-1}(x)}.
\]

(77)

An alternative expression, which is the one used by the authors for practical purposes, consists of considering the factor \( \Delta t^{\text{ref}} / \Delta t^{\text{crit}}_{n+1} \) in, Eq. (77), close to one and, then, estimating the time step length as

\[
\Delta t^{\text{crit}}_{n+1}(x) = \xi \Delta t^{\text{ref}} \Delta \lambda_n \frac{1}{[\Delta \lambda_n - \Delta \lambda_{n-1}(x)]}.
\]

(78)

The result in Eq. (78) is subjected to the following restrictions:

\[
\Delta t^{\text{crit}}_{n+1} \leq \eta \Delta t_n,
\]

(79)

\[
\Delta t^{\text{crit}}_{n+1} \leq \Delta t_{\text{max}},
\]

(79)

where the first Eq. (79) imposes an ad hoc limitation on the growth of the time step length, at two consecutive time steps, in terms of the acceleration factor \( \eta \) (for practical simulations purposes a value \( \eta = 1.3 \) has been used in the results presented here). The second Eq. (79) limits the maximum value of the time step length to the value, \( \Delta t_{\text{max}} \), determined by considerations on the precise tracing of the action–response curve.

Remark 3.6. Eq. (78) provides a prediction of the length of the time step at time step \( n + 1 \) in terms of values at previous time steps \( n \) and \( n - 1 \). This gives rise to a variable time-step length scheme (adaptive time stepping) where the estimation of the time step length does not imply any recalculation, apart from the one in Eq. (78), and does not translates into relevant additional computational costs. Therefore, Eq. (70) might not be exactly, but approximately, fulfilled. In Section 4.1 the degree of efficiency of the proposed scheme will be assessed.

Remark 3.7. The result in Eq. (78) admits a geometrical interpretation. In fact, taking into account Eqs. (74), (76) can be written:

\[
(\Delta t^{\text{crit}}_{n+1}(x))^2 = \frac{\Delta \lambda_n / \Delta t}{\Delta \lambda_n / \Delta t - \Delta \lambda_{n-1} / \Delta \lambda_{n-1}} \Delta \lambda^2_{n+1} \approx \frac{\xi \Delta t^{\text{ref}}}{\Delta \lambda_n(\bar{x}(x))} \Delta \lambda_n \left( \Delta \lambda_n / \Delta \lambda_{n-1}(x) \right).
\]

(80)

The value \( |\bar{x}_n - \bar{x}_{n-1}| \approx |\bar{x}_n| \Delta \lambda_n \) is a measure of the apparent curvature and smoothness of the algorithmic curve describing the internal variable evolution (see Fig. 4). Therefore, at non-smooth points it becomes larger \( (|\bar{x}_n - \bar{x}_{n-1}| \neq 0) \), resulting in a time step shortening from Eq. (80). For smooth points \( |\bar{x}_n - \bar{x}_{n-1}| \approx 0 \), and the time step length can be amplified (at a speed limited by the second Eq. (78)) up to the maximum value \( \Delta t_{\text{max}} \).
4. Numerical assessment

Some simple, but representative, simulations are used to assess numerically the properties of the IMPL-EX integration scheme, in terms of: (1) accuracy, (2) computational cost and (3) robustness.

4.1. Accuracy and computational cost analyzes

The target example consists of the plastic loading of a rectangular plate, with a center hole, which is vertically stretched (see Fig. 5a). For symmetry reasons only one fourth of the plate is analyzed. The assumed material model is a J2 plasticity model, in plane strain, with linear strain hardening. In order to prevent locking effects, a mixed quad element, with constant pressure and linear displacements [21,22], is used.

In Fig. 5a, the action–response curves, $F–\delta$, obtained with both, implicit and IMPL-EX, integration schemes is presented. For large time steps, the IMPL-EX result exhibits an overstress effect, at the initiation of the plastic regime, which can be almost completely removed by reducing the time step length (see also Section 4.2). Plastic yielding spreads in a surface manner as it is shown in Fig. 5. Square plate with a center hole (strain hardening): (a) action–response, $P–\delta$, curves, (b) propagation of plastic yielding for increasing stages of the analysis (darker elements are in plastic loading), (c) comparison of the (in average) required number of iterations per time step in terms of the considered number of times steps, $NSTEP$, (d) relative computational cost in terms of the number of time steps, (e) error (log–log) diagram and (f) relative computational cost in terms of the accepted integration error.

Fig. 5. Square plate with a center hole (strain hardening): (a) action–response, $P–\delta$, curves, (b) propagation of plastic yielding for increasing stages of the analysis (darker elements are in plastic loading), (c) comparison of the (in average) required number of iterations per time step in terms of the considered number of times steps, $NSTEP$, (d) relative computational cost in terms of the number of time steps, (e) error (log–log) diagram and (f) relative computational cost in terms of the accepted integration error.
Fig. 5b and, as a result, the curve $P-\delta$ has a smooth aspect, regardless the number of elements of the finite element mesh.

In Fig. 5c, a comparison, in terms of the required number of iterations (average) per time step, in terms of the length of the time step (or, equivalently, the number of steps used for the complete analysis, NSTEP) is presented. As expected, the IMPL-EX scheme is step-linear and a unique iteration per time step is required, regardless the value of NSTEP. For the implicit case the number of iterations depends, naturally, on the adopted tolerance (tol.), and it ranges from 4–6 (for large time step lengths) to 2–5 (for minor step lengths). This translates into a proportionally higher computational cost for the implicit scheme, when compared with the IMPL-EX scheme, for the same number of used time steps NSTEP, as displayed in Fig. 5d.

In Fig. 5e the analysis of the error provided by both integration procedures, in terms of the $L_2$ norms of the corresponding $P-\delta$ curves, referenced to the exact solution, obtained with a large value of NSTEP, is presented in a log-log diagram. There, it can be checked the linear accuracy of both schemes (slope of the curves $\approx 2$) and the higher absolute error associated to the IMPL-EX procedure. Combination of the results in Fig. 5d and e allows comparing the relative computational cost of both integration schemes, now in terms of the committed error (see Fig. 5f). Here the computational cost is slightly higher for the IMPL-EX scheme, although certainly depending on the adopted value of the tolerance, tol., in the implicit scheme.

Remark 4.1. The results in Fig. 5(c)-(f), show that, for this type of robust problems, i.e. as the implicitly integrated problem yields an easy and robust convergence of the Newton–Raphson procedure all along the analysis, the superior robustness of IMPL-EX is not a determinant issue. However, the superior computational cost vs. error of the implicit scheme might not always be the most determinant factor. In fact, if the length of the time-step is determined by the maximum acceptable error, probably there would not be any advantage in using the IMPL-EX scheme, since results in Fig. 5f will be determinant. However, if, as it often happens, the required number of time steps in the analysis is determined for the precise tracing of the action–response curve (i.e., obtaining a sufficiently high number of points) rather than for error considerations, then the IMPL-EX scheme can lead to substantial reduction, up to 3–4 times, of the final computational costs, as indicated by results in Fig. 5d.

4.2. Assessment of the error control

The rectangular plate problem in Fig. 5 is now used to assess the performance of the adaptive time stepping algorithm presented in Section 3.6.
be observed in Fig. 7d. The consequence of such a rough action–response path is a tremendous loss of computability. Indeed, those types of curves are not frequently displayed in the literature (although they have already been reported some times [23,24]) because they are extremely difficult to obtain by using classical implicit integration schemes. Only skillful *ad hoc* procedures [24], or a precise and *a priori* knowledge of the structural response allowing devising a specific load control procedure, allow tracing the complete action–response $F/C_0$.

In order to trace structural responses displaying snap-backs in the equilibrium curve, one has to resort to general continuation methods [10,25], like the *updated normal-plane method* described in Appendix 3. Using this procedure, the results presented in Figs. 7c and d have been obtained.

Using the implicit integration scheme, the Newton–Raphson iterative procedure losses convergence very soon (see Fig. 7c), before reaching the critical load. Neither reduction of the time step length nor the use of a finer mesh remedies that situation: the analysis could not be driven beyond the point shown in Fig. 7c. Reasons for this loss of convergence, were given in Section 2.2 and, Remark 2.3, on the basis of the loss of the positive definite character of the tangent algorithmic operator, which, after propagation, translates into singularity of the numerical tangent stiffness matrix. This is corroborated in Fig. 7e, displaying the condition number of the structural tangent stiffness matrix of the problem (after removing the prescribed degrees of freedom) along the iteration procedure. There it can be checked that the condition number of that matrix (defined as the ratio of the minimum and maximum eigenvalues) becomes zero, precisely at the point were the iteration procedure losses its convergence. Using more sophisticated displacement control methods does not substantially change the situation.

On the contrary, using the IMPL-EX integration scheme, the positive definite character of the tangent algorithmic operator is guaranteed (see Remark 3.2) and the condition number of the resulting algorithmic stiffness matrix remains positive all along the analysis, as it is displayed in Fig. 7f.

The consequence is that, even for this, very difficult, type of problems, the action response curve can be traced, at no
difficulty, and at the only cost of a unique iteration per time step.

Indeed, the preceding example is a very simple one, selected to exemplify the computability problems found in numerical simulations involving soft and brittle materials. It is just a little sample of the difficulties found when facing real problems in two to three dimensions. However, according to the experiences of the authors in solving a large number of these problems in different fields [3], the benefits of the IMPL-EX integration scheme shown here, extend to general problems affected by similar computability difficulties and provide dramatic improvements in terms of the robustness of the numerical simulations and of the resulting computational costs.

5. Application to contact/friction interfaces

Contact-friction phenomena are responsible for the nonlinear behavior in many solid mechanics problems. Very often, the contact and friction conditions for the contacting...
bodies, are imposed at specific interfaces, via non-linear constitutive models [26] which, in turn, can be integrated using the previous IMPL-EX schemes. Again, this allows enjoying the aforementioned advantages of robustness and, if there is no other source of non-linearity, the iterative solving algorithm becomes step-linear.

5.1. Contact-friction model

For the sake of simplicity, let us restrict the problem to the two-dimensional case. Let us, then, consider, at time step \( n + 1 \), two contacting bodies, \( \mathcal{B}_{n+1}^{(1)} \) and \( \mathcal{B}_{n+1}^{(2)} \), whose boundaries, \( \partial \mathcal{B}_{n+1}^{(1)} \) and \( \partial \mathcal{B}_{n+1}^{(2)} \), are connected by a contact interface, \( \mathcal{B}_{n+1}^{(i)} \), which is assumed to remain constant along the time step (see Fig. 8). This contact interface can be either a line, discretized in one-dimensional finite elements [26], or a surface, discretized in two-dimensional elements [27]. The way that this contact interface is constructed is not relevant for our purposes, whenever it defines the distances (gaps) from points of one boundary with respect to the other (i.e. \( g = 0 \) for \( x \in \mathcal{B}_{n+1}^{(i)} \) for the interface element, \( e \), occupying the interface elemental domain \( \mathcal{B}_{n+1}^{(i)} \)), and the incremental relative displacements of both boundaries in the tangential direction, \( \Delta v^{(e)}(x) = v^{(e)}_{n+1}(x) - v^{(e)}_n(x) \) \( \forall x \in \mathcal{B}_{n+1}^{(i)} \).

Let us also assume that both \( g^{(e)}_{n+1} \) and \( \Delta v^{(e)}_{n+1} \) can be appropriately rephrased into strain-like measures by dividing them by a representative length, \( \ell \) (see Fig. 8), i.e.:

\[
\begin{align*}
\varepsilon^{(e)}_{n+1} &= \frac{g^{(e)}_{n+1}}{\ell}; \\
\Delta \varepsilon^{(e)}_{n+1} &= \frac{\Delta v^{(e)}_{n+1}}{\ell}.
\end{align*}
\]

Then, the contact condition, \( g^{(e)}_{n+1}(x) \geq 0 \ \forall x \in \mathcal{B}_{n+1}^{(i)} \), precluding boundary interpenetration, and the friction effects between both bodies, can be imposed via an appropriate continuum (stress vs. strain) contact-friction model, defined at the interface, and relating the normal and tangential stresses, \( (\sigma, \tau) \) with the normal and tangential strains, \( (\varepsilon, \gamma) \), i.e.:

\[
\begin{align*}
\{\sigma\} &= \begin{cases} \sigma \\ \tau \end{cases}; \\
\{\varepsilon\} &= \begin{cases} \varepsilon' \\ \gamma' \end{cases},
\end{align*}
\]

\[
\{\dot{\sigma}\} = \begin{cases} C_{\sigma\sigma} & C_{\sigma\tau} \\ C_{\tau\sigma} & C_{\tau\tau} \end{cases} \{\dot{\varepsilon}'\}.
\]

(82)

Those stresses, once spatially integrated, translate into a, self-equilibrated, nodal forces at the contact/friction interface, \( \mathcal{B}_{n+1}^{(i)} \), and, then, into contact/friction nodal reactions at the contacting boundaries \( \partial \mathcal{B}_{n+1}^{(1)} \) and \( \partial \mathcal{B}_{n+1}^{(2)} \).

Using a penalty-like method, to impose contact, and a Coulomb model, to account for the frictional effects, that interface continuum constitutive model reads (see Fig. 9):

<table>
<thead>
<tr>
<th>Contact model</th>
<th>Friction model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constitutive equation</td>
<td>Friction model</td>
</tr>
<tr>
<td>( \sigma = E(\beta)\varepsilon )</td>
<td>( \dot{\varepsilon} = K'(\gamma - \gamma_{\text{slip}}) )</td>
</tr>
<tr>
<td>( E(\beta) = \begin{cases} 0 &amp; \text{for } \beta \geq 0 \ K_c &amp; \text{for } \beta &lt; 0 \end{cases} )</td>
<td>(continued on next page)</td>
</tr>
</tbody>
</table>
where $K^e$ and $K^f$ are, respectively, the contact and the friction-stick penalty parameters. In the contact model, a dummy internal variable $\beta$ ($\beta \equiv \epsilon$) has been introduced to make the model ready for the IMPL-EX integration. On the other hand, the friction model displays a completely elasto-plastic format which makes it completely comparable to the one in Eqs. (9)–(15).

In Eq. (84), the original slip flow, $\dot{\gamma}^{\text{slip}} = \dot{\lambda}m = \dot{\lambda}\text{sign}(\tau)$, has been rephrased to $\dot{\gamma}^{\text{slip}} = \dot{\lambda}\tau$ in order to generate a linear plastic flow, amenable to enjoy the step-linear character from the IMPL-EX integration scheme (see Remarks 2.2, 3.2 and Appendix 1).

**Remark 5.1.** The contact model in Eqs. (83)–(87) imposes, via the contact penalty constant, $K_c$, the condition $\varepsilon(x) \geq 0 \forall x \in \partial^\text{int}$ and, therefore, through Eq. (81), the contact condition $g(x) \geq 0 \forall x \in \partial^\text{int}$. On the other hand, the contact and friction models are coupled, in one direction, since the normal stress, $\sigma$ determined in the contact model, appears in the slip function, $g$ (in Eq. (85) for the friction model). Therefore, the contact model has to be firstly integrated and, then, the friction model can be solved.

**5.1. Implicit integration**

The contact-friction model in Eqs. (83)–(87) can be integrated using backward-Euler integration according to Table 6.

In Eq. (93), the result $\frac{\delta \beta}{\delta \epsilon} = \text{sign}(\bullet)$ has been considered.

**5.1.2. IMPL-EX integration**

The implicit–explicit integration of the above contact-friction model follows the scheme described in Section 3. The implicit stage has been described in Table 6. Then, the explicit stage involves the steps as in Table 7.

**Remark 5.2.** Unlike in the implicit integration case, the non-diagonal terms $C_{c\sigma+1}^{\text{alg}}$ and $C_{c\tau+1}^{\text{alg}}$, in the tangent operator in Eq. (82), are null. Besides, the term $C_{\tau+1}^{\text{alg}} = G_{\tau+1}^{\text{alg}} = K^f/(1 + K^f\Delta\dot{\alpha}_{\tau+1})$ is positive according to Eq. (98). Therefore the algorithmic tangent operator obtained from the IMPL-EX integration:

$$[C_{n+1}^{\text{alg}}] = \begin{bmatrix} C_{\sigma\sigma+1}^{\text{alg}} & C_{\sigma\tau+1}^{\text{alg}} \\ C_{\tau\sigma+1}^{\text{alg}} & C_{\tau\tau+1}^{\text{alg}} \end{bmatrix} = \begin{bmatrix} E(\hat{\beta}_{n+1}) & 0 \\ 0 & \frac{K^f}{1 + K^f\Delta\dot{\alpha}_{\tau+1}} \end{bmatrix}$$

is step-constant, symmetric and semi-positive definite. Through arguments similar to the ones in Section 2.2 and Remark 2.3, this should translate into a larger robustness of the numerical simulations.

**5.2. A representative simulation: 2D cylinder roller contact**

A classical contact/friction benchmark [28] is here used to assess the performance of the IMPL-EX algorithm in Table 7. A steel cylinder is pressed against an aluminum block, as shown in Fig. 10a, by means of a vertical force: $F = 37.0$ kN. The cylinder and the block are assumed to behave as linear elastic materials with parameters described in the same figure. A 2D plane strain case is considered with a friction coefficient: $\mu = 0.1$.

Fig. 10b shows the corresponding contact pressure and frictional stress along the $x$-coordinate. There, the contact pressure analytical solution corresponds to the classical Hertz’s solution [29] for the frictionless case.
Table 6
Implicit integration scheme for the contact-friction model

\[
\begin{array}{ll}
\text{Contact model} & \Delta y_{n+1}, \tau_y, \sigma_n \\
\text{Friction model} & \\
\end{array}
\]

\[C_{\sigma_{n+1}} = \frac{1}{\tau_y} \cdot C_{\sigma_{n+1}} = 0 \]

\[L_{\sigma_{n+1}}(\beta_{n+1}) = \frac{1}{\tau_y} \cdot L_{\sigma_{n+1}} = 0 \]

\[
\begin{array}{ll}
0 & \text{for } \varepsilon_{n+1} \geq 0 \\
Kc & \text{for } \varepsilon_{n+1} < 0 \\
\end{array}
\]

For the frictional case, Fig. 10c compares also the frictional stress, \(\tau\), along the x-coordinate, obtained for a certain, low, value of the friction/stick penalty parameter, \(K\), in Eq. (87).

It is well known that contact/friction constraints are better imposed for high values of the contact and friction penalty, \(K_c\) and \(K_f\). Therefore, working with these high values is generally intended.

However, it is also known that, for implicit integrations, robustness issues set clear limitations on those values. In order to assess the additional robustness provided by the proposed IMPL-EX algorithm, in front of the classical implicit integration, in Table 8 comparative results, of the relative computational cost and convergence, for increasing values of the ratio \(K_f/E_c\), are presented. There, it is displayed that, as that ratio increases, the number of required iterations for the implicit integration scheme also grows and, therefore, so does the ratio implicit/IMPL-EX, of the computational costs. Most importantly, it appears that there is an upper limit for which the implicit integration scheme no longer converges, whereas that limitation for the IMPL-EX scheme can be much further extended.

6. Concluding remarks

Along the previous sections new implicit/explicit integration schemes to increase computability in non-linear solid mechanics problems have been analyzed. The main conclusions, obtained from that study, are:

- In many cases, when implemented in a classical Newton–Raphson iterative method, the proposed integration scheme render the resulting non-linear problem step-linear (i.e. the problem takes a unique iteration per time step to converge). For other cases, some additional modifications (rephrasing the plastic multiplier or linearization of the plastic flow) retrieve that property for the iterative method.

- The order of accuracy of implicit integration schemes is generally first order accuracy. However, the committed error is larger. A method to \textit{a priori} control
that error, and to keep it below the desired bounds (automatic time stepping algorithm) has been presented and assessed.

- The algorithm supplies additional computability capabilities with respect to more classical integration schemes. Robustness is dramatically increased for those solid material problems where alternative implicit schemes exhibit lack of computability: i.e. constitutive models equipped with strain softening, soft materials models, contact/friction interfaces for high friction penalty parameters, etc. Moreover, the symmetric character of the resulting algorithmic constitutive tensor, provides additional savings, as for the required computational times when non-symmetric models are considered, since symmetric solvers can be used.

- For those cases where the traditional implicit schemes are robust enough, the proposed schemes can sometimes provide savings in the computational cost too, whenever the requirements on the precise tracing of the action–response curve determine the maximum time step length.

- Although not considered here, the inclusion of non-linear kinematics in the solid mechanics problem (finite strains) does not change the central conclusions of this work, in terms of the computability and computational robustness provided by the IMPL-EX scheme. However, due to the geometrical non-linearity, the step linear character of the iterative solution no longer holds in this case, though the number of required iterations to converge is considerably reduced.

- As for stability properties: analytical proofs of the unconditional stability of the proposed scheme are not available yet, and they are object of current research. However, after using the proposed methodology in a large number of numerical simulations, with linear and non-linear kinematics and with a wide number of constitutive models, the authors can report that classical numerical instabilities due to error propagation have not been found, even when large time step lengths, typical of unconditionally stable implicit methods, have been used.

Although, for the sake of brevity, in this work the method has been numerically assessed by simple, two-dimensional, cases, the authors have applied it to many different problems in computational solid mechanics \cite{3,27,30} either in 2D or 3D cases and for infinitesimal and finite strains. These experiences have confirmed the conclusions reported above. Moreover, the method is not restricted to the families of constitutive models tackled here, which have been chosen for exemplification reasons. Indeed, the authors have applied it successfully to elasto-plastic pressure dependent models \cite{31}, and they believe that, keeping the essentials presented here, it can be used for a large
variety, of rate-dependent and rate independent, inelastic constitutive models and solid mechanics problems.
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Appendix 1. Rephrasing and linearizing the plastic flow: J2 plasticity example

Let us consider the classical J2 plasticity, the yield function, \( g(\sigma, q) \), and the following three different options for the plastic flow formulation:

A.1. Original flow

The yield function, \( g(\sigma, q) \), and plastic flow tensor, \( \mathbf{m} \), in Eqs. (12) and (10) are defined as

\[
\begin{align*}
g(\sigma, q) &= \Phi(\sigma) - q = \sqrt{3} \frac{\mathbf{S} \cdot \mathbf{S}}{2} - q, \\
\mathbf{S} &= \text{dev}(\sigma) = \mathbf{I}^{\text{dev}} : \sigma, \\
\mathbf{m}(\sigma) &= \frac{\partial g(\sigma, q)}{\partial \sigma} = \frac{\partial \Phi(\sigma)}{\partial \sigma} = \sqrt{3} \frac{\mathbf{S}}{2 ||\mathbf{S}||}, \\
\mathbf{A}(\sigma) &= \frac{\partial \mathbf{m}(\sigma)}{\partial \sigma} = \sqrt{3} \frac{1}{2 ||\mathbf{S}||} \left( \mathbf{I}^{\text{dev}} - \frac{\mathbf{S}}{||\mathbf{S}||} \otimes \mathbf{S} \right),
\end{align*}
\]

(100)

where \( \mathbf{A} \) is the Hessian of the equivalent uniaxial stress, \( \Phi(\sigma) \) (Von Misses stress), \( \mathbf{I}^{\text{dev}} = \mathbf{I} - \frac{1}{3} (\mathbf{1} \otimes \mathbf{1}) \) is the deviatoric operator, and \( \mathbf{I} \) and \( \mathbf{1} \) stand, respectively, for the fourth and second order symmetric unit tensors. Clearly \( \mathbf{A}(\sigma) \), which can be proven to be semi-positive definite, is not constant and, therefore, \( \mathbf{m}(\sigma) \) cannot be included in the linear plastic flow case of Eq. (27). Therefore its
IMPL-EX integration will not yield a step linear problem (see Remark 3.2). The flow equations to be integrated are (see Eqs. (10) and (12)):

\[
\dot{\sigma} = C : (\dot{e} - \dot{\varepsilon}^p),
\]

\[
\dot{\varepsilon}^p = \lambda \frac{1}{2} \sqrt{\frac{3}{2} \|S\|} \mathbf{S}, \quad \dot{\lambda} = \lambda,
\]

(101)

where the plastic multiplier is solved by imposing plastic consistency i.e.: \(g(\sigma(\lambda), q(\lambda)) = 0\) (see Eq. (23)).

### A.2. Rephrased plastic flow (linear plastic flow)

Let us now, rephrase the flow Eq. (101) as

\[
\dot{\sigma} = C : (\dot{e} - \dot{\varepsilon}^p),
\]

\[
\dot{\varepsilon}^p = \lambda \frac{1}{2} \sqrt{\frac{3}{2} \|S\|} \mathbf{S}, \quad \dot{\lambda} = \lambda,
\]

\[
\dot{\mathbf{m}}(\sigma) = \mathbf{S}; \quad \dot{\lambda} = \lambda,
\]

(102)

and, now, \(\vec{\lambda}\) is solved by imposing plastic consistency i.e.: \(g(\sigma(\vec{\lambda}), q(\vec{\lambda})) = 0\) (see Eq. (23)).

Clearly, the only difference between Eqs. (101) and (102) is the change of variables \((\lambda, \vec{\lambda})\) by \((\lambda, \vec{\lambda})\). Therefore, the integrated results in terms of the generalized stresses, \((\sigma, q)\), must be the same in both cases.

However, as for the IMPL-EX integration procedure the change is substantial. From Eq. (102):

\[
\vec{\sigma}_{n+1} = \sigma_{n+1}^m + \mathbf{S}_{n+1} \rightarrow \quad \vec{\mathbf{m}}(\sigma_n) = \mathbf{S}; \quad \vec{\lambda} = \lambda,
\]

where, again, the plastic multiplier, \(\vec{\lambda}\), is solved by imposing plastic consistency i.e.: \(g(\sigma(\vec{\lambda}), q(\vec{\lambda})) = 0\) (see Eq. (23)).

### A.3. Linearization of the plastic flow

Let us now consider the linearization of the plastic flow, in Eq. (100), at the explicit stage of the IMPL-EX scheme, at time step \(n + 1\), according to Eq. (46):

\[
\begin{align*}
\mathbf{m}(\sigma_{n+1}) &= \mathbf{m}(\sigma_n) + \Delta \mathbf{m}(\sigma_n) : \Delta \sigma_{n+1}; \quad \Delta \sigma_{n+1} = \sigma_{n+1} - \sigma_n, \\
\bar{\mathbf{A}}_{n+1} &= \frac{\partial \mathbf{m}(\sigma_{n+1})}{\partial \sigma_{n+1}} = \mathbf{A}(\sigma_n) = \mathbf{A}_n,
\end{align*}
\]

(104)

Substitution of Eq. (100) into Eq. (104) yields:

\[
\begin{align*}
\mathbf{m}_{n+1} &= \sqrt{\frac{3}{2} \|\mathbf{S}_n\|} \mathbf{A}_n : (\bar{\mathbf{S}}_{n+1} - \mathbf{S}_n) \\
&= \mathbf{A}_n : \mathbf{S}_{n+1} + \sqrt{\frac{3}{2} \|\mathbf{S}_n\|},
\end{align*}
\]

(105)

where the result \(\mathbf{A}_n : \mathbf{S}_n = 0\) has been used. Eq. (105) is a specific case of a linear plastic flow in Eq. (27). Therefore, the IMPL-EX integration yields a step-linear problem.

More specifically, for this J2 plasticity model, after some algebraic manipulation, Eqs. (43) and (44), read:

\[
\begin{align*}
\tilde{\sigma}_{n+1} &= \sigma_{n+1}^m + \mathbf{S}_{n+1} \rightarrow \\
\{ \sigma_{n+1}^m &= \sigma_n^m + K (\text{tr}(\mathbf{e}_{n+1}) - \text{tr}(\mathbf{e}_n)), \\
\mathbf{S}_{n+1} &= (1 + 2\mu\Delta \lambda_{n+1} \mathbf{A}_n)^{-1} : (\mathbf{S}_{n+1}^{\text{trial}} - 2\mu\Delta \lambda_{n+1} \sqrt{\frac{3}{2} \|\mathbf{S}_n\|}), \\
\mathbf{S}_{n+1}^{\text{trial}} &= \mathbf{S}_n + 2\mu \text{dev}(\mathbf{e}_{n+1} - \mathbf{e}_n), \\
\tilde{\mathbf{c}}_{n+1}^{\text{bend}} &= \tilde{\mathbf{c}}_{n+1}^{\text{bend}} + K(1 \otimes 1) + 2\mu(1 + 2\mu\Delta \lambda_{n+1} \mathbf{A}_n)^{-1} : 1^\text{dev},
\end{align*}
\]

(106)

where \(\sigma_{n+1}^m\) stands for the mean stress, and \(K\) is the bulk modulus. In Fig. 11a comparison of the results obtained with the above options is presented. There, it can be checked that the IMPL-EX integration, for cases (A1) and (A2) (IMPL-EX original or rephrased plastic flow) and (A3) (linearized plastic flow) above, have the same order of accuracy and converge to the implicitly integrated results.

### Appendix 2. Stability analysis of the damage model implicit integration

Stability of numerical integration algorithms is essentially related to the way that the numerical integration error, committed at a given time step of the analysis, propagates and amplifies in subsequent time steps [21,22]. In the context of linear constitutive models, the stability of an integration scheme can be analyzed via its spectral properties but, for non-linear models as the ones considered here, more sophisticated tools must be used. Classical works on the topic are the ones in [7,8], where the concepts of small and large scale instability are considered.

For a standard problem of evolution:

\[
\begin{align*}
\frac{d}{dt} \mathbf{X}(t) &= f(\mathbf{X}(t), t); \quad t \in [0, T], \\
\mathbf{X}(0) &= \mathbf{X}_0
\end{align*}
\]

(107)
and considering the time domain of interest, \([0, T]\), subdivided in \(N\) disjoint time intervals \([t_n, t_{n+1}) \ (n \in [0, N])\) and any two possible discrete flows of the solution, \(\Sigma_n\) and \(\Sigma_{n+1}\), generated by two different initial conditions, \(\Sigma_0\) and \(\Sigma_n\), respectively, the integration scheme is said to be \(B\)-stable in the large scale if:

\[
\|\Sigma_{n+1} - \Sigma_{n}\| \leq \|\Sigma_{n}\| \quad \forall n \in [0, N],
\]

where \(\| \cdot \|_G\) stands for a norm in the appropriate metric \(G\). Eq. (108) states that the (relative) error of both flows, \(e_n\), motivated by the error in the initial values, \(e_0\), does not amplify in subsequent time steps.

For the damage model in Eqs. (9)–(15), \(\Sigma(t)\) in Eq. (107) can be taken as the generalized stress tensor: \(\Sigma(t) = [\sigma(t), q(t)]\).

Now, let us consider a prescribed strain flow, \(\epsilon(t) \forall t \in [0, T]\), driving the evolution of the stresses through the corresponding integration scheme, and its corresponding discrete counterparts, \([\epsilon_n, \epsilon_{n+1}]\), at the ends of the time interval \([t_n, t_{n+1})\).

The internal strain-like variable, \(\alpha\), in Eqs. (16) and (18) is integrated exactly according to Eq. (16) and, therefore, the flows \(\alpha(\epsilon_n)\) and \(\alpha(\epsilon_{n+1})\) are identical:

\[
\alpha_n = \alpha_n \quad \forall n \in [0, N].
\]

For the integrated internal variable \(q\), in Eq. (19), both flows are:

\[
\begin{align*}
q_{n+1} &= q_n + H_n(\alpha_n)(\alpha_{n+1} - \alpha_n), \\
\tilde{q}_{n+1} &= \tilde{q}_n + H_n(\alpha_n)(\alpha_{n+1} - \alpha_n), \\
\Rightarrow \|q_{n+1} - \tilde{q}_{n+1}\| &= \|q_n - \tilde{q}_n\|,
\end{align*}
\]

which proves the large scale stability for the integration of the internal variable. As for the integrated stresses in Eq. (20) the two flows, \(\sigma\) and \(\tilde{\sigma}\), are:

\[
\begin{align*}
\sigma_{n+1} &= \frac{\partial \sigma}{\partial \alpha} \alpha_{n+1} = \frac{\partial \sigma}{\partial \alpha} \alpha_n + \frac{\partial \sigma}{\partial q} q_{n+1} + \frac{\partial \sigma}{\partial \mu} \mu_{n+1}, \\
\tilde{\sigma}_{n+1} &= \tilde{\sigma}_n + \frac{\partial \sigma}{\partial q} q_{n+1} + \frac{\partial \sigma}{\partial \mu} \mu_{n+1},
\end{align*}
\]

\[
\Rightarrow \|\sigma_{n+1} - \tilde{\sigma}_{n+1}\| = 0 \Rightarrow 0 = \|\sigma_{n+1} - \tilde{\sigma}_{n+1}\| = \|\sigma_n - \tilde{\sigma}_n\|,
\]

which proves the large scale stability of the implicitly integrated variable \((\sigma/q)\).

\[
\begin{align*}
\sigma &= \sigma \quad \text{stable,}
\end{align*}
\]

is stable, which proves the stability of the implicitly integrated stresses \(\sigma\).

### Appendix 3. Continuation (updated normal plane) method for the IMPL-EX scheme

The classical continuation methods, for quasi-static problems, are based on the iterative resolution of the extended system of equations at time step \(n + 1\) [10]:

\[
R(a_{n+1}, \mu_{n+1}) = F_{\text{ex}}(a_{n+1}) - \mu_{n+1}(s_{n+1}) f_{\text{ref}} = 0,
\]

\[
c(a_{n+1}, \Delta \alpha) = 0; \quad \Delta \alpha_{n+1} = 0,
\]

where \(R_{n+1}\) are the residual forces and \(f_{\text{ref}}\) are the reference external forces, which are incremented (or decremented) according to the load factor \(\mu(s)\), evolving in terms of the pseudo-time parameter \(s \geq 0(\Delta s > 0)\). Eq. (114) constitutes a scalar additional constraint, allowing to solve for the incremental load factor, \(\Delta \mu_{n+1}\), for a given value of \(\Delta \alpha_{n+1}\).

Then, the typical Newton–Raphson scheme for resolution of Eqs. (113) and (114) is the following:

**Box 1. Continuation method scheme**

**Repeat, until convergence, the following steps:**

1. **Residual forces linearization**

\[
K^{(i)}_{n+1} \cdot \delta a_{n+1} = -R^{(i)}(a_{n+1}, \mu_{n+1}) + \delta \mu_{n+1} f_{\text{ref}} = 0,
\]

\[
k^{(i)}_{n+1} = \frac{\partial R_{n+1}^{(i)}}{\partial a_{n+1}}.
\]

2. **Iterative displacement decomposition**

\[
\delta a_n = \delta a + \delta \mu_{n+1} q_{n+1} - \delta \mu_{n+1} f_{\text{ref}} - \delta \mu_{n+1} f_{\text{ref}};
\]

\[
\delta a = -[K_{n+1}^{(i)}]^{-1} \cdot R_{n+1}^{(i)} - q_{n+1}^{(i)} = [K_{n+1}^{(i)}]^{-1} \cdot f_{\text{ref}}.
\]

3. **Solve for the iterative load increment**

\[
c(a_{n+1} + \delta a + \delta \mu_{n+1} q_{n+1}, \Delta \alpha_{n+1}) = 0 \rightarrow \delta \mu_{n+1} = 0.
\]

4. **Update displacements and load factor**

\[
a_{n+1} = a_n + \Delta \alpha_{n+1}, \quad \Delta \alpha_{n+1} = \Delta a_{n+1} + \delta \mu_{n+1}, \quad \mu_{n+1} = \mu_n + \Delta \mu_{n+1};
\]

\[
\delta \mu_{n+1} = \delta \mu_{n+1} + \delta \mu_{n+1}.
\]
where superscript \( (i) \) refers to iteration \( i \). In Eq. (116) \( q_{n+1}^{(i)} \) is the so-called \textit{reference displacement vector}, which can be understood as the linear displacement response of the solid, endowed with an structural stiffness, \( K_{n+1}^{(eff)} \) and subjected to the reference external actions, \( f^{ref} \). The scalar Eq. (117) is generally solved in a closed form.

Let, for instance, consider the following format of the constraint (114):

\[
e(c(a_{n+1}, \Delta s_{n+1})) \equiv \Delta a_{n+1} \cdot \frac{q_{n+1}^{(i)}}{\|q_{n+1}^{(i)}\|} - \Delta s_{n+1} = \Delta a_{n+1} \cdot n_{n+1}^{(i)} - \Delta s_{n+1} = 0,
\]

which establishes \( \Delta s_{n+1} \) as the projection of the actual incremental displacements, \( \Delta a_{n+1} \), onto the reference direction, \( n_{n+1}^{(i)} \). Then Eq. (117) reads:

\[
\delta \mu_{n+1}^{(i+1)} = \frac{\Delta s_{n+1} - (\Delta a_{n+1}^{(i)} + \delta a^{a} \cdot n_{n+1}^{(i)})}{q_{n+1}^{(i)} \cdot n_{n+1}^{(i)}}.
\]

(121)

At the beginning of the time step \( \Delta a_{n+1}^{(i)} = 0 \) and Eq. (121) reads:

\[
\delta \mu_{n+1}^{(0)} = \frac{\Delta s_{n+1} - \delta a^{a} \cdot n_{n+1}^{(0)}}{q_{n+1}^{(0)} \cdot n_{n+1}^{(0)}} = -[K_{n+1}^{(eff)}]^{-1} \cdot R_{n+1}^{(0)} \cdot q_{n+1}^{(0)} = [K_{n+1}^{(eff)}]^{-1} \cdot f^{ref}.
\]

(122)

Unlike in standard integration methods, in the IMPL-EX integration scheme the initial residue, \( R_{n+1}^{(0)} \), is not zero (see Remark 3.4 and Eq. (50)). Moreover, for the step-linear cases mentioned in Remark 3.2, the algorithmic effective stiffness \( K_{n+1}^{(eff)} \) is constant and the Newton–Raphson procedure takes a unique iteration per time step to converge. For those cases, the continuation method in BOX 1 reduces to:

\begin{itemize}
\item 1. Residual forces linearization
\end{itemize}

\[
K_{n+1}^{\text{tang}} \cdot \Delta a_{n+1} = -R_{n+1}^{(0)} \left( a_{n}, \mu_{n+1}^{(0)}, \Delta a_{n+1}^{(0)} \right) + \Delta \mu_{n+1} f^{ref},
\]

(123)

\[
K_{n+1}^{\text{tang}} = \frac{\partial R_{n+1}^{(0)}}{\partial a_{n}}.
\]

\begin{itemize}
\item 2. Incremental displacement decomposition
\end{itemize}

\[
\Delta a_{n+1} = \Delta a^{a} + \Delta \mu_{n+1} q_{n+1}^{(0)},
\]

\[
\Delta a^{a} = -K_{n+1}^{\text{tang}}^{-1} \cdot R_{n+1}^{(0)} \cdot q_{n+1}^{(0)} = [K_{n+1}^{\text{tang}}]^{-1} \cdot f^{ref}.
\]

(124)

\[
\Delta \mu_{n+1} = \frac{\Delta s_{n+1} - \Delta a^{a} \cdot n_{n+1}^{(0)}}{q_{n+1}^{(0)} \cdot n_{n+1}^{(0)}},
\]

\[
\Delta a^{a} = -[K_{n+1}^{\text{tang}}]^{-1} \cdot K_{n+1}^{(eff)} \cdot q_{n+1}^{(0)} = K_{n+1}^{\text{tang}}^{-1} \cdot f^{ref},
\]

(125)

\[
n_{n+1}^{(i)} = \frac{q_{n+1}^{(i)}}{\|q_{n+1}^{(i)}\|}.
\]

\[
a_{n+1} = a_{n} + \Delta a_{n+1},
\]

\[
\mu_{n+1} = \mu_{n} + \Delta \mu_{n+1}.
\]

(126)

\begin{itemize}
\item 4. Update displacements and load factor
\end{itemize}

\[
\left\{
\begin{array}{l}
c(a_{n+1}^{(i+1)}, \Delta s_{n+1}) \equiv \Delta a_{n+1}^{(i+1)} \cdot n_{n+1}^{(i)} - \Delta s_{n+1} = 0,
\end{array}
\right.
\]

(120)

Eq. (120) can be solved for \( \delta \mu_{n+1}^{(i+1)} \) yielding:

\[
\Delta s_{n+1} = -R_{n+1}^{(0)} \left( a_{n}, \mu_{n+1}^{(0)}, \Delta a_{n+1}^{(0)} \right).
\]
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