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ABSTRACT

Rising water surface elevations in perennial terminal lakes
threaten major damages to shoreline industrial plants, transportation
routes, and wetlands. Falling elevations increase pumping costs for
industries extracting minerals from the lake water and reduce the
gquality of shoreline recreation. The managers of these properties
need information on future lake level probabilities for planning,
and public agencies need information on both probabilities and
damages to determine whether lake level control is justified.

Standard methods for estimating flood frequency and damages
in riverine areas do not work well for terminal lakes because of
the interdependency in annual peaks and the long advanced warning
and duration of flood events. For this reason, the methods of opera-
tional hydrology were used to simulate lake level and shoreline
damage sequences for the Great Salt Lake. Both ARMA (1,0) and ARMA
(1,1) models were tried in generating multivariate segquences of
precipitation, evaporation, and three river flows for 1937-1977.
The multivariate Markov model was the only one able to preserve
historical sequences, but recommendations for improved parameter
solution techniques for the ARMA (1,1) model are made to help future
users take better advantage of its theoretically greater ability to
preserve hydrologic persistence.

The Markov model was used to generate 100 and 125-year lake
sequences as inputs to a lake water balance model which used them to
generate 125-year lake stage sequences. The generated sequences
showed lake level probabilities for current land and water use con-
ditions in the tributary area to be affected by known present condi-
tions for about 35 years after which they stabilize in a normal
distribution of mean 4196.42 and standard deviation of 4.56. The
one-percent high event has a value of 4207.0, and the one-percent
low event 1is 4185.8. Historical stages (1851-1977) varied between
4211.8 and 4191.5, and the amount by which these values exceed the
forecast stages is indicative of the long term downward trend in lake
stage caused by increasing upstream water use.

The model developed with the capability of estimating low future
lake level probabilities would be affected by upstream water develop-
ment and by pumping water from the lake during high stages into the
western desert. Data on damages to 21 cost centers were collected,
and a damage simulation model was developed to use them to estimate
average annual damages under curvent conditions and benefits from
lake level control efforts. Average annual damages to the mineral
industry, railroads, highways, wetlands, and other properties were
estimated to be currently $1,550,000.

The computer programs for multivariate stochastic flow genera-
tion, lake water level simulation, and damage estimation are re-
produced and documented in the appendices. The models will be avail-
able for future use in re-estimating probabilities and damages as
initial lake stages and lake use conditions change, additional vears
of input data are collected, and the state of the art of stochastic
flow generation is refined.
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CHAPTER 1

PROBLEMS CAUSED BY WATER LEVEL FLUCTUATIONS IN

TERMINAL LAKES

Introduction

After its 1963 low of 4191.5 feet above
mean sea level, the water surface level of
the Great Salt Lake rose steadily. 1t passed
the 1950 high of 4201, and by 1976 reached
4202.3, the highest level since 1928. Damages
exceeded $4 million (Bureau of Economic and
Business Research, Section I, 1977), and fur-
ther rise was feared. The concern generated
by threatened losses to the $65~-million-per-
year (BEBR, Section 1, 1977) mineral extrac-
tion and other lakeside industries, the rail~
road company whose causeway across the lake
was experiencing serious erosion, shoreline
recreation enterprises, and the wildlife
agencies managing the marsh areas near the
lake for use as feeding areas by migratory
waterfowl developed into strong political
pressure f[or action. Those threatened
recognized that a rise of only a few more
feet would cost millions and could cost
billions of dollars in damages. Such a rise
may still occur in the near future and is
almost certain in the long run.

In this sort of situation, the public
and government officials expect the water
resources engineers and planners 1in the
responsible agencies to provide leadership in
select ing and developing functional remedies.
The planners in turn look to the literature
or seek specialized expertise for the neces-
sary methodology. When they did so, those
faced with developing a strategy for water
level control in the largest terminal lake in
the United States found a state of the art
that could tell them neither the probability
of future rise nor the benefits that would
result from any of the various measures
proposed for lake level control. Specifical-~
ly, the technical problems were lacks of 1) a
method for estimating the probability of
future water levels in a situation where
levels from year Lo year were not the
stat istically independent events assumed 1in
analyzing riverine flood peaks, and 2) a
method for estimating expected damages in a
situat ion where slowly rising levels give
vyears of advance warming of danger and
inundation can continue for many more years
before the water recedes.

General Problem Statement

Fresh water lakes achieve a natural
balance between inflow and outflow. Runoff
from the tributary watershed keeps the lake
level from dropping below the outlet eleva-
tion. A rock ledge or some similar erosion-
resistant formation provides a natural outlet
control over which small increases in head
mean large increases in discharge. During
flood periods, outflow rises to discharge the
largest inflow flood volumes with only a
small rise in lake level; and the maximum
lake level is seldom much higher than the
minimum level.

In an arid climate, runoff entering a
lake may not be enough to raise the surface
elevation to the top of a drainage divide
over which outfiow could then occur. Before
that can happen, the risinp surface elevalion
caused by high flows increases the lake
surface area and hence evaporation. When the
evaporation exceeds the inflow (which often
quickly drops to near zero after the occa-
sional storms which cause much of the
runoff), the lake level begins to recede.
One has a terminal lake in which so much
water is lost to the atmosphere that ro
overland discharge occurs.

Terminal lakes vary along a continuum
from those which may only be terminal during
very dry periods when evaporation exceeds
inflow, through those which discharge after &
sequence of very wet years raises the water
level to the outlet elevation {(Tulare and
Goose Lakes, California), through those which
always contain water but never have surface
outflow (Great Salt Lake, Utah), to those
which only contain water immediately after
floods (Sevier Lake, Utah). The lakes on the
wet end of this continuum do not fluctuate
much in surface level because evaporation
does not cause large drawdowns, Those on Lhe
dry end do not fluctuate much bhecause
inflows are seldom large enocugh to cause high
water. it is lakes with intermediate posi-
tions on the continuum where levels fluctuate
most.

At many locations with porous soils or
underlying cavernous limestone, lakes lose



ey

substantial water through subsurface dis-
charge. This loss, when added to evapora-
tion, may prevent the lake from reaching the
level required for surface outflow. At these
sites, the discharge does nol increase as
rapidly with head as it does at the natural
welirs at the outlets of fresh water lakes,
but rather remains relatively constant.
Inflows must largely be contained by lake
storage capacity, and hence the lake level
can rise very high before stabilizing. If the
lake bed (natural depression) 1is generally
dry, new construction can easily becomwe
exposed to the problem unawares. For ex-
ample, houses may [ill what the pioneers once
called buffalo wallows on the Great Plains.
This is a distinetly different but very real
problem of terminal lake flooding.

The economic consequences of water-level
fluctuation are most severé along the shores
of lakes where slopes are flatL, water levels
fluctuate over a wide range, and economic
factors attract development. Lakes attract
recreation development that needs Lo be close
to the water and is bhurt as either the lake
recedes in the distance or rises to damage
facilities. Many terminal lakes attract an
important mineral extraction industry that
needs to be close Lo obtain brine from the
lake and yel requires substantial investment
that can be damaged by flooding. Highway
and railroad bridge costs increase geo-
metrically as structures must be built higher
above a f[luctuating water surface or have to
be closed as waters rise over them. Shore-
area wetlands, which may be ecologically
very valuable for waterfowl and related
species, may suffer if inundated by rising
salt water or if dried as the lake recedes.
1f urban areas exlist near the lake, property
may be developed closer to the lake during
long periods of low levels {50 years for the
Great Salt Lske near Salt Lake City) only to
be inundated when the lake rises again.

The Nature of the Needed Hydrologic
and Economic Informat ion

The manager of property or business
located near the shore of a terminal lake
needs better information on the probability
of the lake rising (or falling) to various
levels within various planning horizons.
Investors, who seek some minimum return on
their investment over a certain period of
t ime, want to know the probability, during
that period, of the lake level moving out of
a range in which they can earn the desired
return. Managers ol existing property can
take certain measures to protect themselves
against rising or falling water and need
information on expected levels to use in
deciding what to do and for designing the
measures of their choice.

Government decision makers have a
broader perspective. Before too manvy prop-
erty managers filnd 1t necessary Lo go to
cons iderable expenditure to protect ther-
selves against rising water, economies of
scale may enable a single water level control

program to protect everyone [or much less
than the sum of the costs that would be
required for each o protect himself indi-
vidually. Covernment water resources plan-
ners need Lo be able to identify such situa-
Lions so that they can implerent an effective
program before pending danger motivates
unnecessary private-secLor expenditure,

In addition to this structural perspac-
tive, government decisiorn makers should
cons ider lake levels in land use zoning
programs. They need to know the risk at
various elevations to keep certain tvpes
of property out of unnecessary danger.
Insurance programs need information on risk
in order to set reasonable actuarial flood
insurance rates for those who own property in
the risk area. The national flood insurance
program could be faced with billions of
dollars in claims if the Great Salt Lake were
te return to its historic (1873) high of
4211.6 feet above msl.

The responsibility of the bydrologist in
this situation is to develop probability
information for the above planning needs.
The probability associated with various lake
levels is not simply determined and is
not constant with time. A terminal lake is
not like a river where the probability of a
flood ol given magnitude is Lhe same this
year as it will be pext year as 1t will be
ten years from now. Given that a lake is now
at some known elevation, the probability of a
particular high water level during the next
year 1s not the same as the probability of
Lthe same water level occurring during the
second year, etc. In fact, one would expect
that a lake level having some rare proba-
bility of occurrence (say 0.0l in the [irst
year) would have an even greater probability
of occurring in the second vear than in the
first and greater yet in subsequent years, by
virtue of the fact that large terminal lakes
can neither rise nor fall very rapidly. The
Great Salt Lake has fluctuated over a range
of 20 feet since 1850 but never more than 5
and seldom more than 2 feet in any one year.

The information on probable lake levels
that might be developed for planning purposes
could thus reasonably be expected to take the
form of Figure 1. Each year into the future,
the maximum and minimum lake levels expected
with any probability would prow further apart
unt il some date, n years in the future, vhen
Lhe estimates would stabilize given the as-
sumption that climatic and anthropolosic
influences become stationary. Each user
would be interested in this irnformation [rom
the present up to some planning horizon.
Industry commonly uses 10 to 20 vyears. and
public works are generally designed on the
basis of 50 or 100 years.

The number of vears required for the
probability curves to stabilize (hecome
horizontal) would logically be influenced by
the range over which the lake fluctuates and
the current level within that range. A
shorter period would be expected were Lhe
range small or the lake currently at near



average levels, and a longer period would be
expected were the range large or the lake
currently either extraordinarily high or
extraordinarily low. 1f recent trends as

well as the current lake level influence
probabilities, trend parameters also need to
be introduced. If long term climatic

cycles can be predicted quantitatively, long
term future levels may be better predicted by
an undulating curve than a horizontal line.

For planning purposes, one would like to
be able to translate information on probable
lake levels into expected economic losses.
Rising lake levels inundate shoreline proper-
ty and dilute salt brines to make mineral
extraction more expensgive. Other economic
losses occur as falling lake levels neces-
sitate additional pumping of salt brines to
evaporation ponds and expose large unsightly
areas between recreation facilities and the

beach. Translation of Figure 1 into damage
estimates, however, is complicated by the
fact that damages are highly dependent

on lake level sequences as well as level
heights. A lake may rise to a level that it
has only one chance in a hundred of reaching
and stay that high for three years. One
would grossly overestimate damages by as-
suming that the inundated property would be
destroyed three times. A different procedure
is needed than the one used for estimating
the average annual damages from riverine
flooding which essentially assumes that all
damaged property will be restored by the end
of each vear in which a flood occurs.

KNOWN
CURRENT
LEVEL

Technical Problem Statement

Information of the sort shown on Figure
1 is needed for the selection and design of
terminal lake water level control programs,
terminal lake shore area land use control
measures, setting flood insurance rates for
property near terminal lakes, and by private
property owners making land use and develop-
ment choices for specific parcels. The
technical problem is to derive and then to
present this information.

Solution Stratepy

Hydrologists determine riverine flocod
probabilities for rare events by fitting the
Log Pearson Type 111 or some other suitable
distribution to a historical series of annual
flood peaks (U.S. Water Resources Council,
Bulletin 17, 1976). This method, however,
is inappropriate for estimating probabilities
from a time seguence such as the 130-year
record of Great Salt Lake levels for three
reasons.

1. Lake levels 1n consecutive years
are not independent events and in
fact have a very high serial
correlation (r2 = (.96).

2. The Log Pearson Type 111 and other
distributions used to fit riverine
sequences are unlikely to fit
recorded lake stage data.
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3. A fitted distribution would at best
only provide the probabilities to
the right of year n in Figure | and
would not provide Lhe planner
nearer term probabilities [or short
run planning.

A promising technical approach for
estimating lhe probability of terminal lake
levels is Lo use operational hydrology
(Fiering, 1967) as developed for estimating
reservoir yield. The methods previously used
to estlimalte resevrvoir yield, such as the
Rippl diagram, determined the yield which
could be developed from historical flows but
rrovided no information on the probability of
shortages (frequency of the design dropght).
Their use thus caused reservolrs buill on
rivers for which the period of record
happened Lo include a very severe drought to
be desipned much more conservatively than
were reservoirs on rivers for which the
period of record had by chance not been one
of severe low flows.

One important consideration in develop-
ing a method for relating drourht vield to
probability 1s that the duration of the
design drought depends on the size of the
reservoir and, for a large reservoir, 1isf
considerably lounger than one year. The
probability of a given drought can thus not
te determined hy analyzing the magnitudes of
the volumes of annual runoff but requires
information on the persistence properties of
sequences of annual flows as well. The
procedure of operational hydrology is to use
stochastic methods to generate a seguence
of synthetic flows having the same statis-
tical properties as the recorded flows and
then use this seguence to size a waler suprly
reservoir four a probability of the lake
running dry at some maximum acceplable level.
For given flows and facility destign, that
probability is estimated by a method that
combines a stochastically generated flow
sequence with a reservoir water balance model
and can be used directly to compute the
stabilized probable mininmum levels on Figure
1. As to prohable maximur levels, o terminal
lake differs from o reservoir in that it has
no spillway that can guickly discharge large
volumes of 1pflow to damp rising surface
levels. The water level Instead continues to
rise. This difference, however, has nc
effect on the operational hydrology used to
senerate flows but only on the water balance
model in which those flows are used. £&11
thet is needed tc expand the wethod feor
gprlication to terminal lakes 18 to change
the water baiance rodel so that rising levels
are limited only by the storage-elevat ion
relat tonship. One needs to estimate outflow
frow evaporation date rather than water
demand and si 1llway discharges.

Application of a stochastically gener-
ated flow seguence in a water balance model
to derive the needed probability relation-
ships recuires:

&

i. rvata un the bistorical secucrocos of
inflow and outflow affecting lake levels.
For terminal lakes, these 1nclude streamf low
inte the lake (potentially gaged at several
sites and including additionesl flow from
ungaged walersheds), subsurface flow into
the lake (probably not recorded in ¢ histori-
cal time sequence and dependent on acuifer
geology and withdrawals from wells), pre-
clpitation on the lake (as averaged f[rem
pages in nearby communities, none of which
sites are likely to be on the lake), and
evaporation from the lake (as estimated from
nearby evaporation pan data that need to be
ad justed for atmospheric conditions over the
lake and for salinity conditions and currents
within a lake whose salinity changes as lake
levels rise and dilute the salt content).

2. Analysis of the historical date
sequences for significant cross and serial
relat ionships and to describe those relation-
ships in terms of parameters to be preserved.

3. A model that can generate simul~-
taneous synthetic sequences of the various
types of data affecting the luke water bal-
ance and having desired distributional, per-
sistence, and cross correlation properties.

4. Calibration and use of the model to
pererate sels (simultaneous surface flow,
subsurface flow, precipitation, and evapora-
t1on) as needed.

5. A water balance model that uses
these sets to generate equally likely se-
cuences of lake levels. With such a model,
one can begin from known present conditions,
simulate many possible future time seqguences
{(traces) of lake levels, and perform a
frequency analysis of the results year by
vear into the future to develeop information
of the sort showp in Figure 1.

6. A damage simulation model that uses
a simulated sequence of lake levels to
generate a sequence of consequent damages and
est imate an eguivalent average annual value.
7. A procedure for adjusting the models
ui steps 5 and 6 to determine the effects of
various water level control measures on lake
levels and damages. The principal control
measures proposed for the Great Salt Lake are
ltevees, pumping from the lake into adjacent
desert areas during periods the lake is high,
and new water projects Lo increase consump-
t ive use of water that would otherwise flow
inte the lake.

The immediate objective of this study
was (o execule these seven steps to study the
specific problems of the Great Salt Lake.
The results would then be penervralized to
other terminal lakes,

Working Out the Details

The third step in the above stratepy
would require breaking new ground in opera-
tional hydrology methodology. Other steps



would require additional innovations. In
order to begin at the current state of the
art, the study first identified important
issues that 1t would be necessary to resoclve
in implementing the seven~step strategy and
followed by reviewing the literature relevant
to those issues. Seventeen specific issues
were identified in the categories of stochas-
ti1c hydrologic modeling, water balance
modeling, and damage estimation. Additional
issues are discussed in the areas of model
generalization and information presentation.

Stochastic Hydrologic Modeling

The problems that would need to be
overcome in developing a stochastic hydro-
logic model that would accurately rvrepresent
lake inflow and outflow sequences were
identified by reviewing the current state of
the art of stochastic flow generation, the
sorts of stochastic flows that would have
to be generated, and the adequacy of the
available data. This review identified the
following potential problems in trying te
generate the desired flow sequences with
existing model formulations given the avail-
able data.

1. Preserving Historical Correlations.
While a number of models for multivariate
stochastic streamflow generation are proposed
in the literature, few have been successfully
applied to real situations. For the Great
Salt Lake, five or six variables including
precipitation, evaporation, and streamflow
would be needed. The correlation statistics
could be expected to vary significantly from
those encountered by other modelers, con-
cerned only with streamflow measured at two
or more sites, and this could be expected to
lead to problems in trying to preserve
statistics 1n new ranges. For terminal
lakes, evaporation 1is always the lareest
single item 1in the water balance since over
the long run it must equal the sup of
all the inflows. For a very large shallow
lake such as the Great Salt Lake, precipita-
ticn on the lake surface will also be rela-
tively large. Furthermore, both evaporation
and precipitation were observed to vary
enough from year to year so that 1t would be
undesirable to treat either as annual con-
stants. Therefore, belh meteorclogical series
vould have to be gererated; the question was
whether the correlation between Lhese ser)es
and of each with streamflow would be large
enough to reguire all to be included 1in one
multivariate model or whether independent
univariate models could be used.

2. Preserving Hydrologic Persistence.
In hydroleogic data sequences, large values
are more likely to follow other large values
than te follow small values and vice versa.
The historical sequences of both precipita-
tion and streamflow data from natural waler-
sheds in the Salt Lake area exhibit high
serlal correlation (lag-one correlation
coefficient of 0.35 for precipitation and
¢.65 for streamflow) and persistence prop-
erties {Hurst coefficient of 0.61 for pre-

cipitation and 0.74 for streamflow). A
model would be needed that could preserve
these levels of correlation and persistence.

3. Achieving Data Homogeneity. Flows
into the Great Salt Lake have been greatly
altered over the years of record by reservoir
storage, runoff changes caused by urban
development along the Wasatch Front, and
groundwater pumping and surface water diver-
sions that increase consumptive use in the
tributary basin. Consequently, historical
annual flow sequences are not homogeneocus but
contain trends with calendar time. In order
to have streamflow amounts for a combination
of historical c¢limatic fluctuations and
present watershed conditions and consumptive
use rates, the Utah Division of Water Re-
sources (1974} has converted the historic
flows to a homogenecus sequence assuming
present conditions. The difficulty with

sing these sequences is that present condi-
tions are associated with a damping of
extremes by reservoir storage that greatly
increases flow persistence and creates
statistics more difficult to preserve in a
flow generation model.

4. Missing Data. Stochastic simulation
requires fairly long sequences of simul-
taneous measurements at each site where flow
is to be represented in order to obtain
accurate estimates of flow distributions,
cross correlations, and persistence. His-
torical sequences often contain gaps which
are more extensive in some series than in
others and worsen as one attempts to go
farther back in time. Particular problems
for this study were that data were very
sparse for estimating runoff intoc the lake
from the smaller basins and from subsurface
flow, the evaporation data covered only
summer months, and the pan locations did not
gseem to represent the lake very well.

5. Length of Record. A simulation
model is calibrated to generate flow se-
quences whose statistical properties match
those of the historical flow population. The
statistics for defining the distribution
shapes, correlations, and persistences of the
historical flows can be estimated rmrore
reliably if longer data series are available.
The longer series, however, extend back to a
time when records tend to be intermittert and
imprecise. One needs to determine whether
the information available in older and less
reliable records or such indirect indicatnrs
as Lree ring data actually improves estira-
t ion of the desired statistical properties of
the historical flows. The answer is likely
ta vary from one parameter Lo another with
how reliably it can be estimated from a short
record. The effort one can justifv n
improving an estimate also depends on hov
sensitive the results are Lo errors In tls
meas urement .

6. 1Initial Persistence Situation. Ilake
levels and damages for the near future o«
tainly depend on the current lake level,
it 18 nol clear as to whether or not theyv ¢l-




s¢ depend on the recent trend in lake levels.
1{ the lake level 1s passing through 4200
while rising, 1s it more likely to continue
to rise tharn it would be to rvise if it had
dust recently fallen to 42007 The answer to
this question governs the number of parame-
ters peeded Lo define the current state in
erder to project near-future probabilities.

Water Balance Modeling

The water balance model used Lo trans-
late inflows and outflows into lake levels
roses additional potential problem areas.
Some relate to how well the historical period
of record used as a basis for the stochastic
feneratlon represents long terr conditions
and others relate to difficulties in achiev-
1ng accurate stages.

7. Climatic Cycles. Since the levels
of large terminal lakes vary with average
inflow amounts over periods of many years,
they will fluctuate with any natural cycles
of wet and dry years such as might be
related to supspot patterns or other cyclic
physical phenomena. 1f such cycles indeed
exist and follow a4 predictable pattern,
infermat ion on thal pattern should be used Lo
irprove advance estimation of high or low
lake levels.

8. Evaporation-Streamflow Feedback.
The geographical setting of the Creat Salt
Lake, just upwind from a major mountain rauge
where most of the runoff into it originates,
led to speculation that the extraordinarily
high persisterice in downwind precipitation
and runoff values might be caused by a
positive feedback effect associated with the
relationship between lake levels and evapora-
tion. Perhaps the extra evapeoration during
veriods when Lhe lake was high was adding
significantly to the precipitation totals on
the Wasatch Mountains rising 7000 feet above
the lake less than 30 miles downwind. If so.
high lake levels would increase precipitation
that would in turn increase runoff and
contribute to the lake level remaining high.
Conversely, low lake levels would reduce
evaporat ion, precipitation, and runoff and
contribute to dry-cycle persistence.

9. Non-Level Lake Surface. A lake
water balance model would compute lake
elevations assuming a level surface. In the
special case of the Great Salt Lake, a
causeway crossing the middle of the lake
causes higher elevations in the south than in
the north arm. A water balance model pre-
serving these two elevations would have to be
split into two parts by separating each
inflow and ocutflow by lake portion and
comput ing flows through the causeway between
them. Also, winds blowing across a lake
cause seiches with downwind elevations higher
than upwind elevat ions and generate waves
that ride up sloped beaches. Therefore,
sloped, downwind water surface elevations are
higher during storm periods than is the level
elevation during periods of calm. Since lake
levels follow the apnual pattern of highs

mmipediately after spring runoff and lows in
the late fall, one also needs (¢ consider the
joiol probabilities of strong winds occurring
during spring lake elevat ion max imums.

10. Lkffects of Control Messures on lLoke

tevel, There are three basic struclural
ipproaches to lake level control. Une 18 Lo
pump water out of the lake into nearby areuas
where it can be held either until 1t evapo-

rates or untlil the lake recedes. For the
Great Salt Lake, the flat desert areas Lo itLs
west have often been mentioned when ricging
levels threaten damage. A second approach s
Lo reduce inflow to the lake by divertine
streamflow out of the basin or for consunr-
tive use in the basin. Lake level controul
provides additional benefits for economic
justification of the diversion or irrigation
projects in such cases. The third appreach
is to build levees around damage prone areas.
In order to analyze the desirability of these
possibilities, one must determine their
effects on the lake water balance and on
damages. The first method adds to evapo-
ration in the water balance and poses the
problems of developing an operating rule for
deciding when and how much to pump Lo maxi-
mize cost effectiveness within the con-
straints posed by the ability of the holding
areas Lo store water. The second method
reduces inflow in a pattern determined by the
use made of the diverted water and recuires
careful coordination of the lake level
control with use of water for other needs
to maximize combined benefits., The optimized
rules for pumping from the lake or for
diverting water before it enters the lake
would then in these respective cases be
incorporated into the lake water balance
rodel to determine consequent lake stare
traces. The functional relationshiv between
stages and damage would be unchanged. The
levee alternative would change the stape-
volume velationship for the lake and elimi-
nate damages in protected areas until the
levee is wcvertopped. Specific quantitative
relationships would be needed for all of
these cases to determine how conirol measures
would affect lake levels.

Pi. humber of Traces. The frequency
wistribution of the lake levels in any
particular year becomes better defiped as Lhe
water balance model is used to penerale more
tiraces, but each Lrace takes computer time
Ly generate and more traces require meore
computations to analyze, The trade off
between cost and improved resoclution needs (o
be examined in deciding how many Lraces to
generate.

12. Effect of Salinity on Evgporaticn.
Salinity is known to suppress lake evapora-
tion, For water balance modeling, one needs
t¢ express this relationship and determipe
whether one can use average salinity in
the lake for estimating evapor.tion or
whether one needs to account [por the fact
that surface waters are veneraliv fresher
thar the heavier salt water which cettles to
the bottom.




Damage &odelang

The damage model used Lo Lranslate stage
sequences inlo damage sequences poses what
are perhaps the most difficult conceptual
issues of all. In addition, such a model
additional

requires considerable empirical
data whose collection poses more difficul-
ties. Five major issues in this model

compunent are described below.

13. Behavior Forecasts. The damages
caused by a given rise in lake levels depend
on how people respond. When will property
owners seek to protect and when will they
abandom structures? How does recreation
visitation respond to changing lake levels?
How is the wildlife population supported by
feeding areas adjacent to the lake affected?
Once property is abandoned because of risiog
lake levels, to what level and for what
duration does the lake surface have to drop
before its former site is again developed?

14. Viewpoint. Decision makers in
government may consider damages from the
viewpoint of revenues and expenditures to a
particular government, to all the citizens of
the goveromental jurisdiction, or to whom-
sovever may be affected. Private sector
decisions are more likely to be made only in
consideration of effects on the decision
maker. The viewpoint(s) from which the
damages are to be estimated must be selected
for a model; and for the results to be
meaningful, the viewpoint(s) used should be
widely held among the people who will be
making decisions on lake level control.

15. Projected Futures, The damages from

rising water depend on the use of the inun-
dated land and can be expected to increase
with shoreline industrial and recreationel

development. Even if no land use change
cccurs, the value of shoreline facilities can
be expected to increase with recreation
demand from growing populations and tourism
and with the demand for minerals extracted
from the lake. 1f shoreline zoning is
used to restrict development in hazard areas.
one needs a policy for balancing damarges
prevented against the opportunity cost of
1dle land near urban areas or of foregoing
the advantages of shoreline location. Since
structural lake level control measures can be
designed to function for 50 years cor more,
one needs to project changes in demands for
lakeshore products and in property at hazard

and the consequences of its loss in order to
estimale benefits.
16. Environmental and Social Effects.

Lake level changes have a number of economic
effects that are difficult to estimate (ei-
ther because of thecretical problems or be-
cause of empirical problems in working with
Lirited datay. Other important effects can-
rot be reliably measured in monetary wunite,
What are the more important environmental and
social tactors? tiow should these be inte-
srated 1n lake level control decisions?

17. Scheduling Control Measures. Some
measures for lake level control can be
applied quickly when it is feared that a lake
is about to rise to a dangerous level, but
other measures (particularly upstream water
development projects) require much longer to
implement. Waiting until danger threatens
and then relying on short-term measures
reduces the fossibility of making a large
investment only to find it unneeded for many
Immediate action including long-term
measures provides surer security against
becoming trapped in a situation where it is
too late to take the most effective remedy.

yedrs.

Model Generalization

While the research goal is to develop
a general method for estimating water level
probabilities and conseguent damages, the
specific numerical analyses will be for the
Great Salt Lake. The methodology developed
is intended to be general so that it can be
applied to other terminal lakes from informa-
tion on their surface inflows, precipitation,
evaporation, lake geometry, etc. The com-
puter programs developed will be presented in
a manner that allows their ready application
with other data for studies at other sites.
Degpite these good intentions, however, other
sites will no doubt have local pecularities
requiring model adjustment.

Information Presentation

One can visualize the analysis and
modeling described above as yielding 1)
probability information such as that on
Figure 1, and 2) a present worth or a dis-
counted average annual value for damages.
Both the probability information and the
damage estimate, though, would only be good
for one year. The next year, the known
current lake level would be different,
another year of data would change the esti-
mates of the statistical parameters for the
historical flow population, and all estimates
would change.

Two approaches could be used to deal
with the annual change in known initial
conditions. One would be to develop a
method for normalizing the curves and damage
estimates so that one could read values for
any lake level. The other would be te
develop a computer program that could
make the desired estimates frop initiel
conditions read as input data. Tc wminimize
computer Lime, the computer program should
store the results of the previous model
calibration so that it would not be necessary
to repeat the entire modeling effort for
every new initial condition. Every five teo
ten years, however, the model should be
recalibrated to take advantage of the infor-
mation in the additional vears of record.

Repert Organization

The work done to rprovide terminal lake
level probabilities and damage estimates is
described in seven following chapters. ihe
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rext chapler examines the lliterature des-
cribing the current state of the art for
dealing with the 1ssues lListed above 1n
order to build a foundation for the melhod-
olegy te be developed. Chapter 3 describes
Lhe data collected, the iterative data Uime
series considered, and how the dala were
tested for adecuacy and prepared into suil-
abhle forr. Chapter 4 compares the results
{rem the generating methods attempled, and
rresents the method used to preserve tbhe
desired proverties in generating a set of
five time series of physical events. The
fifth chapter describes the lake level

control alternatives. Chapter 6 presents Lhe
take water balance model used to convert
reverated inflows and outflows to jabe
and describes the resulte of appilsir: the
rodel to estimate lake stape probabilities 1o
variocus time frames with and without Lvo
selected control measures. Chapter 7 tre-
sents the damage simulation wodel ard
itllustrates i1ls use Le estimate benelits §rom
the two selected control measures. The [iral
chapter presents how the methodole i cuan be
yeneralized to cover other terminal lakers,
evaluates the research accompiishrerts, ord
recommends future studies.
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CHAPTER 2

LITERATURE REVIEW

Development of the stochastic hydrologic
model, water balance model, and damage
estimation model has been identified in the
first chapter with 17 specific problems. The
next task was to review the literature
to establish a foundation that could be used
for building each model by collecting the
best available thinking for resolving the 17
problems. The three major sectioms of this
chapter, cne for each of the three models,
are each divided into a part on the state of
the modeling art followed by a second part on
studies providing insight for dealing with
the specific problems.

Stochastic Generation of
Hydrologic Sequences

Steps in Stochastic Generation

The hydrologic data sequences needed to
determine terminal lake level probabilities
quantify inflows and outflows. The inflows
are streamflow, subsurface flow, and pre-
cipitation on the lake surface. For large
terminal lakes, the outflow is entirely by
evaporation, but subsurface discharge
occurs at some sites. Each inflow and
outflow varies by location on or around the
lake and over time. Stochastic modeling to
derive lake level fluctuation probabilities
requires compiling measurements 1in time
series for indexing these inflows and out-
flows, selecting how to aggregate the
inflow and outflow time series (e.g., should
inflows from individual rivers be combined or
modeled separately?), converting the measure-
ments obtained into time-period totals of the
selected aggregations, selecting relation-
ships among and within the time series that
need to be preserved to model important
trends in the lake water balance, and de-
riving a model that will preserve these,
or at least as many of them as possible,
relationships.

State of the Art for
Univariate Models

Stochastic flow simulation began with
the univariate models of the Harvard water
program (Maass, 1962). The criterion of
success was generation of flows whose mean,
distribution, and serial relationships
matched corresponding values in a single
recorded sequence. The Markov generating
function proposed by Thomas and Fiering
(1962) was

C = X 4 - 5 102
ko= 48X -0+T o -02 o L L L (D

where a flow X in time period t is generated
from the flow in previous time period t-1, a
single-lag serial regression slope 8 which
for single-lag serial correlations has the
same numerical value as the correlation
coefficient o, a mean flow X, a standard
deviation of flows o, and a variate % taken
at random from a normalized distribution of
the flows. Through the three terms on its
right side, the eguation generates flows
from a mwean value, a regression estimating
the deterministic effect of the previous
value, and a term whose value is picked at
random from a distribution representing
variance not explained by the regression.

The second term on the right side of
Equation 1 provides memory of past flows,
only the immediately preceding flow is
remembered, and the influence of the memory
as opposed to the random component increases
with the value of p. Conceptually, one could
levgthen the memory by expanding the second
term to the series

8 Bl =0+8, (X ,-D+.t8 (T -0

P €3

Multiple autocorrelation analysis would then
be used to determine the linear association
within the bhistoric time series through
estimates of values for thef;. The ¢ in
the third term of Equation 1 would be the
correlation coefficient in the multiple
regression. Mathematically, Series 2 would be
terminated with the last p before the first
one that did not prove to be significantly
different than zero. Physically, the maximum
lag is limited by the maximum duration of
storage routing through aquifers making
significant contribution to base flow. Some
authors (Fiering and Jackson, 1971) describe
tests for the significance of lag effects
from periods t-2, t-3, etc. and Markov models
using Series 2 in Equation 1 for preserving
the associated 8y, but the first order
model of the single-lag process was found
adequate for most applications.

in stochastic flow generation
is the distribution to use in selecting
values for T in Equation 1 as the best
representation of flows being modeled. The
normal distribution is easily applied by
taking variates at random from a normal
distribution of zero mean and unit variance
and can be used for hydrologic variables

One issue



found to be normally distributed. For most
hydrologic variables, however, a better match
is achieved by assuming the logarithms rather
than the data to be normally distributed;
and, in addition, the log normal distribution
eliminates generation of negative flows.

1f the log normal distribution is to be
used, the parameters X or {, 0, and p used in
Equation 1 should not be calculated directly
from log-transformed data because that does
not preserve the parameters of the data when
the generated logs are transformed back. If
¥yxs OUx, and Py are used to denote the mean,
standard deviation, and serial correlation
coefficient, rtespectively, calculated from
the untransformed or raw data, one can solve
for values of uy, dy, and Py to be used
in Equation 1 from the’relationships (Matalas,
1967):

g~ = e - e D €2

The parameters ¢y and ¥y can be determined
by simultaneous 3clution” of Equations 3 and

4, and Py can then be determined as the one
unknown in Equation 5.

Charbeneau (1978) showed that by making
the transform

i m 1 2
¥ 1+ (GX/JX) B ()

One can solve directly for the y parameters
as

Gyz=10g',?)..........-(7)
H, = s log Dgf/(wz -], .. L. (8
P, = {log [oxfw"l)+ ¥ og % . . . (%)

These y parameters would then be used with
Equation 1 to generate flows having a log-
normal distribution.

Many hydrologic data series are skewed
in their log transforms or are from a popula-
tien whose minimum value is nonzero. For
such cases, the three parameter log normal
distribution (3PLN) can be used (Burges
and Lettenmaier, 1975). Values X in a
sequence that follows a 3PLN can be trans-
iormed to a normally distributed sequence Y,

y
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in which a is the '"third parameter” and
defines a lower value for the distribution.
The transformed sequence Y, is then used in
the stochastic models where appropriate. 1f
a is not known on the basis of some physical
lower limit, it can be estimated from ob-
served data as

a = u

/ iy
|1 - ;T-> e ¢ 2 )
0

¥

in which n is the coefficient of variation or

cl/u. y can be estimated from the equation
{(Yevjevith, 1972):
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in which vy is the coefficient of skewness
of the untransformed data.

Then uy' and oy’ and py', for use in
Equation 1 {o generate flows” having a 3PLN
distribution, are estimated from the equa-
tions presented by Matalas (1967). His
equations for wuy, oy, and pyx when solved
for the three needed terms give:
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For this study, an estimated skew coefficient
exceeding 0.1 as computed from the untrans-
formed data was taken as large enough to
justify preservation of the skewness by using
the 3PLN distribution {(Yevjevich, 1972).

Before applying Equation 1 to highly
serially correlated data, one should recog-
nize that for a sequence which exhibits
serial correlation, the sample variance
underestimates the population variance. The
sample variance may be adjusted to eliminate
this bias by applying the relationship
(Matalas, 1966):

n -1
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in which
¢ = population variance
S = sample variance of sequence
n = sequence length
o = serial correlation of sequence

When log normal or 3PLN transformations are
used, S is taken as ¢y and p as py for
substitution in Equation Xé to estimate’c for
use in Egquation 1.

These Markovian models (whether of first
or higher order) assume that the parameters
remain constant over time (a stationary
series). 1f a long series is divided into
several non-over-lapping sets and paramelers
(X, o, 81, B2, etc.) do not vary signifi-
cantly from set to set, the time series
1s said to be stationary. Nonstationarity
may be caused by a measurement change (e.g.,
moving a precipitation gage), change in the
physical system (e.g., watershed urbaniza-
Lion)y, or long-term patterns in the underly-
tng physical causes of precipitation (e.g.,
climate change). The first twe sources of
nonstat ionarity can be overcome by adjust-
ments to assure homogeneous data. The
long-term persistence that would follow from
accepting the third possible source of
nonstationarity has been a matter of specula-
tion and discussion by hydrologists for
years, and, 1if proved, would have very
important implications for terminal lake
control.

Hurst (195%1) studied the related issues
of statiopnarity and persistence from the
perspective of long hydrologic records. He
calculated the range (R) of cumulative
departures from the mean, normalized by the
standard deviation (S), as a statistic that
represents long term persistence in hydro-
logic time series. He examined 690 annual
series of streamflow, river and lake levels,
precipitation, temperature, pressure, tree
ring growth, mud varve, sunspot, and wheat
price records for periods varying from 30 to
2000 years (Nile River streamflows). Hurst
{1951) found that the range (R/S) can be
rescaled as:

B _ fa)" ,
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in which the exponent h is called the Hurst
coeffictent. The mean h for the 690 series
was found to be 0.729 with a standard devia-
t1on of 0.092. Hurst compared his empirical
coefficient, h, with results from series
of nurbers taken at random from a normal
distribution and found the latter h toe equal
nL5. Feller (1951), using the theorv of
Prownlan motion, arrived at the same asymp-
totic results without assuming normality in
the underlyving process. The disagreement
hetween the empirical K of 0.729 and the
theoretical 0.5 has led te many followins
efforts to explain this observed non-
randorness or what came to be called the
hurst phenomenon. An understanding of any
underlying physical relationship could add a
“reat deal Lo a better understanding of the

rises and falls of terminal lakes, a hydro-
logic time series whose Hurst coefficients
have been observed to be among the largest of
those for any hydrologic phenomena because of
the way such lakes integrate inflows and
outflows.

Mandelbrot and Wallis (1969) found that
values of h calculated from Equation 17 for
data generated by a white noise process
tended to be somewhat eratic for series
lengths (n) shorter than about 20. One would
expect that for natural series having higher
values of b that a longer record may be
required to achieve a stable estimate. For
this reason, the authors proposed plotting a
pox diagram of R/S versus n on a log-log
scale so that one could determine visually
whether the estimate had stabilized for the
length of record. The specific procedure is
as follows:

1. Subdivide the total length of record
(n) into equal shorter sequences of length

Ng. The shorter sequences may overlap.
The minimum ng to use is 3, and the maximum
is n. Several intermediate values should

also be selected so that the values of ng
used are approximately uniformly spaced on a
logrithmic scale.

2. TFor each sequence of length 3,
calculate (Equation 17) the rescaled range,
R/S. Compute the mean rescaled range for all
sequences of length 3.

3. Repeat 2 in order to¢ compute the
mean rescaled range for each selected value
of ng.

4. Plot mean R/S versus ng on log-log
paper as shown in Figure 2.

5. Estimate h as the siope of a least
squares line fit through the points on the
linear portion of the log-log plot or between
ng and n as shown on Figure 2.

Wallis and Matalas (1970) compared
estimating h by the pox diagram method with
estimating it by applying Equation 17 direct-
ly to the total length of record for indepen-
dent processes, lag-one Markov processes, and
an approximation to discrete fractional
Gaussian noise. They found that the pox
diagram method showed less bias but greater
variance.

Markov models do nol replicate the Hurst
shenomenon, The first models Lo succeed 1ib
preserving a Hurst coefficient exceeding (.5
were Lhe fractional Gaussiarn noise (ftn)
models introduced to synthetic hydrolopy by
Mandelbrot and Wallis (1968, 186%a,b,c,d).
These models preserve long term persisterce
by causing the autocorrelation functior to
die off 1increasingly slowiv as h hecomes
larger than 0.5. The desired h 1s used s o
model parameter and then preserved in the
generated sequences. Fract tonal Caussian
noise sequences having h values not equall:ir-
0.5 lie outside the Brownian domair 1p
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Pox diagram of logarithm of the
rescaled range for various series

lengths.

Figure 2.

that they do not satisfy the mixing property
of Brownian motion, Specifically, past and
future averages of the process become in-
dependent as the sample size approaches
infinity. Mandelbrot and Van Ness (1968) and
Mandelbrot and Wallis (1969¢) define £Gn
mathematically, and 0'Connell (1971) reviews
the relationship of £Gn to the Hurst phenome~
non. The principal drawback of the technique
is that its complexity and consequent high
computer cost make it impractical to apply
to many design problems.

In efforts to develop a more practical
generating method, others have tried such
approximations to the fractiopal Gaussian
noise model as 1) the autoregression inte-
grated moving average (ARIMA) process which
0'Connell (1971) patterned from techniques
previously developed by Box and Jenkins
(1970), and 2) the Broken Line process by
Rodriguez-Iturbe, Mejia, and Dawdy (1972),
and Mejia, Rodriguez~Iturbe, and Dawdy
(1972). A detailed historical account of
these efforts has been recorded by 0'Connell
(1974)., The first of the above approxima-
tions, the ARIMA~Type model is computational~
ly more practical.

Even though the fGn model and its
approximations can preserve desired values of
h other than 0.5, they do so purely as opera-
tional tools developed apart from understand-
ing the underlying physical processes. As a
caution to those who would accept these
models as representing persistence in a
geophysical system, Klemes (1974) noted: "It
would be more realistic to say that: 1)
fractional noises offer one possible explana-
tion of the Hurst phenomenon; and 2) approxi-
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mations to fractional noises provide a
flexible operational tceol for the simulation
cf series exhibiting the Hurst phenomenon.
An ability to simulate, and even successfully
predict, a specific phenomenon does not
necessarily imply an ability to explain it
correctly. A highly successful operational
model may turn out to be totally unacceptable
from the physical point of view" (Klemes,
1974, p. 675).

In support of this warning, Klemes
showed that a zero memory as well as an
infinite memory model can exhibit the Hurst
phenomenon. Stochastic models that operate
on stationarity of the mean can represent
nonstationary time series for short time
intervals, and stationarity or nonsta-~
t ionarity is a matter of time-series length.
Experimentally, Klemes generated synthetic
sequences from a distribution whose parame-
ters were varied during the total simulation
period but kept constant over shorter time
periods called epochs. He showed that the
infinite memory concept in £Gn models can be
a function of epoch length rather than of
total series length in accounting for the
Hurst phenomena.

As an alternative to explaining per~
sistence from climatic epochs, Klemes (1974}
noted the important role the conservation of
mass and energy or the storage effect can
have in causing hydrologic time series to
exhibit values greater than 0.5 for the Hurst
coefficient. This effect is dramatically
seen in the extraordinarily high value of b
{(1.079) computed from the data on the Great
Salt Lake stages. Specifically, Klemes
attempted to show that a semi-infinite
storage reservoir model with various and
diverse input processes might also explain
the Hurst phenomenon. While Klemes was not
able to prove or disprove specific physical
causes for a Hurst coefficient exceeding 0.5,
he did show that in real world hydrologic
systems, the Hurst phenomenon may be a result
of one or more of several physical causes:
long~term memory, nonstationarity in geo-
physical phenomena, or storage systems.
Salas, Boes, Yevjevich, and Pegram (1977)
have stated that the Hurst phenomenon might
be explained by: "aurto correlation, non-
stationarity, and departure from normality
which either individually or combined ac-
centuate a transient behavior, which is
present in independent time series.” In
conclusion, one finds the Hurst phenomenon to
be a property of hydrologic time series
that can be quantified numerically but for
which the physical causes are poorly under~
stood and much debated.

This wuncertainty about hydrologic
persistence places the would be modeler of
terminal lake levels in a very dubious
position. Terminal lake levels are deter-
mined by a water balance in a large storage
system whose content 1s governed by cumula-
tive inflows and outflows over long periods
and hence is extremely sensitive to hydro-
logic persistence, a phenomenon whose physi-



cal causes are poorly understood. Since the
modeler cannot make a conclusive theoretical
case for either accepting or rejecting
persistence as a hydrologic phenomenon,
discretion suggests empirical replication of
observed Hurst coefficients.

The current state of the art of uni-
variate stochastic modeling seeks to match
statistics computed from observed data
sequences with corresponding statistics
computed from generated data sequences.
Since available models cannot guarantee
preservation of all statistics of interest
over the entire range of values encountered
in nature, one must often sacrifice in
matching some statistics in order to do a
better job of matching others. The need for
this sort of trade off becomes much greater
for the multivariate modeling situations
described in the next section than it is for
the univariate models where the statistics
are fewver.

. The most practical models available for
univariate generation preserving a Hurst

coefficient greater than 0.5 are the moving-
average type models and specifically the ARMA
(1,1) (O'Connell, 1971, 1974) and the ARMA-
Markov {Burges and Lettenmaier, 1975). These
models force persistence into a generated
series by varying average values from one
epoch or period of time to the next while
maintaining the desired average for the total
period. The ARMA acronym stands for auto-
regressive integrated moving average, and
the two numbers in parentheses indicate the
order of the autoregression and moving
average processes respectively. The equation
for the ARMA (1,1) model is

b k: ; -—~8m + . N N . ¥
t ’ t-1 £ -1 Yt (18

where “; 1is the error term. Compatison of

Equation 18 with Equation 1 shows the same
form of relationship other thar that memory
f the preceding generated error term
(wg.1) is added to maintain stability in

the moving average. In terms of the ARMA
(1,1) nopenclature, Llhe Xy.} term provides
the single lag autoregression, and the wg.y
term provides a single lag moving average.
The parameters (¢,8) ip Equation 18 vary with
the values for h and o to he preserved:
however, a major disadvantage of the ARMA
{i,1) model is that the ¢ and @ reguired ' o
preserve given values of ¢ and h cannct he
determined explicitly but have to be approy:-

mated empirically from curves plotted from
completed simulations (Burges and Letten-
water, 1975, o. 17).

Irn order to have a generating model 16

vhich the parameters are an explicit function
of the statistics to be preserved, Lettlen-
maler and Burges (1977) proposed combining
Eguations 1 and 18 in what they called
an ARMA-Markov model and baving the lorm:

X

= . X +o o+ $X - Ow Fwoo. . . . 119
£ T Pmteog Tre T OX T v

where the X 1is expressed in standardized
normal form [(X - u)/o] and e¢ and wt are
independent processes having different
variances which can be established from the
values of the statistics to be preserved.
The authors also provide a method for es-
tablishing values for ¢ and & for the values
of u, o, p, and b of the series record.

Lettemnmaier and Burges (1977) found the
ARMA (1,1) and ARMA-Markov models to provide
reasonable approximation of the fGn process
for values of b < 0.80 but for the results to
become quite poor for higher h. They also
describe problems associated with estimating
h from short records. Finally, they recom-
mend using the ARMA models throughout their
range of reliability because they are so easy
to use computationally.

The Broken Line process, BL, was de-
veloped as an approximation to the discrete
fractional Gaussian noise model by Mejia et
al. (1972) and claims the advantage of having
a second derivative of the autocorrelation
function at the origin. Preservation of the
second derivative, not possible in the
fGn models, provides better results with
respect to crossing properties, extreme
events, run lengths, and run sums for con-
tinuous time series. For the discrete time
series used in hydrologic modeling, these
advantages disappear. Use of the model is
further handicapped by the fact that the
parameters for the Broken Line process are
difficult to compute (0'Connell. 1974).

State of the Art for
Multivariate Models

The first attempl ¢t preserving cross
correlat ions between two synthetlc seguences
(¥, and Y;) was that by Thomas and Fiering
(1§62), who combined the standardized normal
form of the univariate lag-one Markov model:

/ 2
X = p X 3 = T
Xt Y x >(’t:—l"\‘ t —\/L X (20)

with an analogous cross correlation model:

Y = p X +w \/E-;}Z e 2
t xy "t ot XY
in which
Xy = synthetic valuve of hydrologic
sequence at station ¥ at time
Y = synthetic value of hyvdrologic
sequence at station Y at time t
Dy = lag~one serial correlation at
station X
Pxy = lag-zero cross correlation
between stations X and Y
sy = values of independent normally
distributed random variables
with zero mean and unit vari-
ance at time t
Both ¥X{ and Yy are expressed in standard-

ized normal form. The model

lag~-zero cross correlation &y
and Y,
oy but

preserves the

between X¢
and the lag-one sertal correlalion
assigns a value 0Oyxy ¥y to Py and
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thus does not preserve the observed value
for dy.  Fiering (1964) later remedied this
situdation by using principal components to
preserve all three correlations and extended
the model so that it could handle any
number of sequences. The procedure, however,
has the shortcoming that only the lag-one
serial correlations are preserved.

In order to preserve higher order serial
along with the cross correlations, Matalas

(1967) introduced the lag-one autoregressive
process:
Xo= AK _ FBel . . . ... L. (2D)
in which
Le = m-vector at time t of synthetic
values of hydrologic sequences
at m stations, each value
expressed in standardized
normal form, i.e. (Xi,t -
uid)/oq
€t = m-vector at time t of normally
- and independently distributed
random variables with zero mean
and unit variance, Elements
of ey are independent of the
elements of Xp.q1
A = m x m coefficient matrix
calculated as
A o= ooh L L L L . ()
170
B = m x m coefficient matrix
derived from
T -1 T
BB «MO—MlMO Ml e e e e e e s (2B

in which equations, Mg
cross correlation matrix:

is the lag-zero

. (25)

and My is
matrix:

the lag-one cross correlation

91(1)
py (1) p, (D)
Moo= 2, = R 1))
o, ()",
ji
pm{l)

In the above matrices, i designates the row,
j designates the column, and the first

subscripted variable is lagged behind the
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second. The coefficient matrices A and B are
estimated from the cross correlation matrices
computed from the historical sequences using
Equations 23 and 24 with the result that the
multivariate synthetic sequences generated
using Equation 22 will match the pultivariate
historical sequence values of 1, &, ¥y,
o1 (1), 913(0>x and plj<l)s i,j = 1,2, ..,
m, where "the bat notation denotes values
estimated for these parameters from the
historical data.

The multivariate lag-one Markov model is
a special case of the lag-one autoregressive
process (Equation 22) in which A is defined
as a diagonal matrix with lag-one serial
correlation on the diagonal and the elements
of M1 are defined as (Matalas, 1967):

Qij(l) = pi(l}pij(f)). e )
B is then calculated by solving the following
expression:

T _ . T

BBS = Mo-AMp ... .. ... (28)

The nmultivariate lag-one Markov model pre-

serves Ui, Yi,Pi(1l), and Pi5(0) and approxi-
mates pi5(1) as defined in Equation 27.

0'Connell (1974) formulated the multi-
variate ARMA (1,1) model:

X = (X

4 + . . - . . . .
2 Xt he R (29)

in which C is the m x m coefficient matrix

gilven by

C=M2Ml............(30)

D and E are the m x m coefficient matrices
obtained by simultaneously solving the
equations:

T T -1, T -1 T T
+EE" = M- 3 -
DD” + EE MO MZMI Ml +M2‘41 MOMl Mz MEMI MZ
. N &2
T
EDY = CM - M T v

In Equations 30 and 31, M2 is the lag-two
cross correlation matrix:

g -

01(2)
92(2}
M, = " P L 33
0. (2> T
ii N
am(Z)




While a general analytical solution to
Equatlons 31 and 32 has not been found,
O'Connell (1%974) proposed an iterative
numerical solution which preserves the entire
Mp, M1, and M2 matrices and a less general
solutlon which preserves Mg and the diagonal
elements of M7 and M2. 0'Connell (1974)
also suggested a variation of the iterative
numerical solution, one that does not pre-
serve the off-diagonal elements of the
estimated My matrix, through defining € to
be a diagonal matrix with elements
0,(2)

. " — , with all ¢, < 1.0 e . . (38
+ o, (1) i

This variation has the advantage that the
inversion of My in Equation 31 is not re-

quired. In additicn, since ¢ equals
¢i in the univariate ARMA (1,1) model, this
variation permits the selectlon of from

tables presented in O'Connell (1974) such
that ?{(1) and hi the Hurst coefficient,
are preserved. The major disadvantage of the
approach 1is that it does not apply to cases
where lag-two correlations exceed lag-one
correlations.

The writers are aware of no published
descriptions of applicatlons of multivariate
ARMA models although O'Connell's multivariate
ARMA (1,1) program has been applied by
O'Connell (personal communication, 1978)
and by Armbruster (personal communication,
1978).

For hydrologic sequences with a log-
normal distribution, the Markov model of
Equation 22 and the ARMA (1,1) model of
Equation 29 can be used prov1ded the statis~
tics used to estimate the coefficient ma-
trices are transformed according to proce-
dures outlined in presenting Equations 7-9
and 13-15 as described by Matalas (1967) and
O'Connell (1974).

In a multivariate model, one may have a
mixture of normally and log normally distri-
buted variables. Mejia, Rodriques-Iturbe and
Cordova (1974) published expressions for
obtaining the cross correlations between 1)
two-log normal variables and 2) a mixture of
a normal and a log normal variable. These
expressions bhave been generalized in this
study to cover the case of lagged cross
correlations of general order as follows:

1. Cross correlation between the 3PLN
variables

170 avoid an unnecessarily complex
notation in Equations 35-37, the x and y
subscripts used in Equations 3-15 to distin-

guish the normal and log normal distributed
variables, respectively, have been omitted.
However, the prime notation indicates trans-

the case of two 3PLN
correlation between
a 3PLN

formed parameters for
variables or a cross
variables where one or more has
distribution.
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p,. = In [l-i-p

2 1
-1

ce e e e e w . (33

[@Xp(ﬁ )*1)@xp©;

2. Cross correlation between a mixture
of a normal and a 3PLN variable

a. 1 1is 3PLN and j is normal

1

12 L
.= o, le o, y=11% 0., « .« .+ . . (36
Pis 5 fexp ( ;) ] o145 (36)
b. i is normal and j is 3PLN
L 3-2 3/2
Pys = 9y [exp(oj y - 1] TR (37)

A computer program for estimating cross
correlation matrices and other parameters for
a mixture of normal and 3PLN variables was
prepared for this study and is documented in
Appendix D.

Two other multivariate ARMA models are
known to the writers. The first is by Gwilyn
Jenkins and Partners Limited, a British
consulting and contract research organiza-
tion, who advertise a multivariate stochastic
forecasting package. However, the details of
this package are proprietary information.
The second is described by Ledolter (1978},
but it is not clear whether he has a working
multivariate ARMA model. Ledolter reviews
the development of a general multivariate
ARMA model and efficient parameter approxi-
mate maximum likelihood estimation procedures
developed by Wilson (1973) and Hillmer
(15876).

Matalas and Wallis (1974) have proposed
a multivariate filtered fractional Gaussian
noise process which matches historic sequence
estimates 1y, Gi, 911(0), hi. A limita-
tion of this technique is that the same value
of the filtering parameter p must be assumed
for each of the variables in the multivariate
model. This assumption is necessary to keep
the process stationaty with rtespect to the
cross correlations, but has the result
that it may not be possible to preserve
estimates pi(l) and hi for each variable.

The Broken Line model as recently
extended to the multivariate case by Curry
and Bras (1978) preserves the {j, 6i, Yi,
wl{l), and hi of the original time series.
The model has been applied to the Nile River
(Curry aund Bras, 1978) in conjunction with a
dissaggregation and monthly autoregressive
streamflow model. One problem with the
mult ivariate Broken Line model is that it may
lend to an inconsistent cross-covariance
matrix for the Broken Line seguences. Curry
and Bras (1978) describe an empirical cali-
bration procedure to obtain a consistent
cross«-covariance matrix. Further difficulty
may be encountered in the preservation of
skewness. The user needs to make trade offs



in degree of preservation among the Hurst,

lag-one, and skewness coefficients.

Specific Problems

1. Preserving Historical Correlations.

The relationships within and among the data
series that one tries to preserve in a
multivariate stochastic hydrolegic model can
be expressed in time-lag matrices (Equations
25, 26, and 33) in which the serial correla-
tions one tries to preserve for each series
appear on the diagonal and the cross correla-
tions one tries to preserve among them appear
as off-diagonal elements. In addition, one
tries to preserve the distribution of values
within each series as indicated by its mean,
variance, skewness, and persistence.

ideally, one would like to preserve all
of the correlation coefficients that are
significantly different than zero, enough
moments for each series to defipne its distri-
bution, and the long-term persistence prop-
erties of each distribution. As can be seen
from the preservation capabilities of avail-~
able models as summarized in Table 1, avail-
able multivariate stochastic models are
not able to preserve all these charac-
teristics. The modeler is faced with a
dilemma of which model to adopt when they
vary in the combination of parameters pre-
served. For dealing with the dilemma,
Fiering and Jackson (1971) suggest a decision
theory procedure to evaluate the economic
consequences of implementing a design if the

Table 1.

assumptions of model and distribution
type on which it is based are untrue. An
example application of this procedure by
Jettmar and Young (1975) compared Markov and
FFGN models for sizing a reservoir on the
Rappahannouk River, Virginia. Markovian
methods yielded an optimal reservoir size
close to that obtained from using the his-
torical data whereas the FFGN approach
resulted in a 215 percent smaller reservoir.

Although the decision theory approach to
multivariate stochastic model selection is
theoretically attractive, it rtequires an
extensive effort for which resources were not
available in this study. The ARMA (1,1)
models developed by O'Connell (1974) were
selected for this study because they preserve
a wide range of parameters without the
computational complexities of the fCGn and
Broken Line techniques.

The main difficulty with applying the
ARMA (1,0) process is in obtaining a sclution
to Equation 24. As BBT is symmetric, a
unique scolution for B does not exist,
Matalas (1967) suggested the method of
principal components for solving for B, and
Young (1968) suggested a solution procedure
based on a lower trianmgular form for B. With
either technique, complex numbers are ob-
tained in the B matrix unless Mgy (Equation
25) 1is positive definite (A matrix is posi-
tive definite if all its eigenvalues are
positive). This is a necessary but not a
sufficient condition for BBT to also be
positive definite.

Parameters preserved by various multivariate stochastic models.

Model Reference

Parameters Preserved

1. 1Interstation
correlated Markov

2. Principal components Fiering (1964)

3, Lag-one Autoregressive, Matalas (1967)
ARIMA (1,0,0)

4, Lag-one Markov Matalas (1967)

5. Lag-one Autoregressive-— O'Conunell (1974)
lag~one moving average,

ARTMA (1,0,1)

6. Filtered fractional
Gaussian Noise

7. Broken Line Curry and Bras (1978)

Thomas and Fiering (1962)

Matalas and Wallis (1974)

Hes G4 05010, Qij(O), @j(1)==oi€1) 913(0)
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Bes 045 ¥os oi(l), Qij(O), oij(l)==ai(l)pij(0),
i# ]

a) Iterative numerical solution:

His O4s p,(0), 5,(1), 0, (2,
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b) Less general solution:
Bes 0 0,(0), 2, (1), 2, (2D,

NORERE
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For a two-dimensional multivariate ARMA
(1,0) process, Matalas and Wallis (1971a)
identified the specific constraints which
when imposed on the elements of My and M)
would guarantee BBT to be positive definite.
1f the constraints are violated in the
historical data, the elements in the cross
correlation matrices must be adjusted to
values falling within the constrained region
before simulation can proceed. Attempts by
the writers to generalize the constraints to
higher dimensional multivariate models led
to results which are too complex to be
helpful to the modeler in determining
the adjustment needed to the cross cor-
relations to overcome problems with Mg and
M1 matrices that are not positive definite.
In summary one can identify a matrix as not
being positive definite, but one cannot
determine what adjustments will make a matrix
positive definite with minimal distribution
ro a model's replication of the historical
statistics.

Anderson (1962) presents tests for the
significance of serial correlation coef-
ficients as a function of sample size. This
can be used to choose the number of serial
lags to use in a model, but does not resolve
the question of what to do when some coef-
ficients in a matrix are significant and
others are not.

2. Preserving Hydrologic Persistence.

Long-term persistence is measured by the
Hurst coefficient. In the multivariate case,
one must consider such additional issues as
how to decide when different computed
Hurst coefficients for two series are really
significantly different and, if they are, how
to preserve different Hurst coefficients for
different series. With respect to the first
issue, no significance tests for differences
between Hurst coefficients estimated from
different series are known to the authors.
With respect to the second, different Hurst
coefficients can be preserved for different
series by applying the ARMA (1,1) model of
Equation 29 and specifying elements in the
diagonal of the C matrix according to dif-
ferent Hurst coefficients for different
series through Equation 34.

3. Achieving Data Homogeneity. Where
hydrologic time series may have been affected
over time by human caused changes in actual
values (streamflow changes by reservoir
storage) or changes in measurement (moving of
a rain gage), one needs a test to determine
whether a given series 1is homogeneous
and select a method to adjust identified
nonhomogeneocus series, Streamflow non-
homogeneities can occur because of reservoir
construction, diversions for consumptive use,
or changes in runoff characteristics with
land use. Double mass plots or the non-
parametric Mann-Whitney U-test (Mendenhall,
1971) can be used to evaluate homogeneity in
the distribution of time series data.

Even though homogeneity can be achieved
by estimating flows on the basis of any
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constant state of basin development, many
{e.g., Burges, 1978) recommend converting
flow series to natural conditions. Since
natural conditions tend to be more stable
over time than do human patterns of land
and water use, one has less difficulty in
obtaining homogeneous data over a long enough
period of time to make reliable estimates of
the desired parameters. One also avoids the
influence of the operating policies for
reservoirs, diversion works, etc., that
depend on human choices determined by many
factors other than natural processes within
the hydrologic cycle. Finally, natural
conditions tend to be associated with flows
that are less highly correlated and easier to
preserve in flow generation models.

The major disadvantage in using natural
flows is that if current conditions have
prevailed throughout most of the period of
record, synthesis based on natural flows
would require a model to convert measured
flows to natural flows and then, after a
natural flow series is generated, reverse
application of the model to convert the
generated natural flows back to current
conditions. The modeling errors in the double
transformation may be greater than those
encountered in trying to preserve statistics
representing current conditions.

For the contribution made by this effort
to the CGreat Salt Lake Resource Management
Study, the assumption of present land and
water use conditions continuing into the
future was made at the request of the Utah
Department of Development Services which want
the results of this study as inputs to the
legislative decision-making process. How~
ever, both present condition and natural flow
data were estimated and used for calibrating
separate stochastic models in order that
the quality of the preservation of the
statistics could be compared between the two
bases. In either case, the techniques used
for modifying flows to a common basis may
introduce into the flow sequences incon-
sistencies which are not indicated by sta-
tistical and other tests of time-series
homogeneity.

4. Missing Data. Short gaps in indi-
vidual records in a set of long data series
are generally filled by using multiple
regression relationships with series that
were measured during the gap. The measured
series to use in the regression are best
selected by stepwise regression techniques
that test which of the measured series make a
significant contribution to explaining
variation in the series with the missing
data. Once a regression is established, one
can use it to make deterministic estimates of
the missing items or can add randomly se-
lected values of the error term in a stochas-
tic process. The stochastic estimates do a
better job of preserving series variability
{deterministic estimates vary over a smaller
range), but the extra effort required for
stochastic modeling may not be justified if



only a few points are missing or nearly all
the variance is explained by the regression.

The problem caused by missing data
becomes much more severe when a desired
series has not been measured at all or when
the measured series is too short to establish
reliable regression relationships. Examples
for the Great Salt Lake were the ungaged
smaller streams and groundwater discharge
into the lake. Records for small streams are,
where they exist, of short duration; and
estimates of groundwater flow to the lake are
in the form of average values and not time
series data.

Three methods are available for
structing missing series. One is to
struct them from secondary data such as may
be used in rainfall-runoff models or depth-
to-groundwater subsurface-flow models,
calibrated on the basis of as many years of
record as are available. A second method that
can be used when one has lake stage infor-
mation is to estimate the sum of the missing
series as the residual flows needed to
explain observed stages from observed flows
in the water balance model. This method
suffers from all the problems inherent in
estimating from small differences in large
numbers. The third method is to calibrate
a model that estimates the unmeasured flows
from measured flows and check the results
against observed lake stages. Previous
studies (UDWR, 1974) on the Great Salt Lake
estimated the residual flows as fractions of
several lagged series of measured lake
inflows. Since the inflows from the missing
series can be shown by the lake water balance
to be small in comparison with the measured
series, the work that would be required
for more refined estimation of the minor
series was not considered justified for this
study.

5. Length of Record. Generally one
finds that the problem of missing data
becomes more serious as series are extended
into the more remote past because more and
more gaps have to be filled. Matalas and
Jacobs (1964) and Fiering (1963) examined the
use of correlation analysis to augment
hydrologic data and provided guidelines for
judging whether to do so. The modeler needs
to consider how much is really being added to
the information. Beard (1976) states that
when short-record statistics are adjusted
using long-record correlated data, the

recon-
recon-

improvement in accuracy of the mean value is
given by the expression:
N,
N o= d
il - N - N . - . . . - . -(38)
2 1.2
1—‘—“"'"R
v2
in which
N1 = npumber of items in the short
record
N2 = number of items in the long
record
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cross correlation coefficient
number of items that would be
needed in the short record

to obtain an accuracy of the mean
that 1is equivalent to that
obtained by the adjustment

The number of inflows and outflows for
the Great Salt Lake covered by measured time

series increases as one draws closer to the
present as shown in Table 2. A record
127-years in length is available for the

lumped sum of the lake inflows from the three
principal tributaries modified to a present
condition basis. However, separate series
for the three rivers, for precipitation, and
for evaporation go back only 41 years. In
this study, the &4l-year period with five
series was selected because 1) data col-
lected more recently can be expected to be
more reliable, 2) the modifications required
to achieve a common basis are less severe,
and 3) the 4l-year series includes pan
evaporation. The 35-year series with natural
flows was also tried but rejected for reasons
described later. Since evaporation 1is the
only outflow from the lake, it is equivalent
in magnitude to all the inflows combined.
Since pan evaporation varies significantly
from year to year, it is desirable to repre-
sent its variability and cross correlation
with the inflow variables as well as pos~-
sible. Some simulations were run with four
77~year series, beginning in 1901 and
omitting evaporation, but the results were
less satisfactory.

One other alterpative considered was to
use the full available length of each series
in estimating its parameters and of each pair

of series in estimating its cross correla-
tions. This would mean that different
numbers in the cross correlation matrices

would be based on different lengths of
record. The difficulty encountered with this
approach was that using records of unequal

Table 2. Time periods for time series inputs
to stochastic model.

Time Time Number
Series Period Time Series of Time
Set ero Series
1 1851~1977 Lumped Streamflow 1
2 1875-1977 Lumped Streamflow A
Precipitation
3 1890~1977  Separate Streamflows (3) 4
Precipitation
4 1937-1977 Separate Streamflows (3) 5
Precipitation
Evaporation
5 1943-1977 Separate Natural Stream— 5

flows (3)
Precipitation
Evaporation




length to estimate cross correlations de-
creases the probability of obtaining a
positive definite BBT matrix (Fiering,
1963). Since the study had already spent the
available funds and effort and not developed
fully satisfactory solutions to the matrix
equations using the 4l-year series, no
solutions were attempted with data from
unequal length series.

6. Initial Conditions. Any simulation

must begin from some set of initial condi-
tions, and the results in early years are
strongly influenced by the conditions used.
Because one purpose of the model sought in
this study 1s to estimate lake level proba-
bility in the near term, it is essential to
set the initial conditions to represent the
current state of nature. For simulating lake
stages in the near future, the initial
conditions should be the total inflows and
outflows in the water year most recently
completed and the elevation of the lake water
surface at the end of that year. For the
probabilities forecast in this study, annual
total streamflows, precipitation, and evapo-
ration were taken for water year 1978
and the initial lake stage was taken as that
of October 1, 1978, or 4198.6 feet. The
lagged error term in the ARMA model is
initialized with an independent random
number.

Each new year of data changes the values
of all the distribution parameters and the
correlation matrices as well as the initial
conditions. These changes could potentially
cause significant changes to the generating
relationships or even cause a different model
to appear optimal. This kind of total model
recomputation and review, however, is proba-
bly too much work to justify redoing every
year. Future model users would be better
advised to recompute the parameters and
update and review the model every five
vears but to revise the flows and stages used
to define the initiel conditions every
year.

Water Balance Models

State-of-the-art

Water balance models for reservoirs and
lakes are based on the principle of the
ceonservation of mass or

Tat -QAt = AS = « o« o« o+ . o . (39
where average inflow 1 and outflow Q are

established over a period 4t, and AS repre-
sents the change in lake volume over that
period. For terminal lakes, the inflows are
surface runoff (possibly subclassified by
stream), subsurface runoff (possibly subclas-
sified by aquifer), and precipitation
on the lake surface.

Where the lake level fluctuates, one
remember that some of the precipitation
falls directly on the lake at high

must
that
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levels falls on exposed soil at low levels
and runs off into the lake. The net gain
to the lake from precipitation falling on its
surface thus equals

P! =

3 D N (1))

where P
runoff coefficient.

is the precipitation and k is a
For the dry desert flats
around the Great Salt Lake, the runoff
coefficient is close to zero and P' was
taken as P. Most of the inflow comes from
melting mountain snows collected by larger
rive-s, and runoff from areas near the lake
18 low,

Some attempts to predict future levels
of the Great Salt Lake have used short-term
deterministic forecasting methods which do
not provide stage-frequency information. A
stochastic technique provides information
on risks, and capability for making that
information as reliable as possible by:
1) incorporating long-term persistence
(measured by the Hurst coefficient) and
short-term persistence {measured by the
lag-one correlation coefficient), 2) con-
ditioning stage-frequency distributions on
previous lake stages; and 3) determining the
sensitivity of stage-frequency distri-
butions to management alternatives on the
lake and/or major tributaries within the
basin. Several alternative approaches to
produce stage-frequency information or
utilize stochastic models are evaluated below
with respect to these criteria.

1. Frequency analysis of a single
sequence of lake stages. The Utah Division
of Water Resources (1974) estimated the
stage-frequency relationship for the Great
Salt Lake by fitting a frequency distribution
to the historic record of lake stages. They
also used a water balance model to estimate
how the lake stages would have been affected
if the lake inflows had, instead of being
their historic values, reflected: 1) natural
watershed conditions or 2) additional up-~
stream water use. The two modified records
were then used to obtain modified stage-
frequency relationships.

The purpose of fitting a distribution to
the historical record is to use the charac-
teristic shape of the distribution (either
directly by computations, or indirectly by
extrapolating by eye from points plotted
on paper scaled to represent that distri-
bution) to estimate the magnitude of rare
events from a short record. Extrapolation by
curve fitting does not reflect the persis-
tence of lake stages (criterion 1) nor the
dependence of future lake stages on present
known conditions (criterion 2). Further-
more, lake stages may not even follow the
distributions used for riverine frequency
analysis. The approach does, however,
address the sensitivity of stage-frequency
relationships to management alternative
(criterion 3).



. order

2. Markov modeling based on precipita-

tion records. Glenne, Eckhotf, and Paschal

predicted future stages of the Great
Salt Lake by applying a third order Markov
model that represented lake inflows from
precipitation to a water balance model
developed by Kalinin (1968). The model was
verified by hindcasting the historic record.
Apparently only one 1,000-year sequence
of lake stages was generated. Although
stage-frequency distriburions for different
planning horizons were npot obtained, these
distributions could be found by wvarying
the seed number in the random number genera-
tor, generating many equally probable se-
quences, and analyzing the distribution of
the resulting lake stages at various time
horizons.

This technique could satisfy criterion 2
(if many sequences were generated) because
the synthetic sequences are conditioned on
the known initial lake stage; however, the
Markov model does not preserve long-term
persistence in the historic inflow sequence
{criterion 1). Also, one cannot directly
analyze the effects of management alter-
natives on stage-frequency distributions with
this approach {(criterion 3).

3. Stochastic modeling of lake stage.
Direct stochastic modeling of lake stage
could be attempted through an approach that
would 1) develop a stochastic model to
replicate the statistical properties of
historical lake stages, 2) generate many
synthetic sequences, and 3) amnalyze the
results to obtain stage-frequency distri-
butions at different time horizons. The
approach appears imsufficient for three
reasons. First, the integration of the
separate phenomena of surface inflow, sub-
surface inflow, precipitation on the lake,
and evapoeoration attenuates some of the
stochasticity in these four sequences and
probably thereby reduces the ability of the
model to preserve the desired distributional
properties. Second, this approach does
not provide for investigation of the effects
on stage-frequency distributions (through
changes in inflow) of changes in land and
water use in the tributary basin {(criterion
3). Third, long~term persistence and serial
correlation appear to be higher in lake
stages than in the four component sequences
and may be too high for available generating
techniques to preserve (Lettenmaier and
Burges, 1977).

An example of this approach is by Allen
(1977), who used Box-Jenkins (1970} tech-
niques to ''forecast' future trends of the
Great Salt Lake based on an ARIMA (1,1,1)
model calibrated to match the historic
sequence of peak lake stages. The difference
between an ARMA and an ARIMA model 1is
that the ARIMA process adds one or more
integrating terms. The middle number in the
designation indicates that Allen added a
first order integration process to the first
autoregression and moving average
processes indicated by the first and third
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numbers respectively. Allen also identified
a seasonal ARIMA (1,1,0) x (0,1,1) model to
represent fluctuation in lake stage during
the year. The models were selected based on
residual testing techniques and concepts of
parsimony described by Box and Jenkins
(1970). Several weaknesses in Allen's
approach, with respect to the above criteria
are:

1. No demonstration of capability to
preserve hydrologic persistence. Based on
0'Connell (1974), it is questionable whether
these ARIMA models can perserve persistence
statistics satisfactorily in the range of the
very high values of these statistics for the
Great Salt Lake stages.

2. As part of the justification for
selecting the ARIMA (1,1,1) model over the
ARIMA (1,1,0) model, it 1is stated that "the
inclusion of the moving average flow, while
not statistically significant, should make
the forecast somewhat less dependent on the
initial level of the series.” However, this
dependency is a desirable feature as stated
in criterion 2.

3. No provision is made for varying
management alternatives to meet criterion 3.

4. No stage-frequency discributions
were calculated apparently because the
question of future lake levels was reviewed
as a '"forecasting" operation rather than a
"simulation.”

5. The nonstationarity in the histori-
cal lake stage series due to the changing
influence of man through time was not removed
by adjusting the historical series to either
natural or present conditions. In his con-
clusion, Allen points out the need for a
stochastic model of the lake with similar
capabilities for studying management alter-
natives to the model developed in our study.

4. Stochastic modeling from multi-
variate gseries. The approach described
in this report satisfies all three criteria
by coupling 1) a multivariate stochastic
model for generating long sequences of sets
of inflow (precipitation on the lake, surface
inflows, and subsurface inflow) and outflow
{pan evaporation), and 2) a water balance
model for calculating lake stages from the
sequence sets. Stage-frequency distributions
at any desired plapning horizon can then be
estimated directly from corresponding points
in the generated long synthetic sequences of
lake stage.

Specific Problems?2

7. Climatic Cycles. Since solar
radiation is the energy source for terrestial

2problem numbering continues to follow
that used in Chapter 1.



weather, some reason exists for suspecting
that weather changes correlate with the
sunspot activity which causes emitted radia-
tion to vary by about one percent between
high and low years (Landsberg, 1962, 116-
120). Sunspots have been observed since 1749
and follow an approximate 1ll-year cycle
{(Landsberg, 1962). Earlier European observa-
tiens po back to 1610, suggest additional
longer cycles of various periods, and show a
long period in the l17th century of low
sunspot activity associated with cold-wet
weather. During this time according to
Willett (1977), the Great Salt Lake reached
an elevation of 4222 feet and overflowed into
the western desert. Based on analysis and
extrapolation of these various cycles,
Willett forecasts a rise in lake level to
4205 by 1981 and to around 4217 by 2002. To
the degree that these forecasts are true, a
purely stochastic simulation process will not
represent future lake level probabilities. A
deterministic component would have to be
added.

In order to justify incorporating solar
weather cycles into hydrologic forecasting,
one should show that they are associated with
a significant portion of the relevant vari-
ability. Weakly (1965) ididentified drought
periods from tree rings in Nebraska over the
period from 1220 to 1957, but did not find
sufficient repularity in his wet-dry pattern
to forecast cycles. Snellman (1977) states
that almost all alleged climatic cycles
are assocliated with only a small fraction of
the total observed variance and/or are
artifacts of statistical sampling. He also
states that climatologists are skeptical
about using sunspot cycles for predicting
future climatic cycles for two reasons: 1)

there 18 no conclusive evidence of the
existence of these cycles in earlier cen-
turies: and Z) there is no physical explana-

tion of a correlative relationship between
these solar changes and atmospheric changes.
The conclusion 1is that a relationshup
may exist, is probably weak, and is yet to be
mode led quantitatively. For these reasons,
no attempt was made in this study to super-
impose trends or cycles suggested by sunspot
data for the purpose of establishing preba-
bilities of lake levels for present decisions
among management alternatives.

:

& Evaporation-Streamflow Feedback.
Large lakes have been observed to increase
precipitation downwind. Landsberg (1962, p.
303) reports annual precipitation averaging
31 1vches upwind and 38 inches downwind
of the Creat Lakes. The heavy snowfall belts
downwind of Lake Ontario in New York state
are one of the best known examples of this

phenomenon. 1f lakes 1increase downwind
precipitation, one could reasonably expect
larger lakes to bring larger increases and

that when the surface area of a lake varies
over as wide a range, as does the Great Salt
l.ake. significant wvariation in downwind
precipitation may occur LoO. Where the
precipitation concentrates in a small moun-

tain area and where runoff from that area
1s the principal source of water for the'
lake, one has good grounds for suspecting a
possible feedback relatiounship. While this
study did not have funds to explore this
possibility quantitatively, such a positive
feedback process may contribute to the
extraordinarily bigh persistence of abpnual
streamflow in some of the downwind tribu-
taries to the Great Salt Lake.

9. Non-Level Lake Surface. In 1959,
Southern Pacific constructed a railroad
causeway across the lake from sand and gravel
capped with boulder-sized rviprap. The
permeable causeway, breached by two box
culverts each 15-feet wide, separates the
lake into two parts; about 40 percent of the
lake to the north and remaining 60 percent
south of the causeway. As the recipient of
most of the fresh water inflow, the slow rate
at which water can pass through the culverts
and seep through the causeway to the north
arm causes the south arm to be somewhat
higher. In 1975, a maximum difference of
2.35 feet occurred during a period of rising
stages.

Waddell and Bolke (1973) developed an
empirical relationship for estimating the
elevation difference between the two arms
from variable inflow relative to volume,
area, evaporation, and two-way flows through
the causeway affected by salinity difference.
A graphical version of Waddell and Bolke's
relat ionship presented by the Utah Division
of Water Resources (1977) was used in this
study.

Winds create a non-level lake surface by
causing the water to surge toward the leeward
shore and thereby generating what is called
setup or a wind tide of height estimated from
the formula

) v
Z = : T 3 )

the height of the tide above
still la level in feet, Vw is the windgpee&
in miles per bhour, F is the length of the
fetch of water over which the wind is blowing
in miles, and d is average lake depth in
feet (Linsley and Franzini, 1964). in
estimating wind tide, one must remember
that winds blow faster over water, becausge of
reduced surface friction, than over land.
For fetches longer than 6 miles, Saville,
McClendon, and Cochran (1962) estimated
velocity over water as 1.31 times that over
land. For the south arm of the Great Salt
Lake, the peak average wind speed parallel to
the maximum fetch over the 12-hour period
required to cause windtides on the Great Salt
Lake during the spring high water monthbs
was 39 mph in 1975 measured 20 feet above
ground level. Multiplving by 1.31 to esti-
mate the faster velocity over water gives 51
mph, With a 353-mile fetch and 20-foot mean

where 2 is
ke



depth, Equation 41 estimates a wind tide of
3.25 fe. Smaller wind tides would be esti-
mated at other points arcund the lake with
shorter fetches in directions of lower
wind speeds.

Lin (1977) has specifically studied wind
surge heights, the harmonic properties of
wind-induced seiches in the Great Salt Lake.
His published results for a storm in January
1969 (Figure 3) show a maximum amplitude for
the first barmonic of 2.4 ft at Silver Sands.
The maximum wind speed during this storm at
Salt Lake City was 36 knots or 41 mph., These
gaged data thus indicate that Equatrion 41
estimates wind tides at about twice the
level experienced on the Great Salt Lake.

The wind also generates short frequency
waves whose tops rtise somewhat higher than
the wind tide and which may have enough
momentum to run up the beach to elevations
above their tops. Linsley and Franzini
(1964) give for estimating wave height:

01.06 F(3.47

Zw = 0,034 Vﬁ T )
Substitution of the 1975 Great Salt Lake
values for Vy and F in Equation 42 gives a
Zy of 11.7 ft. For the very flat shoreline
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Figure 3. Typical time pattern of wind tides
and associated wind speeds on the
Great Salt Lake, January 25-30,

1969. Source: Lim (1977).
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slopes of the Great Salt Lake (flatter than
1:30), the runup Z; would be only about 0.2
Zy (2.3 ft). For levees (slope of 1:6), Zr
would be slightly larger than Zy. Chapter
7 of the U.8. Army Coastal Engineering
Research Center (1973) Shore Protection
Manual suggests even higher values. The above
relationships are for average wave height;
the 1.0 percent wave height (the average of
the highest one percent of all waves) is at
least 50 percent higher (reaching 17.5
fr).

The above 1975 Great Salt Lake figures
for windtide plus runup suggest that a levee
sloped six horizontal to one vertical at the
most exposed lakeshore points may have to
have a freeboard as high as 20 feet to
prevent wave-splash rtopping. A somewhat
lower level could be constructed without
endangering the levee, particularly if its
lakeside surface were protected with a
scour-resistant material. Nevertheless,
these figures give one an appreciation for
the magnitude of lakeshore damages possible
during storm periods.

10. Effects of Control Measures on Lake
Level. To date, economic evaluation of the

alternatives for lake level control have
utilized historic time series for lake
inflows. In a preliminary use of stochastic
methods to evaluate the effects on flooding
damages of different-size causeway openings,
a stochastic model comprised of two multi-
variate models, one of lake precipitation and
the other of lumped streamilow, was tried.
This model would not be expected for a simu-
late extreme lake stages since precipitation
and streamflow are not correlated in the
model ag they are of course in nature. Table
3 summarizes the results of using this model
in conjunction with the water balance and
damage simulation models presented in later
chapters in terms of the resulting expected
values of reduction in flooding damages over
the N years following 1977 for different
causeway openings (BERB, 1977). The conclu-
sion was that since the average annual cost
of placing a 100-foot opening in the causeway
exceeds the benefits shown on Table 3, the
opening could not be economically justified
by lake level control benefits alone.

The effect of levees on lake levels can
be analyzed in a straight forward manner in a
water balance model by merely adjusting the
volume-area relationship to deduct volumes
and surface areas that will no longer be
inundated by rising water.

The effects of control by pumping into
evaporation areas are more complicated to
quant ify because they depend on the operating
rules used to decide when to start and stop
the pumps. Theoretically, rules can be
devised to maximize net benefits (James and
Lee, 1971, p. 469-70). The Utah DBivision of
Water Resources (1977) compared several
alternative operating rules for pumping from
the lake, and the results of their work
are described in Chapter 4.



Table 3. Expected values of the reduction in
flooding damages from present
(1877) values over the next N years
for different causeway openings.
Damage reduction is expressed as a
discounted equivalent uniform
annual amount in thousands of
dollars.
Damage Reduction ($1000)
Causeway
Opening u
(feet) (years) State Industry Other Total
10 114 430 283 828
14 92 344 524 659
25 95 262 211 568
100 50 91 313 244 648
75 87 307 239 634
100 86 305 237 628
125 86 304 237 628
10 160 637 286 1083
14 129 511 226 866
25 131 335 234 699
300 50 121 391 276 788
75 118 391 288 797
100 117 386 285 790
125 116 387 285 789
10 165 658 339 1162
14 133 529 268 930
25 137 350 279 766
600 50 127 407 314 848
75 124 407 325 855
100 123 403 322 848
125 123 403 322 847
The effects of control by augmenting

upstream consumptive use are the most com-
plicated to quantify because of the com-
plexity of the alterations to hydrologic
processes, the difficulty in determining the
optimum system operation policy, and the
factors constraining operation. The hydro-
logic complexity comes in determining how
much of the diverted flow will reappear
as return flow and how water use will affect
storm vunoff. The ocoptimization difficulry
comes in determining benefits from the uses
in which the water is consumed and how to
reckon fixed costs which continue during
periods when water 1is unavailable for diver-
sion into the calculations. The constraining
factors come in institutionalizing an agri-
cultural system that will willingly shift
back and forth between irrigated and dryland
agriculture.

This study did not attempt upstream
consumptive use system optimization. The
approach was to start with liberal assump-
tions on system efficiency with the idea that
if augmenting upstream consumptive use could
not be justified under very favorable assump-
tions, it should be rejected without further
study. Specifically, if the lake rises above
a control elevation, the idealized operating
plan will use upstream storage to reduce
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inflow from the Bear River to the minimum .
flow that will satisfy such requirements such’
as flow through the Bear River bird refuge.
Specific storage sites are not specified,
but lake stages will be reduced and a benefit

will be achieved through reducing flooding
damages. The value of this benefit will be a
maximum that could be achieved and the

maximum benefit lake level control could
contribute to upstream water development
project justification.

11. Number of Traces. Probability
distributions for lake levels such as that
suggested by Figure 1 are developed by
generating many sequences or traces of lake
levels. The marginal gain in information as
more traces are generated diminishes as more
runs are made. Burges (1970) studied the
number of traces required to reach a stable
storage distribution in a reservoir design
study. He found that 300 traces may suffice
for a stream exhibiting low variability but
that 1000 traces may be needed for streams
with high variability. Since the marginal
cost of generating a trace is quite small,
one is normally justified in generating the
traces required to make stable estimates.

12. Effect of Salinity on Evaporation.
Jones (1933) developed Figure 4 expressing
the effect of sodium chloride content on
evaporation from salt water brine as a
fraction of evaporation from fresh water. It
was assumed that the effect of other dis-
solved minerals would be similar and that
total salt content could be used in place of
the sodium chloride content to read the
evaporation ratio.

Vertical sampling to determine salinity
profiles in the south arm indicates that a
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Figure 4. Ratio of salt water evaporation
to fresh water evaporation as a
function of salt content, after

Jones (1933).



fresher water tends to float on top of the
denser brines and thus that the salinity of
the surface waters which control evaporation
is somewhat less than the average for the
total lake volume. In the Great Salt Lake,
this effect is at least partially offset by
the fact that the brines in the north arm are
denser than the average salinity for the
entire volume. Assaf (1977) estimated the
total salt content of the Great Salt Lake to
be 4.7 x 109 tons. The Utah Division of
Water Resources (1974) lake water balance
model converts an average freshwater equi-
valent evaporation of 52 inches per annum to
saline water evaporation using the mean
salinity of the lake estimated by dividing
the total salt content by the total water
content and using the resulting fraction to
read an evaporation ratio from Figure 4.

Damage Models

State-of-the-art

Two hundred years of changing procedures
to meet changing needs in water resources
planning and management practice in the
United States (James and Rogers, 1976) have
lead to the Principles and Standards in which
the Water Resources Council (1973) official~-
ized a multiple objective methodology for
federal water resources plannming. While the
recommended methodology for pursuing the
goals of national economic development,
environmental quality, and social well-being
will in turn be superceded by new guidelines,
the Principles and Standards provide a
reascnable statement of the current state-
of-the-art. Economic analysis is shown as an
established quantitative procedure in which
the details are being refined by research,
and application is constrained by politically
establisbed water policy. In contrast, the
methodologies for envirommental and social
assessment are 1in much more rudimentary
states, far from concensus in either perfor-
mance or application.

The focus of this study is to use the
best available methodology to develop a
damage simulation model to evaluate terminal
lake control alternatives. The literature
review needs to abstract relevant principles
from the planning literature and identify
empirical data that can contribute to better
estimation of specific economic effects.
Individual topics are discussed in the
following gections.

Flood control damage models have normal-
ly associated an amount of damage with a
flood stage and not considered the dynamics
of the time pattern in which a flood rises or
falls from the peak. The only known excep-
tion is the dynamic riverine flood damage
simulation model developed by Breaden (1973)
where damages were simulated as they occurred
with time and varied with such factors as the
length of time since the last flood, the
duration of flooding, and the time of year.
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Transportation Effects

Railroads and highways are threatened by
closure when water levels vise toward their
roadbed elevation. Economic theory would say
that the damages caused to such facilities
equals the economic costs, to whomsoever
they may accrue, of the least-cost response
to the problem, whether it is to close the
route, protect the route at its location, or
move the route to a higher alignment ({(James
and Lee, 1971, p. 274-7).

Damage estimation can thus be performed
as a two step process of predicting a res-
ponse to a given state of the lake surface
and of then estimating the costs inberent in
that response. One might predict response
by economic optimization, but other manage-~
ment goals usually dominate travel decisions.
Both highway and railroad location and
relocation decisions are influenced by many
factors outside the benefit-cost framework,
but the decisions follow generally predict-
able patterns.

Of the alternative responses, one may
generally expect:

1. Closure to be favored where traffic
is too light to justify route protection,
where the lake level is expected to remain so
high as to be threatening for long periods of
time, or where the closure is expected
to be of too short a duration to justify
structural remedy. Closures that only occur
during overtopping by storm-driven waves are
a good example of this last case. The
duration of closure is important because
economic losses increase with the length of
time traffic is interrupted.

2. Protection to be favored if the
maximum expected lake level is not so high
above the route elevation as to make protec-
tion more closely than realignment. A
protection decision is in part a gamble that
the terminal lake will not soon afterwards
rise above the protection elevation. The
wisdom of a protection decision can be
evaluated in terms of whether the protection
would pay for itself before it is overtopped
or in terms of the probability of overtopping
before the end of a required payback period
for the investment.

3. Movement of the route to be favored
if vraffic is great enough to justify the
cost and if the maximum lake level is ex-
pected to be high enough to make realignment
less costly than protection. Sometimes a
route moved to a higher elevation should be
moved back down after a lake level recedes
in order to take advantage of a shorter
alignment or flatter grades or to reestablish
access to temporarily abandoned areas. Where
later return seems probable, one should delay
moving to a new higher alignment until sure
that it will be necessary. In deciding when
to move, management must balance a trade off
between &) protecting a route near the lake
too long only to find it suddenly closed
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during a storm and kept closed as the lake
cont inues to rise, and b) moving to a higher
route too early when moving itself is
expensive and longer routes and steeper
grades increase transport cost.

The information transportation planners
should weigh in choosing among these three
alternatives can be divided between 1)
information on lake level probabilities, and
2) information on the costs and benefits of
implementing various decision alternatives.
The information on costs and benefits can
in turn be divided between 1) empirical
information on specific designs with esti-
mates of their costs, and 2) general infor-
mation on road user cost, the value of travel
time, accident losses, etc.

The empirical information on the costs
of specific designs needs to cover the
maintenance measures one takes to protect a
roadway against wave scour and settlement and
how their costs vary with rising water,
repair measures required after storms and how
their costs vary with lake level, designs and
costs (installation and maintenance) for
levees between a route and the lake and for
raising roadway elevation. All such infor-
mation is site specific and must largely be
obtained from the railroad or highway
department that operates and maintains the
transportation route.

Shifting traffic from one route to
another changes the cost of vehicle operation
and the time required in transit. Vehicle
operating costs vary with distance, vertical
and horizontal alignment, character of the
roadway surface, and traffic congestion.
Curves for estimating these costs are
available (Winfrey, 1969; AASBO, 1960;
Claffey, 1965). The curves can be used to
estimate the average operating costs over an
alignment of known characteristics, and that
average can then be multiplied by a traffic
volume to get a total vehicle operating cost
for the route. The time of travel can be
estimated from distances and velocities, and
an economic value of a vehicle hour can be
inferred from commuter choices (Nelson, 1968;
Thomas, 1967). Haney (1967) estimated the
value of travel time to be $2.82 per vehicle
bour based on commuter choice studies in the
San Francisco area. Cesario (1976) compared
the value of travel time with wages and
recommended evaluating travel time at one
third the wage rate. Similar principles can
be wused to estimate costs of rail transport
and the value of time for moving trains. It
is also necessary to account for any inter-
ference of high water or wave conditions on
operating cost and travel time. This is
a significant problem for rail traffic moving
across the Great Salt Lake causeway.

No generally acceptable method has been
found for assigning an economic value of road
access (Winfrey, 1969, p. 609-610). The
usual procedure is to allocate costs residual
to road user benefits to landowners, but
that practice is not much help in the problem

at hand. Fortunately, access closure, other
than to Antelope Island, is not a major
problem associated with rising water in the
Great Salt Lake.

Recreation Effects

Recreation on the Great Salt Lake
includes use of shoreline areas for swimming,
picnicking, camping, sightseeing, and related
activities and use of the lake for boating.
These activities are supported by facilities
(bath houses, boat launching and docking
areas, picnic tables, places to purchase food
and supplies, etc.) near the shoreline and by
beach areas with reasonably short distances
from parking to the water, Because shore-
line areas are relatively flat, the vertical
lake level changes that occur on the Great
Salt Lake cause large changes in the shore-
line position horizontally and major problems
in keeping the facilities near the beach.
Recreation facility management issues include
1) how to design shoreline recreation areas
to minimize their sensitivity to fluctuating
lake levels and 2) when to move facilities
toward or away from the lake. The first
issue thus deals with the question of site
select ion, and the second deals with the
facility location at a given site.

Economic comparison of site alternatives
would show the first issue to involve trade
offs between a less accessible recreation
site at a location of steeper slope and a
more accessible site where the lake level
fluctuation means greater horizontal shore-
line movement because of flatter slope.
Where the lake level can fluctuate over a
range of 20 feet, as it does for the Great
Salt Lake, and where horizontal shoreline
movement can be measured in miles, recreation
facilities are best designed not as permanent
structures but so they can be moved as lake
levels fluctuate. The decision on moving
recreation facilities toward or away from the
lake can be analyzed in much the same way as
are the transportation alternatives of
closure, protection, and movement. The goal
would be to keep them as close to the lake as
possible without unnecessary exposure to wave
damage during storm periods.

One type of useful information on lake
level probabilities would be, given an
existing facility elevation, what probability
of wave damage (or distribution of possible
amounts of wave damage) can be expected
during the coming recreation season. The
facility manager could make the best use of
this information about October 1, when the
summer recreation period 1is over and the
winter season of rising lake levels and
storms is about to begin. If the risk of
damages during the coming winter is exces-
sive, the facilities should be moved to
higher ground. In the spring, the facility
will have survived the time of greatest
hazard, and the lake level will be falling
during the summer period of high evaporation
and low inflow. It would make little sense
to move the facilities away from a falling



recreationists who want to be
near the water begin coming. In the spring,
the recreation facility manager 1s more
interested in the expected level (or distri-
bution of expected levels) to which the lake
will drop before the season ends.

lake Jjust as

An economic analysis of these alter-
natives requires site specific information on
the costs of moving various types of facili-
ties closer or further from the lake, costs
of storm damage repair, how one can modify
facility design to increase movability or
reduce damageability, and estimates of the
costs of developing various alternative
sites. More general information from the
literature (Clawson and Knetsch, 1966
Seckler, 1966; Seneca, 1969; Dwyer et al.,
1977) can be used to construct a theory and
collect the supporting information needed to
estimate recreation benefits.

Estimates of visitation must then be
combined with a value assigned to a visitor
day for economic evaluation and with esti-
mates of visitor expenditures for economic
impact studies (James and Lee, 1971, p.
411-412). One needs to consider the effects
of shoreline fluctuation (Carson, 1972) and
the salinity of the water (saturation pro~
duces salt deposition that causes discomfort
to swimmers and crusts the bottom with
deposits that hurt pleasure craft). One can
expect changes in lake levels and lake
quality to affect numbers of visitors (Holman
and Bennett, 1973), the value of a recreation
day, and the expenditures per visitor. One
could reasonably expect that greater dif-
ficulty of access, even for an international
attraction such as the Great Salt Lake, would
reduce visitation with the major decrease
being because local visitors would return
less often. More of the visitsrs ould
be people coming from a distance .01 a
one-time experience. One-time visitors would
probably not be numerous enough to provide
the necessary revenue (0 maintain a recrea-
tion enterprise. The enterprise would close
and benefits would drop to very low.

Bird Refuge Effects

The bird refuges and private marshlands
on the shore of the Great Salt Lake provide
areas for rest and food for migratory fowl on
the intermountain flyway as well as for a
number of species of local birds. Fresh
water from the rivers flowing into the lake
is spread and maintained at shallow depths
in ponded areas in the bird refuges so that
food grains will grow and waterfowl can rest
in their preferred habitat. Christiansen and
Low (1970) estimated annual consumptive use
in these areas at 41 inches. System design
includes distribution canals to deliver the
water to the various ponds and dikes to
protect the food grasses growing in the
habitat areas from salt water intrusion from
the lake. The feeding ponds require large
flat areas such as those available near the

- lake and thus cannot be moved away from the
lake to rougher topography.
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Determination of the theoretical manage-
ment economic optimum, the point mwinimizing
the sum of damages and remedial costs is made
more difficult for bird refuge areas by the
problems in assigning economic measures to
the values received from bird refuge areas
and of the lack of work done in this area.
In the one study that could be found, Hammack
and Brown (1974) employed multiple linear
regression analysis to estimate consumers
surplus for duck bunters and thereby the
marginal value of the bagged waterfowl at
$3.29. This figure when multiplied by
changes in average annual waterfowl bagged
(e.g., reductions caused by salt water flood-
ing of feeding areas) provides an order of
magnitude estimate of the lower limit to the
economic value of a feeding area. Using the
Canadian averages quoted by Hammack and
Brown (1974) of 2.7 waterfowl that can feed
on an acre, that 24 percent of the waterfowl
need to be saved for breeder stock and that
80 percent cof the birds shot are bagged, one
gets an annual value per acre of waterfowl
feeding area of 85.40 (2.7 x 0.76 x 0.80 x
3.29) or about $7.00 at 1978 prices.

1f ope determines that preserving a
wildlife area is justified, one can optimize
the protection strategy on the basis of
minimizing the cost of preserving the area.
This approach, however, has an upper limit
because high lake levels can be kept from the
feeding areas only by high levees, and a
pumping system to prevent flooding from
freshwater coming from the landward side
would be extremely expensive.

Two questions have to be addressed in
evaluating the feasibility of protecting bird
refuge areas. One is the value of the saved
habitat as determined by the number of water-
fowl t .at can be supported, the frequency and
duration of periods when waterfowl use the
area to capacity, the distribution of use
among various species, the length of time it
takes the areas to recover when salt water
recedes, and importance attached to the
protected species. The second is the finan-~
cial capacity of the refuge managers to
obtain the funds required for expensive
protective measures. This second factor is
probably the more limiting and certainly
the easier to use to estimate economic loss.
Taking it as dominating vteduces a very
complex set of issues on environmental
effects and values to a relatively simple
question of determining when bird refuge
operators on fixed budgets would abandon some
of their ponds.

The options open to refuge managers in
responding to rising lake levels are basical-
ly to 1) abandon the facility, or 2) protect
it. Movement to an alternate nearby location
is not generally viable. When waters recede,
the manager must decide how far and how long
to let the water drop before poing to the
expense of reclaiming an area.

For developed marsh areas, a manager
would want to know the probability distri-



3. G |

bution for expecting high water during the
coming season. He would want to get as much
food value as possible from the lower ponds
before they were inundated and, if available
fresh water supplies were limited, concen-
trate irrigation in areas not likely to be
drowned out by salt water before the food
grains ripened. For marsh areas recently
exposed by receding lake levels, a manager
would want a probability distribution of the
expected time to the next inundation to help
in deciding whether or not reclamation
is worthwhile.

Helpful empirical information would
include the cost of reclaiming exposed salt
marsh, the uses made by waterfowl of dif-
ferent species of various pond areas so as to
be better able to identify good ecological
sites, the seasonal variation in plant growth
and waterfowl use at the site, and the
sensitivity of various food grasses to salt
water inundation. Published references can be
consulted for information on the role of
given marshland types inm supporting waterfowl
along flyways and on how use of an area by
migratory waterfowl varies with size (Chura,
1962; Rawley, 1976; and Sanderson, 1877).

Mineral Extraction Industry

The mineral extraction industry with-
draws brine from the lake, evaporates
the water in controlled basins, and removes
individual residues as they precipitate for
sale as various salt products, fertilizers,
metal ores, etc. (Cohenour, 1966). The
owners of individual plants invest consider-
able f[ixed cost in facilites to remove the
brine from the lake at an advantageous
point, transport it to evaporation ponds
(located at low elevations to minimize
pumping cost), and precipitate and separate
the salt products for sale. The large fixed
cost makes moving the plant impractical
except for some adjustments in evaporation
pond location. Thus the management alter-
natives are among ways for making the best
possible situation in spite of the losses
caused by changing lake levels. The losses
include:

1. Damage from storm waves.

2. Rises in lake surface elevation that
require diking and other works to protect the
physical plant from the water.

3. Losses in salinity as a fixed salt
content dissolved in a greater volume of
water means that more evaporation will be
required to reduce the brine to a salable
product. Since the brines tend to concen-
trate in denser layers within the lake, an
industry is advantaged by being able to
locate its intake at such lgcations and
particularly so if the locatiops with more
concentrated brines remain relatively stable
with changing lake elevations.

4. Drops in lake surface elevation that
require longer lines and more pumping.
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5. Changes in patterns of brine concen-
tration within the lake that bring less
concentrated or more polluted brines into the
intake area.

Economic analysis of this situation
suggests that a company should seek the least
expensive way of protecting itself against
rising water until the lake level rises to
the point where the minimum cost of protec-
tion is too much for the company to bear and
still remain profitable. The elevation of
that point would vary according to whether
the high lake level is believed temporary, in
which case the business could stand a short
term loss if it knew that the situation would
correct itself soon, or likely to continue
for a long time. Once the elevation of
profitable operation is passed, a company can
be expected to salvage movable equipment and
abandon the site. If the water should stay
up, a separate analysis is needed to decide
whether development of a new site would
be profitable, with justification normally
quite difficult because the high lake level
means a more dilute brine. VWhen the lake
level is falling, the company needs to decide
whether it should revise its intake to
abstract brine from a more advantageous
location. Here again the decision would
depend on the expected duration before the
lake rises again to near the elevation best
served by the current design.

Valuable information on lake level
probabilities would thus include:

1. Given a lake level high enough to
threaten the plant with further rises, a) the
probability distribution of how high the lake
can be expected to rise during the next year
so that an immediate program for protection
caun be planned, and b) the probability
distribution of duration until the lake will
rise to a level at which continued operation
is no longer profitable in the short run so
that the company will have to evaluate
its long term operation.

2. Given a lake level that is already

high enough to make operation unprofitable
but wnot so high as to have yet flooded the
plant, the probability distribution of how

long the lake can be expected to stay above
that level.

3. Given a lake level that is receding
after having risen so high as to flood out
the industry, a) the distribution of lake
Jevels during the payoff period required by
the industry to make restoring the operation
profitable, and b) the information in "1" for
tentative site locations.

4., Given a lake level low enough to
suggest an economic advantage to modifying
the intake system, a) the probability distri~-
bution of how low the lake can be expected to
drop during the next year or two so that
needs for immediate extension can be evalu=~
ated, and b) the probability distribution
of duration until the lake will return to a



level at which the extended intakes will no
longer be profitable.

Analysis of the effects of lake level
fluctuations on the mineral extraction
industry 1is needed at two levels. Each
company needs to evaluate its own situation
in reaching its own decisions, and state and
local planning agencies need to assess the
effects on the industry as a whole from the
public interest viewpoint. The companies use
information on their costs and revenues to
make their own calculations and evaluations
based on the above probabilities. The
agencies need information on how industry
will react to lake level changes for its
analysis of benefits and costs.

~ Relevant ewmpirical information includes
costs of self protection, wave damage, and
process modification for companies making
adjustments. Literature can be used to
explore some relevant factors in industrial
site location (Smith, 1971), the effects of
the industry on the economy of nearby com-
munities and the state as a whole, and the
tax revenues accruing from industry.
Effects range from the direct consequences of
industrial purchasing, hiring, and selling to
indirect effects that bhave to be traced
through multiple linkages (e.g., by input-
output models) as other industries buy
from or sell to the mineral industries
(Miernyk, 1966).

Other groups affected by lake level
changes on the Great Salt Lake include
1) the brine shrimp industry, 2) communities
discharging drainage or treated sanitary
wastes into the lake, 3) agriculture near the
lake, 4) owners of buildings near the lake,
and 5) the management of the Salt Lake
Alirport. Expected damages to each of these
entities are much smaller than those to
the entities described above. Each property
owner or facility manager near the lake has
probably already felt some concern over the
consequences of rising lake levels for his
operation, but few if any have in these five
groups actually suffered losses. Consequent-
ly, one would not expect the managers to have
the degree of interest in lake level infor-
mation described above for the other groups.
Each knows the lake elevation at which he
expects to begin to suffer ill effects and
would be interested in the probability of the
lake rising to that elevation or higher
during the coming planning horizon. The
length of the applicable horizon would depend
on the industry. The airport requires a
fairly long time lag to adjust by building
protective measures and a very long time lag
for moving. Some agricultural operations do
not look much beyond the coming growing
season. If the probability of the lake
rising to a problem elevation within the
planning borizon is bigh enough, more de-

. tailed information on the expected length of

time before the problem develops would be of
concern.

Each of these entities would have a long
lead time to respond to the threat of waters
rising from present levels counsiderably below
their damage thresholds. Each loss would
largely be the cost of making the necessary
ad justments: protective measures, moving, Or
abandoning. The principles used to estimate
these losses are the same as those for
the other sectors already discussed.

Specific Problems

13. Behavior Forecast. Since damages to
transportation routes, recreation areas,
wildlife refuges, and the mineral extraction
industry all depend on bow the respective
managements respond to threatened inundation,
some method for forecasting management
behavior is required. One cannot reasonably
assume that managers will do nothing in
response to the slowly rising lake level
until all is lost. Damage simulation
is better advised to make reasonable predic~
tions of probable response.

14. Viewpoint. The generally accepted
viewpoint for the economic analysis of public
works 1is that both benefits and costs should
be counted to whomsoever they may accrue
(Grant and Ireson, 1970). For purposes of
financial analysis (James and Lee, 1971},
state and local govermments mneed information
on effects on their revenues and expendi-
tures. Bnalysis from the viewpoints of
specific property managers 1is needed to
forecast rational behavior for them.

15. Projected Futures. In requesting
this study, the Utab Department of Develop-
ment Services wanted damage estimates to be
based on existing facilities and did not
want to justify lake level control on the
basis of providing for future growth in the
areas of hazard.

16. Environmental and Social Effects.

Some changes in the value of the Great Salt
Lake as an environmental resource occur with
lake level. Other sections of this report
discuss the harm rising water does to marsh-
lands and bird refuge areas along the outer
shore of the lake and to migratory waterfowl
that have been stopping there. Rising water
also inundates sandbar areas on the nine
islands in the lake used by pelicans for
nesting and other birds and mammals. The
steeper higher elevations on these islands
provide much less suitable habitar (Knoph,
1974, Also according to Knoph (1974),
falling lake levels could cause environmental
loss to the pelicans and other birds that
nest on the islands (particularly Gunnison)
protruding from the western part of the lake
(Knoph, 1974). Were levels to drop too low,
predators and humans would gain access to
these nesting areas and drive them away.
Without good nesting areas, populations can
be expected to decline considerably.

The major potential social loss from
rising lake levels would be that associated
with the jobs eliminated in damaged indus-
tries. Since such losses would be at least



partially compensated by new jobs created in
lake level control efforts, the net social
effect may be rather small. An additional
factor to consider 1is that the lake has an
important place in Utah culture (Morgan,
1947) which would lead to a widespread sense
of loss were it to go completely dry.
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17. Scheduling Control Measures. The
economic criterion of maximizing economic’
benefit can be applied to scheduling as well
as to other alternatives {(James and Lee,
1971). The probability estimations made
possible by this study provide useful infor-
mation for such analyses.
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CHAPTER 3

PREPARATION OF THE DATA BASE

Introduction

Since stochastic models can represent
real flows no better than do the statistics
from which they are generated, it is impor-
tant to start with statistics that represent
the real data sequences as well as possible.
Data collection requires searching out time

series of recorded data that pertain to
needed inflows and outflows, eliminating
series that are unreliable or too short,

compiling acceptable data time series for
indexing each inflow and outflow, selecting
combinations and computational methods
for aggregating various flows (e.g., com-
bining precipitation or evaporation measure-
ments from points near the lake to estimate
average values over the lake), and compiling
series that are as long as possible (supple-
mented as necessary by techniques for esti-
mating missing bhydrologic data) for the
selected combinations. This chapter de~
scribes how these tasks were completed in
preparing data time series for precipitation,
evaporation, surface inflows and subsurface
inflows for the Great Salt Lake, presents
the time series of data used, and concludes
with some advice for collecting such series
for other modeling efforts.

Recorded Lake Stages

Great Salt Lake stage data have been
recorded at several sites and estimated by
indirect methods for years when direct
measurements were not made. For the period
1848-1875, the surface level was computed
from traditional data; during 1875-1938, the
level was measured periodically at staff
gages; and since 1938, the level of the lake
has been measured cont inuously.

The traditional data for computing lake
levels were compiled by LaRue and Gilbert and
reported by Gilbert (1890) for the period
1848-1875 by questioning residents at the
southern end of the lake. For example, a
stockman or farmer may have recalled that at
a certain time the depth of water over the
sand bars between the mainland and Antelope
or Stansbury Island was to a certain height
on his cow's legs when they were herded to
the islands for pasture. Gilbert related the
oral reports to soundings at the Antelope
Island bar and correlated these soundings to
the Black Rock and Farmington Bay gage
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readings. From 1875 to 1877, the lake level
was measured at Black Rock staff gage; from
1877 to 1879 it was measured at Farmington
Bay gage; from 1879 to 1881 measurements were
taken near Black Rock; from 1881 to 1899, at
Garfield Landing; from 1902 to 1903 at
Midlake on the Southern Pacific Railroad
Causeway; and 1903 to 1938 at Saltair (USGS,
1940). The lake level has been tecorded
continuously since 1938 at Salt Lake County
Boat Harbor on the southeast shore of the
lake 17 miles west of Salt Lake City. A
recording gage station has been located at
Saline on Promontory Point since 1966,

The maximum observed lake elevation was
at 4210.9 feet in 1876 while the maximum
elevation since the 1848 beginning of the
reconstructed series was 4211.6 feet in 1873.

The historic all time low was in 1963 at
4191.4 feet, Since then, the lake rose to
4202.2 in 1976 and fell back to 4199.4

in November 1978.

In order to compensate for wind-caused
seiches, the reported lake elevations are
taken from a line defined by readings over a
period of several days. Thus, the short-term
fluctuations associated with seiches are not
reflected in published elevation tables.

The entire reconstructed and measured
lake stage sequence is shown 1n Table 4. The
end~of-the-year values are as of each Qctober
1, and the peaks are the maximum stages
occurring during the previous 12 months. The
lake-stage sequences are particularly note-
worthy for their very high lag-one serial

correlation (0.979) and Hurst coelficients
(1.079).
Precipitation on the Lake

Eight precipitation gages have been
located near enough to the Creat Salt lLake
and operated for a long enouxh period to be
potent ially useful for this studv. The sites
are at Corinme (1871-1977), Yaramington
(1890-1977), Kelton (I879-1928), tf.akepoint
(1920-1930), Midlake (19i7-71429), QOpden
(1871-1977), Salt Lake City (18S7-18p8,
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Table 4. Actual historic data by water year.
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Table 4. Continued.
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YEAR

*® %k k% &
18972
1893
1894
1895
1836
1807
1898
18389
1900
1901
isaz
1903
1904
1305
1806
1847
T 9us
192
1914
1911
19812
1913
1914
1915
19186
14917
13818
1919
1924
1921
1922
1823
1924
1925
1826
1327
1928
149293
1930
17%1
1932
1932
1234
1325

LAKE STAGE

PEAK EnD OF
YIUAR

B203.00 42002, 40
4243.00 421204
4203.00 42N1.00
4202.30 4201.90
420l .80 4201,.u0
4202 .30 $2UU. T8
LZ201.70 42N0.70
4241.2101 420U, 30
4201.210 4200620
4197.70 420000
4192,.,30 419%.00
4197.60 4196.90
4198.30 41%6,20
4197.60 #197.20
198,30 4196.00
420050 B1°7.30
42ul.Uu 4131939, %0
42U2.60 4199,9%0
423,90 42002.00
4203420 4212610
4202.70 4201.60
4202 .80 4211, 84
42113 .50 #7211, %4
4203 .10 420244
4202 .84 8211. 60
4203 .30 421,30
G213 .40 4201250
4202 T 4202614
520210 42110, 80
4203311 421100, 70
L2448 30U 4711, 90
4204, 81 4203510
BZ0%5 00U 423,70
42uU4 .20 4200310
4204 ,20 4203.34U
42013 .60 42112, 50
B2U2.50 4701, 90
L2027 .00  &2ng. 70
4211 .15 420u.Tn
428,45 4199.74
419S.35% 4198,14
4192.90 IR
417,25 4177, 11

BF AR IRIVEF BT AR RIVEP WEEBER RIVER UNEDAN 7

PLATA SURBPLUS +
CITY 2T S CUTH

632900.
1250000.
451793
1257710,
TIRuYT o
575203
756204 «
512822 .
889452 .
320839
TaRATG,
399914 .
423156 «
I41€79.,
739270,
109357%
939909,
BH5ET1 .
42392
LESFLD .
409815 .
571851
5295%7 .
£13197.
272€71 .
141473 .
55340%
387251 «

£1430.

PAN EVAP PRECTPITATICN STREAMFLOW
BTAR DIV CORINNE OBDEN  SLEC KELTON FARMIN TCOELF
aTap poF MO WN— C-GTON CORT M E COLLINSTON
MAY ~SFR TOWN
IR R A NS EEEE RIS RI R EEE RS S R R S R I R R I I R R LR R I R L R R R E L R R R R E RIS RS R R E RS R R E I R RS E R R R EL SRR SN
14,30 14.38 13.78 1,24 18,35 1530009,
13.39 17.88 17.43 3.91 1€.737 1420000,
1n.TN 15110 17.27 8,46 13,10 1es00nn.,
7.95 12.080 10.9% 2.54 1u.n® 137000C.
2,78 13.52 17.34 3.89 17.°89 1550000,
11.31 14.780 16.86 3.4 17.01 11.09 zosaonn.
8,92 1598 15486 4,51 18.33 19.94 1570000,
J.61 11.92 1733 3.80 1767 16.36 1910000,
in.ss 11.27 12.96 4.5f 17.3M 1Z.480 1250007,
14,79 16.55 16.57 3.30 1%9.08 13.74 Tisonrn.
13.12 12,17 11e40 3,38 173 1056 RBE00N .
13.93 12.08 18,16 4,78 1EB«B2 12.09 785000,
15,52 1510 17.30 9.30 23.87 21.09 1580000,
11.54 1653 1451 1091 2103 13.41 779000,
2N.12 22.000 19.53 £.56 25012 2011 1358000.
18016 T.86 12,90 1U.19 22.28 16.31 2556000.
18.84 18119 2M.26 Fe32 23.49 22Z.14 1410000,
12,28 2790 2005 10.50 21.71 28.25 2480000,
14,71 12.63 1055 E+59 15480 12.43 1770000,
11.89 1706 15465 Bell5 1B8.3% 12.857 1410000,
12.43 2061 1799 5,07 21.19 17.09 1630000,
12.38 14,12 1829 1020 18.34 22.95 13400N0.
14,59 22«27 17419 2,29 27.00 12,09 1780010,
14.05 18.19 14453 5.97 1871 17.9% gr7Oo00M.,
1ra.89 1559 13382 Tel9 218% 16.82 1240000,
21.17 19.39 1R.46 2,08 26.92 20.2°8 1990000,
1033 1190 1l4.81 6:73 2103 132.63% 1710000,
127 14.61 172413 5425 1716 11.73 ag4an00 .,
11.5% 2N.82 1942 686 22.68 22.n% 1 r7O0N0,
13.95 M.78 1(.68 250 25215 23.83 1750000,
1%8.43 18.02 17,40 903 2323 2068 z020000,
11.86 23.56 21.72 4,211 22.79 20.95 1820000.
Ba27 1437 11.25 Jeb4 1549 13,31 1200000,
20638 26.5% 2{.87 12.37 2460 18.38 1080000,
13.67 2N %4 1 454 8,23 2174 17.27 878070,
11.47 19.52 18.94 5498 19«61 16,69 1080800,
T.05 12.86 13.69 4.89 16.68 12.63 878000,
13,44 22.97 1 7.17 B-39 21e75 19.89 973000 .
18.67 20,5 145.23 281 16619 eaupnn,
10.19 T 1172 1149 12.56 11.83 S 4000,
19.22 1782 15«16 20.00 15,47 T8O N0,
9,76 1515 13a41 15.5% 15,97 gsHNN,
8,87 10.98 Yo 41 11.72 1N.85 z1a000,
14.33 17.90 16572 1270 13.9% 451370,

G1I9€ .00 817501

222734 .
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4. Continued.
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YEAR LAKE STaGE PAN EVAP PRECIPITATION TTREaMFL CY
PEAK ENP QF BTAR RTV CORINNE QOCDEN  SLC KELTON FARMIN TCLOELE BF AT PTVYER [EAR RTVES WERUY RIVET JOTNAN RT
YOAR 3TN NUF 00 {¥N- ~CTeN CORTANE COLLINSYDY TLaTA SURP LU 4+
MAY~SEP T WN cITY T R CUTH
FATHEIADEFE IR BBEBFXHS S S FB AU S LA I NS FB XK FF BRA KB RAE AN 50 D0 RS S XL RE SR PH B AR SRS A S A AT S A ARG VUK I ARG TS H S EH B ERE ASAEN B DSBS X I A E A B 6 S5 D2 k0 H 4
13936 195,85 41°94,20 15.58 19.67 15.17 12,79 14.71 PPERT T, BENENTE .
1837 4196 .45 #4194, 40 504 16.99 22438 18.82 19 9% 1%.0N79 TR2ATN . BTNTRR,
19838 4196.50 4195.00 4748 17.48 216U 15.87 19.3% 17.37 ecrcnn, 4717 .
1938 419E .50 4194,90 Silab 14.55% 22.00 1389 18.74 12,87 E5Qa00M, 294777 .
198y 4195,75 4194, 80 53.8 11.39 13.93 14%.39 18.37 13%.23 s apnn, 152200«
1941 4195.60 4193, 80 427 22.5¢8 27.09 20.25 28,57 12.7N RRENNT . 217177,
1342 419 .60 4134.10 459 17.38 23439 1%.29 23417 19.E6 0TI0T . 429y 2,
1943 4196.25 8194, 90 47 .4 13.99 16.100  13.42 1617 14.54 211200, 17618N. 1723810,
194y 4196 .50 4194,8y 45.0 1%.02 2L.248 17.47 220" 18,89 5AL42NN . J4TE3E . 137800,
19458 4196.35 4195.00 1.2 16,11 23.91 17.16 21.2% 19,09 eT2Tan, THEITH . LSCECD.
1946 4197 .15 4195,20 4249 19.72 17.00 12,63 1660 14eft1 raspanc, 4TI . 180100,
1347 43187.25 64195.40 1.1 18.01 26,74 21.09 28,7 Z27.U40 102e007. INGoll. “07500.
1948 4197 ,75 4196, 30 4502 145.18 19.00 15.14 18687 16s,41 reanroe., 509243 « 270800 .
1349 4198.25 #4196, 30 41.1 14.8% 2290 16.62 21.11 16.70 1045000, 835870, TRTLO0N .
1950 £198.85 4196, 70 1.8 17.8¢ 19.25 14.76 12451 132.81 179600 G Leg7000, TITHTZ2 . TZ6E00.
1351 419%.20 #819°97.6U 43.8 18.82 22475 18.939 20430 15.87 19110 1RR207N, SERNTT . 71800,
1952 42un.25 4198, 50 438 13.66 21.74  20.18 28001 1H5.6% 1775000, 1e0egne, 2ITGIT . U7RI00.
1953 4200.55% %193, 60 42.8 18,14 10,42 14.21 21.05 19.11 INT7000. A7 8R207., IAETyT, 422730,
1954 4199.35 4199.,00 46 .92 1877 1178 1«74 13.78 12.64 RIISBON. s102n0C. 175e7h, Teuzar,
1958 4198.05 4197.40 42,-5 1621 17.55 13.39 1183 23%.U6 F278011. 582800, 1574817, 121100,
1956 4197 .85 4196.60 4248 lu.12 1%3.50 11.2% 15413 18.2° CHEI5010. PR B30T . 327172 . TOLRCD.
1257 81°7.45 4176, 00 41.0 17.72 2117 15491 23.27 76.61 106400, WA, TTTHNE . TP%an0.
1958 4197 .40 4196.00 7.2 13.56% 17.848 12.70 18476 2U.6F aezINT, TLIOTR, TE2o0n.
1959 4196 .05 4175,50 4 2.1 12.44 1/.17 13.826 1723 2047 836770, 101707 . [N L3 V18
19%u 4195.30 4124,50 894 ‘11.56 12.83 120 12«45 164865 5301210 1272776 « rene0c.
1961 4193.,80 4193.40 47.9 12.90 15.72 .37 Thaay  14.61 FEITIN. TARTH o 17 eaT,
1962 8193.85 4121.70 4h,6 17.96 23.33 14,45 2104 17.17 3084 77, 210707 . 169024,
1363 4192.95% 4192.20 425 12.61 18.08 12.46 19038 12.7F 576477 . 145970 . LE7865.
1964 5194 ,.15 4191.50 418 1u.011 22.27 13.73 21«6  17.486 C2E188. 232500, T, 129242,
1965 4134 .25 41°2.60 39.0 18.005 24,90 18,32 Z5HUn 2N.9¢6 11722¢€1. rToyanen, TEATRLIZ W TEeeC9.
1966 4195,60 4123, 80 HEW5 1055 13.72 9. 66 12eF% 2.52 115433, 10180720, 11C917. T?711EF .
1967 4195.20 4193.44 38.5 17.36 23468 19010 1%.9% 18.17 IMEu1e3s ag2ann., TTTNET . 280210
1368 4195.50 4193.90 42s5 18.68 23+11 19453 25,42 '20G.712 THRSZ290. 274507 . 211108 . 778071 .
1369 4197.15 8194,44 4741 17.00 171.06 1Ra55 17.62 1f.9° 17154485, 1oennT, BanIuE STIuRT .
19874 41 °6.45 4195, 30 4.1 15.52 200,78 19.75 22.5% 18.07 G756 €. TTRENT, TrTTa0e, TENCT8 .,
1971 4198.15 4134,90 51.8 19.49 24,97 20.94 25580 21.4° 267709, 18720m0. 597794 o Treeze,
1972 4199.70 4196490 4344 18.33 2186 14.36 192080 1B.77 PN7NT0 3. 1848900, 27197 . TITRTTS .
1973 42000.55 4197.90 G4n.7 21l.48 28.61 23407 20422 22.03 THR%0€8. 1309000, gererl. TECDET o
1974 4201 .30 4139.20 49.6 12.37 19.95 1 2.1 18080 12.8n 1564541 1. 1u40zZ0MT ., Tlaanz., ¥ *G 20,
19758 4201.55 41729,30 3%.8 18.44 31.01 20450 27469 1%.£° JUSESF 3. 1300000, TONIEY . TRANOT .
1978 4202.25 420U.080 42.2 18.u4n0 22.55 16.9 2127 17.63 1€1S2¢R. 1433000, 3IsIne . 49641l .
1977 4200.75 4200, 48 41.5 16.01 17 .44 15429 17«40 1%.14 FECSRMi. serg00, 77580. ~1ee00.
lx#t*t.ttt’c&*0‘3&":*:#’*#3#*****3###:*03**#“‘3*&&t*w#&t#t*wﬁ FRERE AR ERE KB BT P KK VA A 4:(:«»:»‘#*5 B EE AR AR RAF VG IF AR EE BN A F R AR KRR R
MEAN 4£201.77 4200.45 44,3 13.89 17.83 15.91'"7 6.60 19.88 17.18 1312252( 1156003 461839 267193
STD. DEV. 4.54 4.68 3.49 3.73 4.87 3.36 2.67 3.76 3.78 414187 497848 274396 103890
SKEW 0.322 0.311 0.605 -~0.028 0.039 0.037 0.268 -0.020 0.166 0.554 0.583 0.891 0.888
HURST 1.079 1.079 0.752 0.584 0,612 0.538 0.659 0.517 0.570 1.397 0.828 0.885 0.459
LAG ONE
CORR. 0.979 0.978 0.200 0.24% 0.347 0.088 0.347 0.139 0.152 0. 264 0.593 0.482 0.652

(1) Statistics based on period 1875-~1977

(2) Statistics based on period 1964~1977
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Table 5. Annual precipitation totals for In order to develop a time series of
Midlake and Lakepoint for water annual precipitation on the lake, it was
years 1920-1929. necessary to spatially integrate these point

measurements to estimate average precipita-

tion over the entire lake. In selecting the

Precipitation Stations group of precipitation stations to use for

Year this purpose, it was necessary to strike
Midlake Lakepoint a balance between more accurate areal aver-

ages by using more and closer stations for a

1520 3.38 14.79 short period of record and better representa-
1921 4.67 12.21 tion of time patterns by using a small group
1922 7.41 10.52 of stations with a long periocd of record.
1923 9.13 16.89 Both extremes have been used in past studies
1924 2,43 6.96 of the Great Salt Lake. Steed (1972) used a
1925 10.98 16.69 group of six (omly five (group 4 in Table 6)
1926 12,36 13.04 of which had a Thiessen polygon area on the
1927 7.18 13.29 lake) precipitation stations to estimate
1978 465 8,28 lake precipitation over the time period
1929 9,39 14.57 1920-1929. At the other extreme, the

_ Utab Division of Water Resources (1974) and

Mean 7.16 12.72 Glenne et al. (1977) used the precipitation

Std. Dev. 1.33 3.2 record for Salt Lake City (beginning in

U — 1875).

Table 6. Six precipitation networks considered for estimating average precipitation on
the Great Salt Lake.

Selection Criteria
Period of Correlation Representative- Correlation
No. Stations Record With Gfoup 4 ness of With Salt
(Number Bt imate Period of Lake City
of Years) Record Precipitation
1 Corinne 1879~1929 r o= 0.854% ¢ o= 13,20 r = (,782%
Kelton (51) o= 3.1P
Ogden
Salt Lake City
2 Corinne 18%90-1929 r = 0.8442 no= 14,30 r = 0,7072
Farmington (40) g = 2.8
Kelton
Ogden
Salt Lake City
3 Corinne 1897-1929 r = 0.805% w o= 14,40 r=0.771%
Farmington (33) g = 2.9P
Kelton
Ogden
Salt Lake City
Tooele
4 Corinne 1920-1929 r = 1.000 w o= 10.0b r = 0.597
Kelton (10) o= 2.8
Lakepoint
Farmington
Midlake
5 Corinne 1875-1976 r = 0.862% uo= 16,0 r = 0,710%
Ogden (102) g = 3.6
Salt Lake City
6 Corinne 1897-1976 r = 0.805% wo= 17,30 r = 0,7542
Farmington (80) o= 3.3
Ogden

Salt Lake City
Tooele

&Correlation proved significant at the 1.0 percent level.

PMean or standard deviation proved different than that at Salt Lske City

percent significance level,
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In order to obtain reasonably repre-
sentative estimates of average lake precipi-
tation over a long period, estimates of pre-
cipitation on the lake made by the Thiessen
polygon method from the six groups of pre-
cipitation stations listed in Table 6 were
evaluated. The criteria used in the evalua-
tion were:

1. How well are the stations geo-
graphically distributed around the lake?
Equal Thiessen polygon areas represent a
better distribution.

2. How well correlated during the
period of common record is the lake pre-
cipitation estimate from the group with the
estimate from group 4 which has the best
geographical distribution but the shortest
period of record?

3. How representative is the time
period covered by the group of stations of
the total period of the longest record, the
102-year record of group 57 Precipitation
statistics for the time period are more
representative as they approach the values of
the statistics for the maximum record length.

4. How well correlated is the lake
precipitation estimate with the precipitation
measured at Salt Lake City? A good correla-
t ion would make extension of the time series
of lake precipitation through regression
on the Salt Lake City data more reliable.

A Thiessen weighting procedure was used
for spatial integration of the point pre-
cipitation values. The fraction of the lake
area (Thiessen weight) assigned to each gage
in a group was scaled from a USGS (1973)
1:125,000 contour map of the Great Salt Lake.
The Tbiessen weights vary with lake elevation
as areas under water change more with eleva-
t ion along some shores than along others.
Weights were calculated at the high, mean,
and low stage recorded during the period of
record for each group (Tables 7-12). Weights
for other lake stages were interpolated
between the measured values. Before the
Thiessen procedure was applied, each pre-
cipitation record on Table 4 was checked for
consistency by double-mass plotting against a
base network of at least three other stations
in the area. ©No significant inconsistencies
were identified that would affect the period
since 1937 used 1in the stochastic modeling
for this study.

Table 7. Thiessen wei%h 1n§ coefficients for
group 1 (1875-1929).
Lake Stage
Pre;ipi%ation High Mean Low
kation (4208 £r) (4202 £t) (4196 ft)
Corinne 0.134 0,134 0.103
Kelton 0.268 0,267 0.274
Ogden 0.359 0.374 0,437
Salt Lake City 0.239 0.225 0.186

Table 8. Tbiessen wezéb ng coefficients for -
group 2 (1890-1929).
Lake Stage
Pregtgi;gglon High Mean Low
(4205 ft) (4201 ft) (4196 f£t)
Corinne 0.168 0,140 0.105
Farmington 0.150 0.160 0.133
Kelton 0.256 0.260 0.273
Ogden 0.291 0.310 0.360
Salt Lake City 0,135 0.130 0.129

Table 9. Thiessen wel%b in % coefficients for
group 3 (1897-1919)
Lake Stage
Pregipi?aticn High Mean Low
ation (4205 fr) (4201 ££) (4196 fr)
Corinne 0,158 0.139 0.105
Farmington 0.110 0,122 G, 106
Kelton 0.240 0.2587 0.271
Ogden 0.261 0.287 0.351
Salt Lake City 0.049 0.038 0.039
Tooele 0.182 0,157 0.128
Table 10. Thiessen wel htin ff1c1ents
for group 4 920-1 2
Lake Stage
Pre;ipi?iiion High Mean Low
at: (4205 ££) (4203 £ty (4201 fr)
Kelton 0.118 0.109 0.110
Corinne 0,055 0.048 ¢.037
Farmington 0,120 0,116 0,114
Lakepoint 0.163 0.162 0.163
Midlake 0.544 0.565 0.576
Table 11. Thiessen wel hting coefficients
for group 3 875-1976).
Lake Stage
Pre;tiiiiiion High Mean Low
(46211 £t) (4200 fr) (4191 ft)
Corinne 0.420 0,402 0,352
Ogden 0.335 0.379 0.437
Salt Lake City 0.245 0.219 0.211
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Table 12. Thiessen wei%htin%7g§efficients

for group 6 (I897-1 .
Lake Stage
Pre;ipi?ation High Mean Low
ration (4205 £r) (4198 fr) (4191 ft)

Corinne 0.397 0.337 0.326
Farmington 0.110 0.219 0.175
Ogden 0.262 0.279 0.317
Salt Lake City 0.049 0.035 0.044
Tooele 0.182 0,130 0.138

The six groups were evaluated with
respect to the four criteria in Table 6.

Group 5 (Corinne, Ogden, and Salt Lake City)
was selected because of its high correlation
with group 4 and relatively equal Thiessen
weights while covering the entire historical
period since 1875.

While the group 5 record was taken as
the most representative of the annual pre-
cipitation time pattern, the regression
relationship between group 5 and group 4 data
showed the group 5 gages to be recording
considerably more precipitation because all
the stations are located in a relatively
wetter area at the base of the Wasatch
Mountains on the leeward side of the lake.
The regression for the 10 years of common
record for the two groups showed

R, = =167 #0.705 Rge < = . o . . . (43
where Rs is the average precipitation on
the lake in a given year as estimated from

the data for group 5 and R4 is the average
estimated for group &. The correlation
coefficient (RZ) was 0.74, and the standard
error was 1.51.

The time series of lake precipitation
used for this study was computed by weighting
the annual totals measured at each group 5
station in each year (1875-1977) according to
the Thiessen factors for the lake stage
during that year. These computations are
shown in Table 13. Each Rs was then con-
verted to Ry by Equatiom 43 with the results
shown as the lake precipitation in the right
hand column of Table 13.

As Table 11 shows, the group 5 weighting
factor for Ogden increases while the weight-~
ing factors for Salt Lake City and Corinne
decrease as the lake stage drops. Since
Table 4 shows Ogden to have somewhat greater
mean annual precipitation than do the other
two stations, the lake precipitations
computed in Table 13 are biased toward a
higher value when the lake stage is low. For
precipitations generated by a multivariate
model, one does not know the corresponding
. stage until executing the water balance
model. Based on weighted average precipita-
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tion (Rg) computed by combining information
in Tables 4 (1875~1977) and 11 of 15.83 for
elevation 4211, 15.96 for 4200, and 16.19 for
4191, and wusing Equation 43 to convert
each of these to an average precipitation on
the lake (R4), one would remove this bias
by multiplying precipitations simulated at
stage 4191 by 0.990, at 4200 by 1.000, at
4211 by 1.017, and by interpolating multi-
pliers for intermediate elevations, These
factors are small but they eliminate a
bias that would otherwise damp lake level
fluctuation probabilities.

Lake Evaporation

The information available for estimating
a time series of annual lake evaporation
totals from the Great Salt Lake were 1) a
determination by the Utah Division of Water
Resources (1974) from their lake water
balance model that the long-term average
annual freshwater equivalent lake evaporation

is 52 inches, 2) 41 years of pan evaporation
data at the Bear River Bird Refuge near
Corinne (1937-1977), 3) 21 years of pan

evaporation data at Saltair on the lake near
Salt Lake City (1923-1977), 4) 55 years of
pan evaporation data at Utah Lake 35 miles to
the south, and 5) a few very short records of
evaporation from salt water pans on the lake.
The evaporation pans are not operated during
the winter months when freshwater would
freeze. These dates when records begin in
the spring vary frowm April 1 to Junme 1.
Records end in the fall between September 30
and November 30.

In order to represent the effect of
variability in evaporation totals from year
to year on lake levels, the evaporation time
series need to reflect mean annual lake
evaporation amounts (52 inches) and yet
display the variability from year to year
found in the pan measurements. The Corinne
data were selected for providing the needed
variability. That station had a longer
record and was nearer to the lake than the
Saltair station, which also has the dis-
advantage of being located at a site where
unrepresentative wind and rtadiation condi-
t ions are probably biasing the data.

Before using the Corinne data, it was
necessary to standardize the records to a
common time period in each year <(otherwise
variation in measured totals from year to
year would be in large part caused by varia-
tion in measurement beginning and ending
dates rather than by variation in true
annual evaporation totals) and to decide what
to do about winter data being missing. The
common period selected was May through
September because these months were covered
in most years. When missing months occurred
in this period in the Corinne data, a monthly
evaporation was estimated from the Utah Lake
data by assuming that the ratio to mean
monthly evaporation would be the same at
Corinne as measured at Utah Lake (Table
14). Since winter evaporation is difficult to
estimate from meteorological data and is a



Table 13. Average water year precipitation on the Great Salt Lake computed by Thiessen

method.

YEAR  LAKE STAGE CORINNE PRECIP OGDEN PRECIP SALT LAKE CITY SuM T1.¢.8 LAKE

AVE ANNUAL ACTUAL T.C.2 ACTUAL T.c.2 ACTUAL T.C.2 PRECIP PRECIP
R5 R4 (EQ. 43)

1549 410,00 14,18 2.71 iBeal 5,75 13.10 4,18 15,65 .40
18 4g09,90 1,61 5,69 Zulbil 7.5t 24,60 E,39 19,67 12.20
1277 w 209,80 5,81 2434 14,72 5,543 17.69 XL 87 11.79 6.60
1aTS 4208,80 G, 74 3,323 16,49 6,25 22,16 4,83 15,03 8.90
1479 4207 ,40 4,65 1,87 8,54 3,24 1g.22 2,04 7.35 3.50
118, 3205,70 bLo2 3.23 12,87 4,88 1e.,49 274 10,8% 5,90
13al 4205,by 13,79 5 .56 11,21 4,25 15,48 3,59 13,20 7.60
1882 4205 ,40 $.77 3,34 8,88 3,37 14450 Z.el 1g,92 bl Ul
18K% 4204 ,7¢ 7,73 3.12 14,30 3,qu 15437 ?.93 -1 5.30
10584 4204,50 lel2u 7.33 20,36 7.72 13.76 4,33 19,38 12,00
1RG0 406,20 14 .50 .67 1794 6,78 1,06 2,95 L7.41 16,560
15 EETY SR 18434 SR L4 e R4 S.4u lou.46 &, U4 14,E2 6,080
I 4206.00 I ) 2,70 LY 4,738 l4.60 .20 11,672 el
LI 4205,10 Gaebd 396 L 3,84 Tue7l P35 9,88 hedl
AP w204, 00 S,1% 3,69 Lue9Y 4,17 14,21 2,11 10,9€ 6,10
iedu 4203,30 ld,61 7.5C Lbeml §.95 17473 .88 20,53 12,80
1694 4202, 80 15,44 5.22 cevl B.42 15443 2.94 17,58 10,70
1032 202,40 14,350 5.7¢ 19,00 5,85 10,78 2,02 14,22 8,30
163 +2061,9C 1Z. 59 5ot 1700 6.78 17443 X.82 15,95 Ye60
1094 w2g2, 10 it/ 1,351 i3, 5,7« 17467 X, 78 13,82 4,10
1835 261,70 7490 3,20 el bu 4,5% 1u485 2.40 10,15 5440
1RI 4201,10 £.78 3,54 13,50 8,18 17,30 2,79 12,47 710
1857 42G1,530 11,51 4,56 14,79 5.57 15,86 2,69 13,82 8,10
1533 wzC1,10 RSP .59 12,96 6,08 13.66 247 13,12 7.60
1237 40U, 40 S.H0 3,87 11.92 4, 82 17.39 x,81 12,19 ek
195 Y200 ,2u 10.96 4 .42 11,27 4,2 12,96 2.84 11.53 b4
1901 41949 ,40 14,79 590 16,55 £.35 15,57 3,62 15.87 9,50
1902 %197,80 13,12 5,10 12.17 4,81 11.40 2.47 iz2.38 7.10
1893 4197,1u 15,93 5,35 L 4,82 14,16 .06 13,23 7.50
104 4197 46 19,02 5% PR B¢ 6,05 17.%0 X, 7Y 15.,7% 9,40
170D 4197,.10 11,54 4,43 1o, 04 6,62 14,951 Z,13 14,19 £y 50
LAANEY 4196,00 Zi,.le 7 .09 cdabu B, Eh 12,53 t.e1 20,7¢ 15,00
1557 w138,7p 16,16 5,30 1,88 7.7¢ 1%.90 4,11 18,21 li.z0
1oL 4200,40 lc.84 7+59 PESU e 6.6 2y,.24 4,44 18.69 11,79
e 201,20 19.26 7476 T 9.0e 24405 4,39 21,21 15e50
L weUE, 20 14,71 5,33 PN 4 7y 1u,.585 2,31 13,03 7.50
1 4202,90 11.8% 478 iT.ve E,47 1u,€% Z 43 14,68 5.70
17 1e62, 10 12,43 5,01 clebl 7.81 17,99 I,.%4 16, 7€ 1C.20
Ty 202,23 12,58 4499 Thell $.325 1v.29 4,01 14,38 He40
LRI He2,20 14,59 3438 r2.er bl 17,19 2,76 18,08 11.10
10T 42?2, 08 14,00 5,66 TdedY 6,89 14,53 x,18 18,74 G el
Toao winLl Y0 1g.6Y9 %, 37 i, 5y 5,904 15,29 2,43 13,23 7460
Vot wrg2 18 21,17 4,58 13,8 7,35 1o, 46 b,y 15,492 T 40
ey GeuR 40 IL,.33 3,14 RO 4,51 14,41 XL, 06 L}, 83 BebU
LR RPN 1¢.27 4,404 Lid &1 5.54 12613 PabE 12,%3 7.00
2 w2l ly 11.54 Boia5 2G,.42 7.74 Lsel? bz% 16,64 LG, 08
F betl, 90 13,90 5,62 RV 7. 68 la,6R 2 b8 17.18 Pu.u2
SE02 .98 15,43 5427 voa 0 B RS 12,40 bL,s 17.2¢C tlae2
o wetd el 11,46 Y. 78 VIR T 6,98 21,72 L, 7¢ Ld,u47 11,35
Fn s E 0%, 21 et 3,53 14,37 S5,u% 1,25 2,46 11,24 bec®
P2 e, o8 Cle 34 Ra2l LoLBbs 1411 2U.97 4,59 22.,5C MUY
1L Ge3.90 12,67 8,501 e T 7,78 14,54 2,18 16, 4P 9,95
v sege, by Ti.047 450 [S.¢ 7,08 1»,90 0,14 15, 7F S, 45
Coe ver1,95 7euS 2. 484 Prete P Lok 7L 1i,u" Del%
. el dn 1o Hn Ba e CEeTd 5,71 11,17 3,76 LT EF PGl 35
LIy MUl B 1n.,a67 5452 Sa,05 7,9 14,23 2,12 17,33 19,96
T hi39.73 1L 63 4 .U Vi, 7 4,40 1L.49 Pee? FRFIN RS DIl
R “iT0,uh 1 e e Teah  Gisve £, G 12416 2 50 17,51 Lu.9D
1 e 9, U0 “.Tt Al iw.d3 5,°7 1a.41 P 12,0h Tedl
BT A1 - 2,37 LU Y 4,40 Tl PelZ E ] 3,40
VL8, 2 14,85 Y54 LG, Yy 8,25 15,73 et 17,36 HVR-
.. TN 1t .30 274 ideci Lre 19,19 Zonh 17,21 1Lk
1o 1195, 53 1k .99 .33 PE.T 9,6 14,82 2,17 18,7¢ 11.60
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Table 13. Continued.
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155 519%,5)
1o 119z, o0
TG 1,07
1d 4leu, ba
T Calus,de
AR wlud, 40
[EFET 4lab, 4y
e w1495 ,49
AR ] “lie, k3
12 4l , %6
1944 w158, Ju
194 4137.313
1900 y1497,77
1931 Bl Ty
1AL 4199 ,63
1720 IR
1 4196, Bu
1¢ 4197,9¢0
1956 4197 A0
14957 419&,25
RS 4196,30
130y B19G,w0
195y 4194 ,m3
13251 wiad 17
195¢ 43192 68
1900 $19€.42
1384 4192,953
1765 3195, %4
1200 4194%,02
1957 494,01
1968 4194, 71
1359 413%,81
1970 4195,90
1974 4196,70
1972 4198 .47
1673 41%%,39
1974 42u0.11
1875 1200.23
1975 4201.07
1977 4200.50

F AT A AT S KRR F > AT * 4 5 3HF 0« T4 RERAKIN KR A KA I I H AL FAEI I 42 02 Kb g5 02y ¢
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1742 .53 PR NP 1oek? o0 1647 brsal
14,59 S.45 PRt R laens AL 17.486 Too¥e
1.48% Yacl PR I 14,29 RaUf 19,1F Vaeul
2,50 8,31 BT T I 2ue 28 b,37 ch, G bowsis
17,5t Lo47 L5459 9, 17,69 hal3 ey et Tew o
13,99 3,22 16,00 [ay1 13,47 P bE iu, 70 NU T
1.0 Z.23 SL.AL [ 13,47 H,a17 ibelB li.et
1,1l L u? ©3,91 2L 11,35 % EE 19,56 e i
19,72 745 17,00 (S le.e ] 17,11 Jo .8
lu,01 L,uh XN A S E 2145 b by 22,28 Pa, a0
14,16 5.4% 19,00 T 135,14 2,27 1e .23 G i
14,49 S Pg=14] ANl e 15,62 245 15,51 14ea?™
17,604 a3l 1.5 7,51 14,76 ol 17,72 FRET
loebd Te43 I A o 1%.9% RS 1y.h& Te.ats
13,66 ST letw [ 24,18 ELGRY le 16 Ia.2f
14,14 Sany 1d,0e P i4.23 7. 11 1h, 7% el
10.77 4,2¢ 11,7 N lu.74% PL3h 11,16 ¢ .n
1e,21 5.27 17.59 [ 11,39 Sal7 15,73 Y uit
14,1l Ded2 FEERT b Ile® Pabr3 15,2¢ PR
17.7¢ fall FLedd IO lo.%1 2.l 18,99 11,70
13.60 5,19 17,04 7 leo 70 ) 15,1°¢ TR
le.ub 4,086 150! 7 1o,t€ 26497 1H.07 Tewls
10.58 2438 1.8 o lu.20  =.18 11,44 Loari}
1z.9¢ He52 1572 & 2,87 | 2.0% 13,47 Teail
17 .90 5.38 23,585 14 14,45 R L6 19,58 1z.10
1z.61 EXR 1) Lol b 7 1a.u4& T eb3 14,97 B.d0
14,00 Yed6 2ea27 < 12478 91 17.55 Tu.70
14,05 5.06 28,90 10k 1v,32 Z 69 19.60 iz ll
10.5% .88 13.72 5.7¢ Deb6H 148% 11.48 e
17,36 B.32 23,68 10h.05 17,00 b gh 20439 1ez,70
1é.68 5,583 23.11 Geb ¥ 13.53 4417 272 le.90
17.0C 2359 19,00 T.0e 12.5% Fabbd i7.76 11 .20
15,52 SeBY 2U. 76 S 15,75 b e24 18,59 1lauwi}
19.49 To43 24,98 lullrx 2ueSH Heb1 22,01 13.50
1€,32 5542 23484 EL.14 14.36 2,12 i7.68 1,60
21,48 8,57 28,01 10,27 25,09 e 24,59 15,70
12,37 4,39 18.9% 7.1z 1b.10 LRI ib.13 .0
18,44 7,43 31,9l 1%,7n 23.50 U 4G 23,67 15,50
1o .40 T2 22,95 O 12,90 Z.7C LY,66 le.ctt
le.0d 445 17 44 I 12,29 7,35 it 41 S, 90
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Arhiessen contribution taken as the actual precipitation multiplied by the value of the Thiessen weighting

factor for the average annual lake stage for that year.

relatively small part of the annual total,
its influence on the variability in evapora-
tion from year to year was neglected.

Based on these principles, a time series
of freshwater equivalent lake evaporations
was established from the relationship:

B = Esé_li bod (45)
SL,t = LI T S A
Epe BR, t
in which

Egr,t = Egn evaporation at the Bear
iver Bird Refuge near Corinne

_ in the tth year (ins)
Epr = mean annual (May-September)
pan evaporation at the Bear
River Bird Refuge ({(44.3 ins)

40

EsL =

mean annual freshwater equi-
valent lake evapotranspiration

(52 ins)

The measured Corinne pan evaporations

listed

in Table 4 were thus transformed by

means of Equation 44 into the estimated Salt

Lake
Table 15.

freshwater

equivalent evaporations in

Surface Inflows

Of the total drainage basin tributary to

the Great Salt Lake of 21,540 sq mi,
mi is lake surface at elevation 4200.

1686 sq
Most

of the inflow comes from the Bear River (7029

sq mi),

Jordan River

Weber River

(2060 sq mi), and
(3420 sq mi). These three



Table 14. Monthly evaporations estimated at

Corinne from Utah Lake data.

Inches
Station
May June July
Monthly Means (as of 1975)
Bear River Bird Refuge 7.70 9.31 11,37
Utah Lake 8. 40 10.00 10.93
Monthly Evap.
Utah Lake
1937 10.6 10.3 9.4
1338 7.3 *
1941 8.8 * *
1942 7.5 10.5 10.9
1944 8.2 8.1 *
1946 8.2 * *
1947 8.1 * *
1952 8.7 * *
1964 6.5 * *
Bear River Bird Refuge
1937 9.7 9.6 9.8
1938 6.7 * *
1941 8.1 * *
1942 6.9 9.8 11.3
1944 7.5 * *
1946 7.5 7.5 *
1947 7.4 * *
1952 8.0 * *
1964 6.0 * *

*Months not missing data. There were no missing
data in the vyears not tabulated above.

rivers drain high mountain areas where runoff
is much greater than it is from the low-lying
desert covering most of the remaining tribu-
tary area.

All three principal tributaries are
gaged near their mouths, but changes in all
three catchments have considerably altered

runoff conditions during the period of
record. Two efforts were made to convert the
series to a homogeneous basis. One used
previous work by the Utah Division of
Water Resources that transformed the his-
torical time sequence to a present watershed
basis. The second transformed the historical
time sequence to a natural watershed basis.

Historical Streamflows

Flows at the mouths of these rivers into
the Great Salt Lake have been measured on the
Bear River at Corinne since 1950 (with a gap
from 1958-1963), on the Weber River near
Plain City since 1906 and on the Jordan River
at 2100 South, Salt Lake City, and the
Surplus Canal since 1943. The data are
recorded on Table 4.

The record of flows at Corinne was ex-
tended from the measured years of 1950-57 and
1964-77 by regressing these measurements on
the flows recorded since 1890 at Collimston
18 miles upstream. The resulting relation-
ship was

41

Qg,¢ = 81,393 + 1.0484 L CO
in which
Q,t annual streamflow in the Bear
River at Corinne (ac ft)
QL,t annual streamflow in the Bear

River at Collinston (ac ft)

The coefficient of determination (R2) was
0.995, and the standard error was 31,700.
Equation 45 was then used to reconstruct the
annual flow series at Corinne shown as the
historical flows and used to compute the
natural flows in Table 19. In Table 19,
historical flows for 1890-1949 and 1958-1963
are estimated from Equation 45, and the flows
for 1950-1957 and 1964-1977 are gaged (Table
4.

Average historical flows measured from
six other streams with shorter gage records
are shown in Table 16. The gage locations
are shown in Figure 5. Waddell and Fields
(1877) estimated inflow to the lake from
seven small streams entering the lake between
the Weber River and Farmington Bay to average
5089 acre-feet annually.

The average annual inflow to the lake
from the three principal rivers has totaled
2,038,000 acre feet. Based on their drainage
areas (totaling 7345 sq mi) and the total
inflows implied from the lake water balance
model, inflow from ungaged streams totals
about 163,000 acre feet annually. Thus the
total average historical stream inflow to the
Great Salt Lake has been about 2,201,000 acre
feet of which about 93 percent is gaged, or

Q. = 107 (Qg+Qu+Qy) . . . (46)

Estimates of average annual subsurface
discharge into the Great Salt Lake have been
made from the principal groundwater basins
near the lake as shown in Table 17 and total
about 190,000 acre feet annually. Waddell
and Fields (1977) estimated a total of 75,000
acre feet annually. The referenced studies
have found that very little groundwater is
entering the lake from the Weber and Jordan
Basins, and hence further groundwater
development in these areas would have little
effect on the lake water balance. One can
also see that whereas most of the runoff into
the lake from the mountains to the east is
surface flow, most of the much smaller
total amount of runoff from the western
desert is subsurface.

Present Modified Streamflows

The terminology '"present modified
streamflow" was adopted for this study from
previous work by the Utah Division of Water
Resources (1974, 1977). They used this term
for the results when they adjusted historic
flows to a homogeneous series of what the
flows would bhave been had present (1965}
practices of land and water use existed
continuously over the period of historical
record. They estimated separate series



////// v Table 15. Water year input data for the lake water balance model.

*x********************’k*#*****************#**#**3****¢**************************#****t** ¥EEX kKK

YEAR LAKE LAKE PRESENT MODIFIED INFLOWS NATURAL INFLOWS
EvVAP PRECIP BEAR R WEBER R JORDAN R BEAR R WEBER R JORDAN R

K e e R OR R RN K o o ROK K R K O FOK K R RO R K B R ROK A KR ROR KK KR R R R AOK AR OR R KRR AR R RO O ok

1890 12,60 2056200. 855710. 394032. 2413742,

1831 1,70 1371700. 567037. 311944, 1684309,

1892 8,30 1528200. 633019. 3320869. 1855611,

1833 9.60 1420600. 587657. 318338. 1745324%.

1894 8.10 1938900, 806223. 380936. 2305320,

1895 G.40 1371700. 567037 . 311944. 1702159,

1896 7.10 1547700. 641267. 334519, 1893933,

1897 8.10 2036700. 847462. 391873. 2420336,

1898 7.60 1518400. 628896. 330839. 1868159,

1839 6,90 1899800. 789728. 376494, 2283384,

1300 6.40 1352100. 558789. 309358. 1707894,

1901 9.50 1204800, 408000, 263300, 1541262,

1902 7.10 883300 274000, 227200, 1247159,

1303 7.60 773100, 286000, 210300, 1152489,

1904 9,40 1598900, 814000+ 282300, 2008419,

1905 8,30 764900, 287000, 214300, 1115226,

1906 13.00 1224700, 556000, 253700. 1779886 »

1907 11.20 2223500, 1100000, 2407000 3041008.

1908 11.70 1366300, 397000. 298000, 1844406, 876136,

1909 13.3¢0 2233400, 1100000, 343800, 2971051, 1680072,

1910 7.50 1960000, 698000, 363500, 2177623, 1223670,

1911 B.70 1487530, 506000, 3017CG, 1858664, 1005751,

1912 10.2¢ 1414200, 673000, 278500, 2095181. 1197986,

1913 8.40G 1416900, 450000. 273300, 1794123, 945184,

1914 11.10 1770700, 782000 307100, 2260658, 1322187.

1915 2.40 521500, 221000, 247700, 1319742, 764Rk68.

1916 7.60 1270560, 699000, 284300, 1702369, 1225962,

1917 12.40 1771100, 873000, 303600, 2433487, 1432646,

1918 6.60 1243400, 346000, 288100. 1682220. 864152,

1919 7.00 1052900, 301000. 262100. 1454058, 771529.

1920 18,06 1306300, 650000. 276500, 1761644, 1173147,

1921 16,42 1696300. 959000 312100. 2276269. 1530038,

1922 10.52 2112400, 828000, 333300, 2557358, 1380141,

1923 11.3% 1808900, T45000. 322000. 2313373, 1285507,

1924 6.28 1297200, 37000C. 2392700, 1485258, 863119,

1925 14.47 1113900. 411000 269000, 1474322, 913551,

1326 2,98 304600, 360000. 243200, 1050843, 8564u6,

1927 F 45 784800, 503000, 266700, 1489503, 1018490,

1928 65,15 780800, 466000, 2580100, 1492838, 977504,

1929 10,93 880500, 540000, 246000, 16060771, 1081213,

1930 10.50 776200, 233000, 217000, 1155936, 740781

1931 5.90 466600, 114500, 230100, 672450, 610110,

1932 16.90 7818080, 432400, 212000, 1488978, 1050981,

1933 7.30 646800, 367300, 229200, 1119262, 854509,

1934 5.20 343200, 89900, 166500, 501862, 510730.

1935 10.50 470800, 188400, 140600, 866237, TeH4638.

1936 10,50 860800, 429900, 177300. 1681742, 1124318,

1937 53.2 11.60 767800, 412200, 219200, 1489477, 936243,

1938 56.1 11,39 8118600, B38400. 236200, 1598311. G2587%.

1939 59.4% 10.70 600200, 283100, 239100, 13497485, 664630 .

1940 63.2 9.00 468600, 166900, 225500, 755986, 561887.

1941 50.1 15.2¢0 524800, 180100, 235200, 1034351, 633538,

1942 53.9 12,560 707800, #115000 280000, 1308664, 885705,

1943 55,7 8.70 8754%00. 436100, 264000, 1726225, 911622, 4364706,

1944 52.8 11.20 697400, 344600, 263800. 1393739, 840438, 619106,

1945 4.4 1z.10 812000, 370400, 235100, 1574532, 879209, 612788,

1946 50.4% 10.4¢0 1041400, ¥83600. 282100, 2006862, 921232, 825585,

1947 48,3 14,00 1070680, 322900, 236500, 1828312, 865102, 631171,

1948 53.1 9.80 1167800, L47200. 284000, 1742175, 966186, Byz4u92,

1349 48.3 11.2¢0 1020000. 512600 270%00, 1577535, 1011710, 587912.

1950 47.9 10.80 1741000, 833400, 258100. 2567502, 1232177 579653,

1951 51.4 12.10 1630200 602000, 252600, 2210311, 1140197, 541699,

1952 51.4 11.2¢0 1686400, &59100. 235200, 2314573, 1419904, 1217983,
- 1933 50.3 2.50 1043800, bH4300. 280000, 1352947, 868112, 456186,

1954 55. &.20 539200, 151600, 264500, 980382, 605228, 30927G.

42



Table 15. Continued.
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YEAR LAKE LAKE PRESENT MODIFIED INFLOWS NATURAL INFLOWS

EvapP PRECIP BEAR R WEBER R WORDAN R BEAR R WEBER R JORDAN R
T By R R T R L 32 L s I T T T T T TS PR LIRS P g 2 P S s
1958 49,9 9,40 611200, 113200, 191400, 1150293, 691814, 385400.
1956 50.3 9,10 879800. 301300, 211700, 1709003, 884431, 375108,
1987 48,2 11.70 954400. 327100, 224000, 1826894, 921050 628941 .
1958 554 9.00 1058800, 425600, 252200, 1559644, 8359458, 545267,
1959 49 .4 2.00 602200, 112500, 220800. 1150754, 877042, 384828,
1960 58,0 6,40 869800, 112100, 180300, 1088201, 647008, 293555,
1961 56,3 7.80 405200, 60500, 131300, 761400, 550835, 401814,
1962 5204 12,190 874800, 210460, 168100, 1768388, 02695, 568387,
1963 49,9 8,90 6529400, 145900, 157200, 1263646, 700258, 851306,
1964 49,1 10.7¢0 916400, 312300 199400, 1700812, 892530, SUEEUT .
1965 44,6 12.10 1091000, 337700« 239700, 2268558, IBu211, 694403,
1966 4,6 6,40 1154%00, 116000, 231200. 150e500, £26950, 77211,
19867 45,2 12,70 1051200, 175160, 2403200, 1857784, 851037, 632409,
1968 49,9 12.90 10%3200,. 2131100, 278100, 1694596, 792492, 722886,
1969 55,3 18.90 1215400, K32400. 373400, 181350822, 958507, 717528.
1970 53,0 11,40 875800, 233500 389200, 1465112, 773839, 592725,
1971 49,1 13,80 2067800, 496800 . 3178300, 2821548, 1051521, 661813,
§1972 51.0 10,80 2070600, 522400 374400, 2682658, 1019141, 531668,
1973 82.5 15,70 1485000, 4531000 360000, 2046410, 990740, 876093,
1974 58.3 2.70 1505000, 529900, 430400, 2069639, 972330, 575922
1975 U6.5 15.00 1457000, 560000 395000, £198857. 1118689, 895256.
1976 49,6 12.20 1827000, 353546, 436411, 2&@8149. 760320, 562656,
£977 u8,.7 9,90 683300, {/;7?580* 218500. £ 817957, 427131. 354756k,
30 o Ao A o e e R R ok g o B ol o o o O o 0 o o oK ook o o B ot kot o oK o O o o o e o 0K S o o3 RO o o R ORI K R R KRR
Mean 52.00 9.96 1181693 454331 275204 1710389 932657 565483
Std. Dev. 4.10  2.38 483941 235873 67197 524542 247196 183330
Skew 0.605 0.092 0.414 0.531 0.529 0.189 0.174 1.324
Hurst  0.753  0.574 0.830 0.748 0.736 0.766 0.587 0.594
Lag One
Coeff. 0.197 0.162 0.621 0.421 0.720 0.429 0.402 0.077

At the time the parameters and cross correlation matrices for present modified {Table 20} and natural
{Table 21) were computed, the 1977 Weber present modified flow was incorrectly entered at 770,580 instead of the
correct 77,580, the Bear natural flow was incorrectly entered at 1305437 instead of the correct 917957, and the
Weber natural flow was incorrectly entered at 1221076 instead of the correct 427131. Corvection of these errors
would not have a significant effect on the results reported subsequently in this study, but they will be cor-
rected for subsequent use of the model.

of "present modified flows"” for the Bear, period were determined by a log-log correla-
Weber, and Jordan Rivers from water year 1901 tion of the 1927-1965 present modified flows
to present and total combined flows for the at Corinne with the historic flows at Col-
three rivers from 1851 to 1900. In this linston. The least squares line was estab-
study, their method was used to counstruct lished by an orthogonal regression procedure
three separate present modified flow series minimizing the sum of the errors measured
beginning in 1890. perpendicular to the line of best fit, and

annual correlation coefficient (R) was 0.99.
For the Bear River, the 1966-1973

historic flows at Corinne were taken as For the Weber River, the 1961-1975
present modified inflows. For the 1927-1965 historic flows were taken as present modified
period, the present modified flows were taken flows. For 1931-1960, the present modified
from the U.S. Bureau of Reclamation hydro- flows were determined by a simulation model
logic studies of the Bear River (USBR, of the Weber Basin developed at the Utah
1967), with minor adjustments, to account for Water Research Laboratory (Wang, 1971). The
specific known local conditions by the Bear best regression between historic and present
River Tri-State Negotiating Committee. The modified flows for the first 10 years (1931~
present modified flows for the 1901-1926% 1940) turned out to be to estimate the latter
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Table 16. Small stream inflows to the Great

Salt Lake.
. Mean Annual
Streanm Period of Discharge
Record
(Acre~feat) mi?
Centerville Creek 1951-1976 2165 3.15
Farmington Creek 1951-1971 90499 10.00
South Willow Creek 19631969 4523 4.19
Goggin Drain 1963~1968 N
1971-1976 179000
Kennecott Drain 1863-1967
2 -
1971-1876 86026
Lee Creek 1971-1976 3610 -

Note: Goggin Drain, Kennecott Drain, and Lee Creek are
distributaries of the Jordan River, Ungaged
creeks flow into the lake from Teooele and Skull
Valleys on the south, and from Blue, Hansen, and
Curlew Valleys on the north, South Willow Creek
is gaged some distance upstream from the lake.

Table 17. Estimate of groundwater inflow to
the Great Salt Lake.

Mean Annual
Discharge
(Acre~feet)

Aquifer Source

Hill et al, 3%-10% Bear River
{1970) Surface Flow
39368-131225

Haws et al. 67 = Negligible

Bear River Basin

Weber River Basin

(1970)

Jordan River Basin Kely et al. 4000
(1971

Great Salt Leke Desert Foote et al.
(1971)

Steed (1972) 99,900

Table 18. Present modified water year
streamflow and precipitation
estimates (1851-1889).

Sum of Salt Lake
Yoar Streamflows City
(Ac-Ft) Precipitation™®
(Bear, Weber, Jordan) {inches)
1851 2000000 16.00
1852 2260000 15,72
1853 2840000 17.52
1854 2210000 15.60
1855 1620000 13.80
1856 1610000 13.63
1857 1220000 12.80
1858 770000 11.16
1859 1060000 12.12
1860 1016000 12.50
1861 136 3000 13.80
1862 3353000 19.80
1863 2760000 18.80
1864 2870000 19,20
1865 2920000 19.40
1866 3730000 22.20
1867 3900000 23,00
1868 4700000 26 .40
1869 3990000 23.60
1870 1930000 15.80
1871 2830000 19.40
1872 3600000 22.20
1873 2880000 19.40
1874 2440000 17.60
1875 2480000 17.80
1876 2530000 18.00
1877 3240000 17.40
1878 2530000 18.90
1879 1970000 14.60
1880 860000 11.50
1881 1250000 15.40
1882 1970000 16.10
1883 1580000 14,80
1884 1840000 16.80
1885 2700000 19.20
1886 3000000 19.00
1887 1600000 13.30
1888 910000 12.70
1889 1780000 17.00

as 88 percent of the historic flows, and the
1906-1930 present modified flows were com-
puted as 88 percent of the historic stream-
flows on the Weber during the same period.
The present modified flows for 1901-1905 were
computed by estimating historic Weber flows
from a log-log orthogonal regression on flows
in the Bear River at Collinston (1931-1972)
and computing the present modified flows as
88 percent of the historic flows estimated
from the regression. The correlation coef-
ficient (R) was 0.89.

For the Jordan River, the 1961-1975
historic flows were taken as present modified
flows. For 1931-1960, the present modified
flows were taken from the Great Basin Region
Comprehensive Framework Study (Water Re-

*The Utah Division of Water Resources used 72 per—
cent of this amount as their estimate of precipitation
on the Great Salt Lake. The percentage found in this
study was 63 (Tables 4 and 13),

sources Council, 1871). The present modified
flows for 1901-1930 were determined from a
log~log orthogonal regression of 1931-1972
present modified flows on flows in the Bear
River at Collinston. The correlation coef-
ficient (R) was 0.79.

The Utah Division of Water Resources
present modified flow sequences (1%01-1977)
for the three rivers are reproduced in Table
15. Their methodology was used to complete
tabulation of present modified streamflows
beginning in 1890 since all necessary data
and equations were available for using the



Table 19. Computation of natural streamflows Table 19. Continued.
for Bear, Weber, and Jordan Rivers
1880-1977 water years.
- w
BEAR RIVER Carry- BEAR RI‘jh,R ' Carry-
Historical Consumptive over Natural HlsFtor:Lcal Consumptive over Diversion Natural
Flows Use Storage Diversion Flows* Year Lows Use Storage Flows
Year Q U, ¢ -C D -D, Q
Qy U, Ce’—cb DO-Di Qn b c e b o i st
1830 2251538 162204 2413742 1951 1811000 518611 -119300 2210311
1891 1517673 166636 1684309 1952 1775000 524413 15160 2314573
1892 1685413 170198 1855611 1953 1677000 531487 ~255540 1352947
1893 1570091 175233 1745324 1954 609800 536312 -165730 980382
1894 2125733 179587 2305320 19553 687800 543583 ~81090 1150293
1895 1517673 184486 1702159 1956 969500 552573 186930 1709003
1896 1706381 187552 1893933 1957 1064000 564554 198340 1826894
1897 2230571 189765 2420336 1958 1007426 573728 ~2151Q 1559644
1898 1674929 193230 1868159 1959 643639 582695 ~75580 1150754
1899 2083797 199587 2283384 1960 637139 589372 ~-138310 1088201
1900 1496705 211188 1707894 1961 462688 593592 —-294880 761400
1901 1318480 222782 1541262 1962 $28903 598025 241460 1768388
1902 1009208 237951 1247159 1963 685679 606817 ~29050 1263446
1903 903322 249167 1152489 1964 936154 611378 153080 1700612
1904 1748316 260103 2008419 1965 1182281 621947 464330 2268558
1905 845661 269565 1115226 1966 1154339 631441 ~279280 1506500
1906 1505092 274794 1779886 1967 1054183 641441 162160 1857784
1907 2761051 279957 3041008 1968 1059280 653316 -~ 18000 1694596
1908 1559608 284798 1844406 1969 1215445 631527 ~27950 1819022
1909 2681374 289677 2971051 1970 875699 629503 -40090 1465112
1910 1884605 293018 2177623 1971 2067709 627579 126260 2821548
1911 1559608 289056 1858664 1972 2070703 625655 -13700 2682658
1912 1790251 304930 2095181 1973 1485068 623732 -62390 2046410
1913 1486221 307302 1794123 1974 1505411 621808 -57780 2069439
1914 1947508 313150 2260658 1975 1456663 619884 122310 2198857
1915 1000821 318921 1319742 1976 1619298 618061 -69210 2168149
1916 1381383 320986 1702369 1977 689300 616137 ~387480 917957
1917 2167668 325819 2493487
1918 1349932 332288 1682220 *Statistics for natural and present modified flows
1919 1112998 341060 1454058 for the period from 1901 to 1977 are given below for
1920 1412835 348809 1761644 comparison:
1921 1916057 360232 2276289
1922 2199119 370239 -12000 2557358 Bear PMF Bear Natural
1923 1989443 372930  —49000 2313373 Mean 1116136 1670572
1924 1339448 380810  -235000 1485258 Std. Dev. 475293 538674
1925 1213642 384180  -123500 1474322 Skew 0.649 0.329
1926 997676 388267 —335100 1050843 Hurst 0.787 0.683
1927 1213642 388761  ~112900 1489503 Lag one 0.615 0.441
1928 1001870 390068 100600 1492538
1929 1049047 421224 130500 1600771
1930 798484 421352 -63900 1155936
1931 557357 421699 ~306606 72450 WEBER RIVER Carry-
1932 899129 421049 168800 1488978 N . . ~ N 1
1933 736630 421632 -39000 1119262 Historical Comsumptive over — . gion ordral
1934 415826 421836  -335800 501862 y Flows Use Sé"’fige 5 Flows?
1935 554526 425161 -~113450 866237 ear Q Ve e 0 0Py %
1936 947983 425609 308150 1681742
1937 881097 428880 179500 1489477 1908 451383 4247553 876136
1938 927435 429176 241700 1598311 1909 1252710 427362 1680072
1939 773218 473147 ~96620 1149745 1910 794447 428623 1223070
1940 551067 479719 ~274800 755986 1911 575203 430548 1005751
1941 611873 487898 65420 1034351 1912 766204 431782 1197986
1942 817460 497134 ~5930 1308664 1913 512883 432301 945184
1943 1036676 503709 185840 1726225 1914 889462 432725 1322187
1944 809178 513571 70990 1393739 1915 330539 433929 764468
1945 943475 512577 118480 1574532 1916 794859 431103 1225962
1946 1224126 511286 271250 2006662 1917 999914 432732 1432646
1947 1167514 512458 148340 1828312 1918 433166 430986 864152
1948 1234610 511735 ~-4170 17462175 1919 341629 429900 771529
1949 1176949 510666  ~110080 1577535 1920 7397270 433877 1173147
1950 1796000 514762 236740 2567502 1921 1093625 436411 1530036
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Table 19. Continued. Table 19. Continued.

*The statistics for natural flows and present

WEBER RIVER Carry- modified flow for the period from 1908 to 1977 are
Historical Consumptive over Diversion Natural given below: Weber PMF Weber Natural
Flows Use Storage ) Flows* 2657
£ u c -C D ~D, Mean 511048 93

fea % ¢ e b o i % Std. Dev. 220611 247196

Skew 0.697 0.174
1922 939909 440232 1380141 Hurst 0.783 0.587
1923 845631 439876 1285507 Lag one 0.454 0,402
1924 420962 444157 865119
1925 468610 444941 913551
1926 409815 546631 856446
1927 571851 446639 1018490 .
1928 529537 447967 977504 JORDAN RIVER Carry-
1929 613197 468016 1081213 Historical Consumptive over Diversion Matural
1930 272671 468110 740781 Flows Use Storage Flows®
1931 141479 468631 610110 Year Qb Uc ce~cb Do“Di Qn
1932 559405 467526 17100 6950 1050981
1933 383251 468498 ~8540 11300 854509 1943 132810 395830 1240 293410 436470
1934 61430 468700  -21870 2470 516730 1944 197800 385976 150580  ~115250 619106
1935 223334 470334 19700 11270 724638 1945 180600 387438 133990  -89240 612788
1936 606058 470900 30300 17060 1124318 1946 180100 391225 _15310  -130430 425585
1937 470753 472300 -18410 11600 936243 1947 202500 392621 1609060  ~124850 631171
1938 431704 472635 15870 5670 925879 1948 220500 397012 -96100  ~77920 443492
1939 254777 421343 -23660 12170 664630 1949 235000 398512 49300 ~94900 587912
1940 150390 426257  ~18650 3890 561887 1950 226600 396163 31500 ~74610 579653
1942 429942 441853 ~3380 17290 885705 1952 476900 394899 395600 49410 1217989
1943 426160 448462 1730 35270 911622 1953 489700 396816  -311100  -119230 456186
1944 342595 456553 -16880 58230 840498 1954 264300 399930  -235190 ~-118770 309270
1945 345104 459985 34060 40060 879209 1955 191100 402620  —67450  ~140870 385400
1946 438523 463483 -41870 61090 921232 1956 204500 409068  -627820 ~175640 375108
1947 306911 466821 26300 65070 865102 1957 223900 420251 146660  ~161870 628941
1948 509243 471153 -19780 5570 966186 1958 252000 426767 10020 ~139520 549267
1949 495828 474722 9530 31630 1611710 1959 220800 430818  -130290 -136500 384828
1950 723472 477475 25760 5470 1232177 1960 180900 430565 —~169110  ~148800 293355
1951 660027 479630 ~4750 5290 1140197 1961 132097 427727 ~63240 -94770 401814
1952 932907 483087 280 3630 1419904 1962 168094 427243 164220 ~191170 568387
1953 395547 488095  -33790 38260 888112 1963 157865 428411 ~56490  ~128480 401306
1954 126924 492158  ~26444 12590 605228 1964 199348 427819 175090  -155610 646647
1955 157413 486197 10844 37360 691814 1965 239809 431514 175540  -152460 694403
1956 322132 482659 9950 69690 884431 1966 231165 433926 2470  -135410 477211
1957 336405 479695 30830 74120 921050 1967 240210 436929 112170 -156900 632409
1958 367630 475905 -57530 49940 835945 1968 278071 440175 995400 -94760 722886
1959 101283 470988  -28229 33000 577042 1969 373447 417931 43400  -117250 717528
1960 123726 480363 6979 35940 647008 1970 389038 416297 ~66300 ~146310 592725
1961 60564 487181  -18460 21550 550835 1971 378829 416064 400  ~133480 661813
1962 210203 495132 108930 88430 902695 1972 374298 415730 -~106900 -151460 531668
1963 145926 505172 1330 47830 700258 1973 360067 415496 219500  ~118970 876093
1964 312327 513203 9100 57900 892530 1974 430390 414162  -155000 -113630 575922
1965 337512 514939 60130 71630 984211 1975 388207 412829 236200 ~141980 895256
1966 115817 515033  ~42760 38860 626950 1976 496411 411395  ~214600 ~130550 562656
1967 175057 515030 93030 67920 851037 1977 218600 410061  -183700 -90205 354756
1968 211194 515908 42420 22970 792492
1969 482345 485032 -56480 37610 958507 *The statistics for natiral flows and present
1570 233480 479399 8240 52720 773839 modified flows for the period from 1943 to 1977 are:
1971 496784 473367 29770 51600 1051521
1972 522187 467434 -17200 46720 1019141
1973 450911 460802 35056 43970 990740 Jordan PMF  Jordsn Natural
1974 529953 456669  -42682 28450 972390  Mean 270572 565483
1975 560162 451837 43690 63000 1118689 Std. Dev. 80764 183330
1976 353546 467004 -76180 35950 760320  Skew 0.858 1,324
1977 77580 442171 -100885 8265 427131 Hurst 0.675 0.594

Lag one 0,710 0.677
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same procedure that they started to apply for
1901.

For 1851-1889, no streamflow records are
available. The Utah Division of Water
Resources (1970) has, however, reconstructed
series of the combined Bear, Weber, and
Jordan River inflows (QBWJ) to the lake for
this period and of precipitation at Salt Lake
City from 1851-1876. To estimate QBWJ
for the 1851-1889 period, they used lake
elevations in adjusting inflow and precipita-
tion values as necessary to match the lake
levels. Subsurface inflow and flow in other
rivers were estimated internally within the
model through relationships described later
in this report. These estimates of inflow
and precipitation were also compared with
data from the 1877-1900 output from a Markov
model (Glenne et al., 1977) of the lake
stages. Adjustments were made to the input
inflow and precipitation data until the
1851-1900 water balance fit the present
modified lake levels taken from the UDWR
report. The present modified flow sequences
and corresponding estimates of the lake
precipitation for 1851-1889 are shown in
Table 18.

Problems in Using Present
Modified Flows

The present modified flows in Table 15
have both advantages and disadvantages for
use in this study. Their advantage comes
from their previous use in lake level control
studies by the Utah Division of Water Re-

sources., A new data base would complicate
coordination of this study with their work
and, more important, be more difficult to

communicate to potential users. Furthermore,
their preference is reinforced by the dif-
ficulty in transforming flows simulated on
any other basis to the present basis required
to predict lake stage probabilities under
present conditions with the water balance
model.

The disadvantage of using present
modified flows is that the greater serial
correlation and persistence (shown at the end
of Table 15) caused by water resources and
land development in the basins mean correla-
tion matrices that are more difficult to
match through stochastic generation. This is
because storage reservoirs:

1. Even out flows from year to year as
runoff during wet years is stored

and used during dry vears.

Z. Reduce cross correlation as streams
with more storage have their
annual runoff values more evened out
over time than do streams with less
storage.

In addition, as one can see from the
above description of how the present modified
flows were obtained, the shifts from one
estimating method to another at various
points in time may have created discon-
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tinuities that bias
and cross correlation statistics.

Since, as discussed in a later chapter,
considerable difficulty was encountered in
preserving the correlation matrices computed
from present modified flows in a multivariate
stochastic generation model, it was decided
to establish a natural flow series to see if
this would improve the situation.

Natural Streamflows

Natural streamflows are defined as those
that would have been recorded had the water~
shed remained in its natural or pre-1848
state until the present day. The available
data base for estimating a time series
of natural flows is:
mouth of the

1. Estimated flows at the

Bear River, 1890-1977.

2. Estimated flows at the mouth of the
Weber River, 1906-1977.
mouth of the

3. Estimated flows at the

Jordan River, 1943-1977.

4. Estimated consumptive use of water
in the Great Salt Lake Basin, 1850-1968,
divided among irrigation, municipal, bird

refuges, artificial wetlands, and reservoir
evaporation (Utah Division of Water Re-
sources, 1970).

5. Irrigated acreage data for selected
years beginning about 1943.

6. Population data from the U.S. Census
every 10 years for counties and cities.

7. Measured or estimated diversions of
Colorado River Bagin water inte the Jordan
River Basin and among the basins tributary to
the Great Salt Lake. Diversions into the
Jordan River Basin from the Colorado River
come through the Strawberry Tunnel, Duchesne
Tunnel, and Daniels conduit. In addition,
water 1s diverted from the Weber to the
Jordan River in the Weber-Provo Diversion.

8. Measured or estimated end-of-the-
year storages by year in the reservoirs in
the basin with carryover storage. Year end
storage records were obtained for reservoirs
in the basin with carryover storage, namely
Bear Lake and Woodruff Narrows Reservoirs in
the Bear River Basin {(Cutler Dam has no
carryover storage); Willard Bay and Causey,
Pineview, Rockport, Echo, Lost Creek, and
East Canyon Reservoirs in the Weber Basin:
and Deer Creek Reservoir and Utah Lake in the
Jordan Basin.

Natural flows vary from measured his-
torical flows because:

1. Water development projects have been
constructed to divert water from the rivers
for beneficial uses. The consumptive use
(diversions net of return flows) should be

the serial correlation
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added to the historical flows to estimate
the natural flows that would have occurred.
The principal consumptive use in Utah is for
irrigation. Other consumptive uses include
urban (principally for yard watering since
uses inside buildings are largely not con-
sumptive), waters that have been diverted
into open lands near the lake to provide bird
habitat, and evaporation from reservoir
surfaces, An increase in consumptive use in
headwater areas, however, may not be entirely
a net depletion because the water might have
gone to some other consumptive use anyway
between the use area and the river month, the
higher soil moisture caused by irrigation may
increase runoff from storms, and evapo-
transpiration losses may contribute atmos-
phberic moisture that augments downwind
precipitation.

2. Reservoirs large enough to hold
water from one year to the next store water
during wet years for use during dry years.
Some of this carryover water will be used
consumptively (including that which adds
to reservoir evaporation losses), and the
rest will eventually discharge into the lake.
One can adjust historical flows for this
carryover-storage effect by adding recorded
annual gains in storage, subtracting annual

losses, and assuming that the effect of the
storage in increasing consumptive use 1is
adequately handled by adjustments for that

effect.

3. Men divert water from one basin to
another. In the Great Salt Lake Basin,
diversions carry substantial amounts of water
into the Jordan Basin from the Colorado Basin
and from the Weber Basin. Flows diverted out
of a basin can be added to the historical to
estimate natural flows. Flows brought into a
basin can be subtracted from the sum of the
historical flow and consumptive use because
the water largely leaves the basin in one of
those two ways.

4., Land management practices change
runoff amounts. Likely effects include
vegetation management {including fire con-
trol) that preserve and hence increase
evapotranspiration from range and forest
areas, soil conservation practices that hold
the water on the land, and paving and chan-
nelization in urban areas that increase
runoff and speed it downstream before losses
can occur. The first two are upland effects
that reduce runoff (would be a cause to add
to historical to estimate natural flows)
while the third effect acts in the opposite
direction. The first two effects are proba-
bly larger in the Great Salt Lake Basin where

urban areas cover only a small fraction
of the land.
5. Cloud seeding increases winter

snowfall by amounts estimated as bhigh as 15
to 20 percent.

6. Groundwater development may pump
.water recharged many years before. Con-
sumptive-use adjustments to historical to
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estimate natural stream flows will be too
large for years in which groundwater supplies
the consumptive use. The pumping will in
fact add to streamflow the amount of return
flow from the areas served (less consumptive
use by those who take the return flow
downstream) during the same year and deplete
base flow and groundwater discharge directly
into the lake for a number of years there-
after. During periods when pumping is
lowering the water table (mining ground-
water), or holding it down (moving recharge
through aquifers more rapidly), the net
effect is probably to add to streamflow. If
pumping should be reduced, one would expect a
net depletion to streamflow as aquifers are
recharged.

In considering how one might adjust for
these six effects to convert recorded to
natural flows, it was concluded that: 1) the
consumptive use effect was largest but rather
difficult to quantify because of the lack
of direct recorded time series of annual
consumptive use amounts, 2) the annual
additions and depletions to storage and
diversions were significant and mostly well
documented by recorded data series, and 3)
land use management reduces runcff while
cloud seeding and groundwater development
increase runoff, and all three effects are
probably relatively small (though becoming
larger in recent years) in the Great Salt
Lake Basin. Since these last three effects
are relatively smaller, not backed by time
series data, and partially compensate by
acting in opposite directions, it was decided
to adjust only for consumptive use, carryover
storage, and interbasin diversions 1in esti-
mating natural from recorded flows.

The adjustment was executed through the
following steps:

1. Read from the curves plotted by
Palmer of the Utah Division of Water Re~
sources (1970) the total consumptive (man-
induced increase in evapotranspiration) use
in the basin for the years 1890 through 1968
and his division of this total among a%
irrigation, b) municipal, and c¢) wetlands.
Other sources of evapotranspiration (princi-
pally from reservoir surfaces) were indicated
by Palmer to be relatively very small
and were combined into consumptive use for
irrigation.

2. Divide Palmer's irrigation consump-
tive use in the Great Salt Lake Basin between
the three subbasins (Bear, Weber, Jordan)
proportional to the irrigated acreage 1in each

1Stauffer (1979) of the Utah Division
of Water Resources indicated that these
values are now believed to be up to 50
percent too high because they underestimated
evapotranspiration rates under natural
conditions. If this 1is true, the natural
flows estimated in this study are consider-
ably too high.



one. This assumes that Great Salt Lake Basin
total estimated by Palmer does not 1include
large amounts for irrigation in other
subbasins draining into the lake. u.s.
census data give total irrigated acreage by
county in 1919, 1929, and 1939. The Great
Salt Lake Basin irrigation consumptive use
totals for these three yvears were then
distributed into river basin totals propor~
tional to these acreages. The proportion-
ality fractions were interpclated for inter-
mediate years and extrapolated for vyears
before 1919. For years since 1939 irrigated
acreage was divided among the three basins
proportional to irrigated acreage totals
reported in the agricultural census. Summed
county totals vary from basin totals as
county boundaries do not coincide with basin
boundaries and because of differences
in the census and USDA reporting systems.

3. Divide Palmer's total municipal
consumptive use in the Great Salt Lake Basin

bétween the three subbasins proportional to
population in communities of over 2000
people. Proportionality fractions for

years between census were interpolated.

4, Divide Palmer's wetlands consumptive
use in the Great Salt Lake Basin between the
three subbasins proportional to the current
wetlands acreage in the three basins as
reported by Hughes et al. (1974). The
same proportional division among the basins
was used in every year; specifically 0.70 for
the Bear, 0.16 for the Weber, and 0.14 for
the Jordan.

5. Sum the irrigation, municipal, and
wetlands river basin consumptive uses for
each river basin for each year from 1890
through 1977 for the Bear; 1908 through 1977
for the Weber; and 1943 through 1977 for the

Jordan.
6. Sum from the USGS records the
diversions into and out of each river

basin for each year.

7. Sum from USGS or other records of
end-of-the-water~year storage in each reser-
voir total carryover storages for each basin
for each year.

8. Estimate the natura. flow for a
river in a given year as
- + U0 - .
Q,=Q+U_ +D_ ~-D +C -G (47
where Qp 1s the natural flow, Qpn is the

historical flow, Uz is the consumptive use,

Do 1s the diversion out of the basin, and
Di is the diversion into the basin, Ce is
the end-of-the-year reservoir storage, and

Cp 18 the beginning-of-the-year reservoir
storage.

The adjustments converting historical to
natural flows by means of Equation 47 are
summarized 1in Table 19. The natural flows
used in the stochastic modeling are in Table
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15. The stochastic moedeling based on
natural flows used series beginning in 1943,
the date that the record began on the Jordan
River.

Scaling of Data Series

The input data series available for use
in the stochastic modeling are listed in
Table 15. Each series was then expressed in
common units of feet over the surface area
of the lake. Precipitation aund evaporation
are 1in inches over the lake area and are
converted by dividing by 12 inches per foot,
and streamflows are converted to feet by
dividing streamflow in acre-feet by the lake
area of 1,079,000 acres (corresponding to a
water surface elevation of 4200 feet).

Two sets of scaled data were developed.
One combined precipitation, evaporation, and
the present modified flows for the three
rivers for the years 1937-1977. The other
combined precipitation, evaporation, and
the natural flows for the three rivers for
the vyears 1943-1977. The beginning of the
evaporation record controlled the length of
the "present modified” set, and the beginning
of the historical record on the Jordan River
controlled the length of the "natural"
set.

For both sets, the mean, standard
deviation, and skewness coefficients were
calculated for the five time series. 1f the
absolute wvalue of the skewness coefficient
exceeded 0.1, the time series was assumed to
be better represented by a three parameter
log normal distribution (3PLN) than by a
normal distribution. Because it was the only
series with a skew less than 0.1 (Table 15},
precipitation was represented by a normal
distribution, and evaporation and streamflow
were represented by 3PLNs. Burges and Hoshi
{(1978) suggest that better matrices could
probably be achieved in this case by using a
3PLN for all five series.

The mean and standard deviation were
computed by standard formula for the normally
distributed precipitation series, but the
latter was adjusted for the serial correla-
tion effect using Equation 16. For the four
series for which a 3PLN was used, the third
parameters, a, was estimated by assuming a
lower bound for each streamflow series equal
to one half the minimum in the period of
record and a lower bound for evaporation
equal to 90 percent of the recorded minimum,
and the mean and standard devialions were
estimated from Equations 14 and 13 res-
pectively. Equation 11 was not used to
estimate a because large negative values
resulted. These transformed statistics
are shown on Table 20 for the present and
modified flows and on Table 21 for the
natural flows.

Relationships Among Data Series

My, and
using

Cross-correlation matrices Mg,
Mo were calculated for the series



Equations 35-37 to transform elements
in which mixed normal and log normal or two
log normal series were correlated. The
results are in Table 20 for the data sets
with present modified flows and in Table 21
for the data sets with natural flows.

One can see by comparing these two
tables that the natural flow series when
compared with the present modified series
have much less serial correlation but have
greater cross correlation [or two out of the
three combinations. Also, as one might
expect, natural flows are much more highly
correlated with precipitation than are the
present modified flows. One can see from
these comparisons that for stochastic genera-
tion combining precipitation and evaporation
with streamflow data the more highly cor-
related Mg matrix for mnatural flows has
disadvantages that tend to counteract the
advantages gained by reducing the coef-
ficients in the M; and M2 matrices.

Elements in the Mg, M1, and M2 matrices
of Table 20 smaller than 0.320 are not
significantly different than zero at the
5 percent significance level. The cor~
responding figure for Table 21, with six
fewer years of data, is 0.345. Setting these
values equal to zero was tried but did not
help in solving for the multivariate gen-
erating matrices (Equations 24, 28, 31, and
32). The possibility, however, may still
prove worthwhile in future model development.

The values on Tables 20 and 21 are
computed over a common time period to avoid
aggravating the difficulties with poorly
ordered matrices. Much longer records,
however, are available for estimating some of
the statistics. The effect of going to
longer series can be observed by comparing
the raw data statistics and M3 matrix
diagonal on Table 20 with the statistics on
the bottom of Table 15. Values of 1890 to
1977 series divided by the 1937-1977 series
values actually used are shown in Table
22 for easy reference. Some of these ratios
are significantly different than unity, and
the differences are largely of the sort that
would increase the risk of high lake stages.

In order to assess how representative
the recorded series are of longer term
climatic patterns, tree ring date going back
to 1698 were used to recomstruct a 1700-1977
sequence of annual flows on the Bear River
(Appendix A). The results suggest that the
278~year period bhad on the average slightly
lower flows and somewhat less flow variance
than did the period of record. The flows
estimated from tree ring data do, however,
contain one prolonged period of high flows in
the middle 1700s when the lake might well
have risen to quite high levels. Overall the
comparisons of 1937-1977 with the 189%0-1977
and 1700-1977 periods suggest no strong
reason to believe that simulation based on

1937-1977 would not be reasonably repre-
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Table 20. Parameters and correlation ma-

trices for present modified flows

(1937-1977}.

Raw Data Statistics

Lag-One
Variable Standard Auto-
Mean A Hurst
Deviation c.grrelation "
i 5 E1eN) "
Evap. 52 4.05 0.197 0.753
Precip. 10.86 2.2 0.036 0.729
Bear 1,030,729.3 427,926.3 0.627 0.503
Weber 357,973.8 171,393.8 0.551 0,699
Jordan 265,980.8 75,807.5 0.712 0.557
Transformed Statistics for Stochastic
Generation
a a [ 5t
i ¥
Evap. 3.33 -0.05 0.33
Bear 0.19 ~0.38 0.51
Weber 0.03 -1.31 0.51
Jordan 0.06 -1.75 .39
MG Correlation Matrix
Evap. Precip. Bear Weber Jordan
Evap. 1.0 -0.462  ~0.359 ~0.205 -0.065
Precip. 1.0 0.403 0.348 0.385
Bear 1.0 0.639 0.692
Weber 1.0 0.443
Jordan 1.0
Ml Correlation Matrix
Evap. Precip. Bear Weber Jordan
Evap. 0.205 0.219 =0.227 ~0.057 ~0.136
Precip. 0.210 3.036 0.221 0.144 0.291
Bear ~-0.490 0.481 0.653 0.504 0.497
Weber ~-0.293 0.518 0.611 0.580 0.554
Jordan -0.195 0.608 0.5686 0.512 0.725
M2 Correlation Matrix
Evap. Precip. Bear Weber Jordan
Evap. 0.223 -0.017 -0.011 -0.090 -0.036
Precip. 0.140 0.165 0.111 ~0.023 0.296
Bear ~0.168 0.131 0.483 0.308 0.604
Weber ~-0.245 0.429 0.427 0.417 0.548
Jordan 0.009 0.336 0.568 0.322 0.735
See footnote to Table 15.
term lake stage proba~

sentative of lon%

bilities {Tables 2Z and 23).

Summary Comments on Data Collection

The dominating problem in compiling long
term data series as basic data for stochastic
modeling is obviously one of combining
information collected at diverse points over
different time periods by different instru-
mentation into a consistent set of series.



Table 21. Parameters and correlation ma- One further suspects that data discontinu- -
trices for natural flows (1943- ities that are unimportant for other types of
1977). hydrologic analysis may have an important
effect on the serial correlation and per-
sistence statistics used in multivariate
stochastic models. In this data-collection
L effort, the series based on present condi-
Raw Data Statistics tions had significant discontinuities
. as the metbod of estimation was changed on
Variable Lag-One different dates. The series based on natural
Mean Standa.rd Auto- Hurst conditions suffered from the difficulties in
. Deviation correlation developing a good transform for converting
H v oD h recent measurements Lo a natural basis
of long ago. The overall conclusion at this
Evap. 3L.15 3.3 -0.067 0.754 point,g hc%wever, would have to be that one
Precip. 10.71 2.22 O'?é‘?‘ 0.728 should not force use of a natural basis if
Bear 1,754,300.1  474,290.4 0.420 0.622 mote reliable series can be established on
Weber 897,303.9 189,888.7 0.360 0.636 another bagis.
Jordan 565,482.9 180,691.8 0.077 0.594
Transformed Statistics for Stochastic A secgnd problem is in determining how
Ceneration long a period to attempt to cover in the data
series in light of the facts that long series
a B G provide better estimates of important parame-
ki b ters but increase the danger of introducing
Evap. 3,33 ~0.12 06.29 unreliable infqrmatior}. One also has a trade
Bear 0.35 0.18 0.34 off be;ween using series of different lengths
Weber 0.26 ~0.60 0.30 to estimate different parameters in order to
Jordan 0.14 ~1.03 0.41 maximize the value obtained from the recorded
information and the statistical problems
M, Correlation Matrix caused by introducing this sort of data
heterogeneity. This problem was not examined
Evap. Precip. Bear Weber  Jordan empirically in this study and deserves
further consideration.
Evap. 1.0 -0.588 -0.381 ~0,345 ~0.298
Precip. 1.0 0.637 0.515 0.722 Table 22. Ratios of lon (1890-1977) to
Bear 1.0 0.719  0.585 short (193%197%7) series statis-
Weber 1.0 0.618 tics, present modified flows.
Jordan 1.0
My Correlation Matrix Sed.
Variable Hean Dey.
Evap. Precip. Beart Weber Jordan ﬂ 8
Evap. -0.070 0.188 ~0.044 -0.063 0.058 (. .
Precip. 0.168  0.062  0.308  0.176  0.048 piectpitation g‘ ?2 . iz
Bear ~0.275 0.446 0.435 0.358 0.269 Weber 1:33 1.42
Weber -0.119  0.323  0.422  0.370  0.153 Jordan 1.03 0.89
Jordan 0.086 0.154 0.367 0.317 0,084
#y Correlation Matrix Table 23. Ratios of very long (1700-1977) to
o . long (1890-1977) series statis-
Evap.  Precip.  Bear  Weber  Jordan tics, present modified flow as
estimated from tree-ring data.
Evap. 0.020 ~0. 147 0.147 0.066 0.0086
Precip. -0.005 0.271 0.201 ~-0.017 0.000
Bear 0.130 0,110 0,188  0.092 ~0,054 Mean Std. Dev. Range
Weber -0.185 0,323  0.351  0.322  0.046 a & 9 -q..
Jordan ~0.,195 0.237 0.412 0.185 0.016 max win
—— Bear 0.93 0.78 1.17

See footnote to Table 135,







CHAPTER 4

STOCHASTIC FLOW GENERATION MODELS

Available Models

Two multivariate stochastic models were
tried in generating annual sets of simul-
taneous data for the three rivers, precipita-
tion and evaporation for the Great Salt Lake.
Both are special cases of the ARIMA (p,d,q)
class. The parameter d refers to representa-
tion of variables in a summed (or integrated)
form. Since Watts (1972) has shown analytic
estimation of the ARIMA model parameters to
be unmanageable, no integrated variables were
tried.

The parameter p denotes the number of
autoregressive terms. Thus a multivariate
ARIMA (p,0,0) has the form:

ey = A X(e=~1) + A, X(£-2) +.H+APX(t—p)
+Be(E) . . s s e e .. . (48
where X(t) is the vector of values of the

random variable in time t. The parameter g
denotes the number of moving average terms in
the model. Thus, an ARIMA (p,0,q) model has
the form:

X(6) = 0 X(e=1) + CuX(t=2) + ...+ C X(£-2) +De(t)

- Ee(e-1) - ...—-qu(t—q) e 43

where the = (t) are independent vector random
variables.

The two models tried were rhe ARINA
(1,0,0) and the ARIMA (1,0,1), alternately
designated the ARMA (1,0) and ARMA (1,1). The
(1,0,1) model is the simplest model which
possesses autocorrelations suitable for
modeling long term persistence (values of h
>> 0.35) in finite records. The subsequent
failure of this model to generate acceptable
synthetic sequences forced simplification to
the (1,0,0) case, the simplest workable
stochastic simulation model.

The multivariate ARMA (1,0) model can be
represented by the mathematical expression

X{(e) = AR(e-D)+Be(t) . . . . . . . (503
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where X(t) and X(t-1) are standardized
vectors“whose elefients are random variables

relating process values at times t and t-l.
For convenience, the error vector e(t) is
assumed to have independent standard normal
elements. The parameter B may be chosen to
provide any variance-covariance matrix. The
parameters A and B are chosen so that the
sets of simultaneous data generated by the
model have the same correlation properties as
the simultaneous sets of recorded data by use
of Equations 23 and 24. The procedures are
illustrated in Appendix B.

The multivariate ARMA (1,1) model can be
represented by the expression:

X(t) = CX(e-D+De(0)-Eg (-1 . . . . (51

with vectors X(-) and ¢(.) defined as above
and with three parameter matrices C, D, and
E. C, D, and E can be written as functions
of the lag zero (Mp), lag-one (M1), and
lag~two (M2) correlation matrices and solved
for by use of Equatioms 30, 31, and 32. The
procedure is detailed in Appendix C. The
ARMA (1,1) model has been developed speci-
fically to approximate persistence charac~
teristics observed in long term geophysical
records. Since the ARMA (1,1) model contains
the Markov model as a special case, it is
more general and more powerful. Theoretical-
ly, it has the capability of preserving more
of the characteristics of an observed
data series.

This theoretical advantage, however,
cannot be realized unless one can solve the
functions defining the parameter matrices.
Matalas and Wallis (1971la) encountered
difficulty in solving Equations 23 and 24 and
subsequently characterized the properties of
Mo and M1 that prevent solution. Equa-
tions 30, 31, and 32 are more complex, and
one would consequently expect to have
to meel even more restrictive coostraints on
the properties of Mg, M1, and M2 in order
to obtain a solution. While the properties
of these constraints have not been charac-
terized, the values computed for the matrices
from the Great Salt Lake data (Tables 20 and
21) did not permit soclution.

- In an effort to overcome this problem,
principal component techniques found to be



useful in multivariate analysis were tried.
The strategy in using principal components is
to simplify mathematical specification
of the multidimensional system by reducing
the number of components without loss of
vseful information. By reducing the number
of elements in Mg, M}, and M2, one increases
the probability that Equations 30, 31, and 32
can be solved.

The principal components of a multi-
variate system are linear transformations of
the system random vector X which satisfy the
following properties:

(a)

The first principal component is
the scalar random variablel Y; =

Tl%{ where the transfo%matlon

vector T} satisfies Iy I7 = I

and maximizes the variance of Y.

is the
T

T; X

(b)

The ith principal component

scalar random variable Yy

where the vector Ty satisfies
T1TT4= 0 for j # i and IiTEi =1

and maximizes the variance of Yi.

1f the dimension of X is n, there
are n principal components.
Thus the matrix transformation T = (Ty,

T2, Tp) transforms the multivariate
system of "random variables X into a new
system Y = TIX where Y is a multivariate
random variablé with independent element YT
= (Y1, Y2, ...,¥n). Also var (Yi) > var
(Yj) for i > j. Furthermore, TIT = TTL = I
where 1 is the identity matrix. As i
decreases, the variance of each added
principal component becomes less. When the
added variance becomes small enough, the
remaining components may effectively be
considered as constants, thus reducing the
number of dimensions used to describe the
system.

« e 2y

The computational process used to model
with principal components requires several
steps. Observed values need to be scaled in
converting measurements to the time series
X{(t}) so that all the variables are measured
in the same units. Then the variance-
covariance matrix

i
e

= o (T

T2 R - X)) X(e) - X(e)™ . . (52)

t

is computed. Principal component vectors Tj,

with variances A associated with the random

variables Y; = ¢ Ty are obtained as solutions
kS I;'%

¥ o=

to the matrix equations (Morrison, 1976)

(-2, DT, = 0 . . . . ... (53)

i 1
where 1 = 1, 2, etc. Standard computer
programs are available to obtain this
solution (IMSL, 1976). By examining the

values of *; (i.e., the variances of the

1The symbol T

. is used to rTepresent a
matrix inverse.
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principal components), the variances of some
of the components may be found so small that
they may be treated as constant and need not
be generated. For example, if estimated
principal components variances are 4 25,
Ay o= 5, M 0.1, the third component Y3

TRTT represents only 0.1/(25 + 5 + 0.1)
or 0.3 percent of the total variation in the
system. Only that percentage of the informa-
tion 1is lost when the system is regarded as
two dimensional with a third constant com-
ponent assigned an average value over the
data. For this case, the T matrix is T =
(T1, T2) transforming both sides of Equation
57 yields

T?&ﬂt) = ¥Y(t) = TTCTTTg(t)w=T1DTTT§(t)

- TerTe(e-1) = GRY(E) + Dxek (o)

- BreR(t-1) . . . . . ... (54)

The transformed error vector ¢*(t) is seen to

have the same mean variance as £(t).

Application of Equation 54 requires
scaling the observed data to common units,
computing principal components for the data
set, noting the variance for each component,
making a judgment as to the percentage of the
varlation not to preserve in the model, using
constant components where the variation
is not to be preserved, and solving for the
ARMA model parameters from the relationships
shown in Equation 53 and Appendix C. If
Equation 54 cannot be solved because of
ill-conditioned matrices, one has the option
of accepting preservation of less variation,
using constants for the term whose variation
t1s dropped, and trying for solution with
matrices of one less dimension.

Since each principal component tends to
load most heavily on one or two data series
of observed measurements, treating a princi-
pal component as a constant comes close to
neglecting the observed variability in the
associated data series. The reasonableness
of this decision needs to be considered in
model formulation.

From the parameters computed for a
selected principal components model, syn-
thetic sequences can be generated and ex-
pressed in vectors Y{(1), ¥Y(2), ..., ¥Y(n).
Each vector then needs to be augmented by the
constant components. For the example of a
case with two principal components and a
third constant component, one augments each
vector Y(i) with the constant third component
to form the new sequence

(ﬁ(tl) (z<t2> I“n}\
R

LY, vy

The natural sequence is generated via the
transformation



}i(t,.D)
= e e e . (55)

X)) = (17,15 ( 7

Problems Encountered with the
Multivariate ARMA (1,1) Model

In the process of implementing 0'Con-
nell's (1974) procedures presented in Chapier
2 for parameter estimation for the multi-
variate ARMA (1,1) model, difficulty was
experienced in obtaining iterative solutions
for the S and DDT matrices. To provide the
setting for a discussion of these difficul-~

ties and the attempts that were made to
resolve them, the estimation and generation
procedures for the multivariate ARMA (1,1

model are summarized below.

Overview of ARMA (1,1) Procedures

Figure 6 is a schematic of the proce-
dures for parameter estimation and hydrologic
sequence generation as divided into five
steps:

1. Data transformations and estimations
of statistics.

2. Solution for § and T matrices.

3., Estimation of coefficient (parame-
ter) matrices.

4. (Generation and untransformation.

5. Comparison of synthetic and original
time series.

Sets of time series of evaporation,
precipitation, and lake inflows are available
for [ive different-length time periods as
shown in Table 2. In the series, X] denoctes
Great Salt Lake evaporation, X7 denotes
precipitation on the lake, and X3, Xz,
and X5 denote annual inflow to the lake
from the Bear, Weber, and Jordan Rivers
respectively as shown in Table 24. To have
all five time series in common units of feet
over the lake area, the inflow series, which
are in acre feet, are divided by the surface
area of the lake when the water level 1is at
elevation 4200 (1,079,000 acres). 1UWNext, the
computer program written to process the data
for Lhis study computes the u, o, v of each
time series in a set, and the cross-correla-
tion matrices for each set at lag 0, 1, and 2
(Mg, M1, and M2, respectively). 1f the
absolute value of the skewness coefficient
(vy) of any time series exceeds 0.1, that
series is assumed to be distributed 3PLN and
ixand By are transformed using Equations
13 and 14. A 3PLN was selected to provide a
minimum value or a for the respective series
grealter than zero. In addition elements of
Mg, M1, and M2 which represent a mixture
of 3PLN and normal variables or two 3PLN
variables are transformed using Equations 35
through 37, Values for the lower bounds a in
the 3PLN distributions are estimated as a

55

Table 24. Great Salt Lake time series.

Time Series

Xl Great Salt Lake Evaporation
X, Great Salt Lake Precipitation
X; Bear River Inflow

XA Weber River Inflow

XS Jordan River Inflow

fraction of the minimum values in each time
series. For flows and precipitation, the
fraction used was 0.5; and for evaporation,
it was 0.90. The computerized procedure as
outlined in Figure 6 then provides the option
to perform a principal components analysis on
the lag-zero covariance matrix in order to
try to reduce the order of the stochastic
model (number of time series) for reasons
described above.

In the second stage, Equations C-9 and
C-11 from Appendix C are solved for the S and
T matrices which are used to calculate DDT
and hence the coefficient matrices D and E in
the third stage. The coefficient matrix
C 1s calculated directly from M; and M2
using Equation C-8.

in
and E coefficient ma-
trices estimated for the multivariate ARMA
(1,1) model. These synthetic series are then
transformed back to offset any earlier 3PLN
and principal components transformations, and
the flow series are scaled back from a depth

Synthetic time series are generated
stage 4 using C, D,

over the lake area to a flow volume basis.
Finally, the statistics (u, o, h), and
matrices (Mg, My, and M2) of the synthetic

series are compared with the corresponding
statistics of the original time series.
Since each synthetic trace generated has
different values for these parameters, a
number of traces are generated and the re-
sults averaged before making the comparison.

Attempts to Resolve Difficulties
with ARMA (1,1) Application

The results of the seven approaches
tried in applying the multivariate ARMA (1,1)
model are summarized in Table 25. These
approaches were all tried using the present
modified flow sequences, and the results are
discussed below.

The initial approach was to use the f[ive
t ime series for the period 1937-1977.
Unfortunately, it was not possible to obtain
a solution to DDT. Up to 500 iterations
were used with a convergence criterion of
0.006 for the largest difference between
elements of DDT in successive iterations.
For each of the time series sets necessary

and sufficient conditions that DDT and
EET be positive semidefinite were checked.
These conditicns are that (5 + T + TT) and
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Table 25. Summary of the results of the
attempts to apply the multivariate
ARMA (1,1) model.

No. Descriptiona Results

1. 5 original time oot aid not converge

series

2. Set elements in Mg, ppt did not converge
My, and My matrrices

not significantly

different than zero

equal to zero.

L T
3. Subsets of principal Db” converged only for
componant time series some pairs of principal
components

Poor resemblance of
original statistics

4, Combinations of sub~
sets of principal
components time series

Poor resemblance of
original statistics

5. Set negative diagonal
alements of DD* to
zero in 3 and 4 above

6. Select univariate ¢ DDT did not converge
values from O'Comnell
(1974) and insert on
diagonal of € matrix

in 1 above

Very poor resemblance of
original statistics

7. Least squares solution
of DDT for D with a
full D matrix

a . N .
Present modified flow series were used in each
case.

bSee Table 26 for list of subsets which converged.
The bivariate subsets which converged provided the
best replication of the statistics of any ARMA (1,1)
model.

(s - T-70 be positive semidefinite
{(0'Connell, 1974). To be positive semi-
definite all the eigenvalues of these ma-
trices must be greater than, or equal to
zeto. This condition is conceptually analo-
gous to requiring that the computed variance
be positive to a two dimensional model. The
conditions were satisfied for the 1937-1977
series with present modified flows. In
an attempt to control oscillations in the
iteration process and to obtain convergence,
a damping coefficient A was introduced in the
iterative procedure:

U, = 8§ - Tt .. . . {56)
3 j-1

oot + el =8 . . . . . . . . . . (57
oA s Y €

in which U is defined as DPDT and X is a
damping coefficient in the range 0.0 < A <
1.0. While the ideal would be for solution
to require minimal dampin% {(i.e., A close
to 1.0) solutions for DBT could only be
obtained for low values of X, which did
not serve the cross-correlations in
generation.

A second attempt to obtain positive
semidefinite (5 - T - 7TI) and (s + T +
7T) matrices was to set elements of the
cross~correlation matrices equal to zero if
they were not found to be different than
zero at the 95 percent level of significance.
The effect of small elements in Mg, M1,
and My did not prove to be the obstacle to

obtaining a solution for DDT, and convergence
was still not obtained.

The next approach was to transform the
five original time series through principal
component analysis to principal component
variables independent at lag zero, i.e. M
is diagonal. By this means it was possible
to experiment with various subsets of the
principal components to determine whether the
coefficient matrices for any of these lower
order models could be obtained successfully.
For the 1937-1977 series with present modi-
fied flows, it was found that about 88
percent of the total variance was explained
by only two of the principal component
variables (see Table 26). For each subsert,
(8 + T+ 1) and (S - T - 1) were tested
to determine whether they were positive
semidefinite, and if not no attempt was made
to solve for the coefficient matrices.

The only cases for which the necessary
coefficient matrices could be successfully
defined were for the bivariate subsets listed
in Table 27. As shown in Table 27, the
percentage of the total variance explained by
these bivariate subsets was small, and
therefore they could not be expected to
adequately preserve the cross-correlations in
the original time series. Nevertheless,
flows were generated using the mean values of
the principal components not included in a
bivariate subset in lieu of synthetic values
of the excluded principal components to
transform the bivariate synthetic principal
component time series back to synthetic time
series with the form of the original time
series. Use of a constant mean value omits
from the model variance associated with these
principal components but is justified
because that variance is small and most of
the total variance is contained in the
bivariate subset. The mean values were
calculated using the linear equations given
in Table 26 and for P; but with mean values
substituted in the following way:

- . (59

Comparison of synthetic and original time
series showed that cress-correlations were
well preserved between the original variables
that were "well represented” by principal
components (i.e. large coefficients in the
linear equations in Table 26). However,
cross-correlation between original variables
one or both of which was not so "well repre-
sented" by the principal components were
correspondingly not well preserved.



. Approaches two and

Table 26. Principal components and total  Table 27. Bivariate subsets of principal
variance explained for the 1937- components which resulted in a
1977 series with present modified solution for DDT using time
flows. series set 3.
Percent Percent
Total
PR a . R , Total
Principal Component Variance Bivariate Variz
7 ined Subsets? arlance
Exglamﬁ;e Explained
Y Fi By Subset
P = 2 X X (n = number of original
i .2 1173 time series, X.) Py & Py 67.7b
3= J Py & Pj 34.4°
B i . . Po & Py 11.4
Pl~+0.486}&1— 0.227 }{2—(}.811}(3«0.217}{4 Py & Pg 7.8
P, & Pg 5.0
-0.091 X, 60.6% 4% 75
92=+O.841X - 0.138XK,+0.493X,+0.148%, “See Table 24 for definition of the principal
1 2 3 4 component variables.
+0.093 Xs 27.3% bUnstable generation containing both large posi-~
tive and lar egative values.
P, =+0.221%, + 0.932X, - 0.191%,+0.200%, : B¢ negati
Used for ARMA (1,1) generation.
+0.081 XS 7.1%
F,=-0.065% - 0.225X,-0.220X,+0.944X, had prohibited solution for D. The result
was that a solution for D was obtained but
~0.074 X, 4.3% some of the diagonal elements of D were zero.
Therefore D could not be inverted to caleu-
Pg=-0.057X - 0.101X,-0.122X,+0.021%, late E (see Equation 32). Since the preser-
N vation of statistics was poor for cases
-0.986 X, 0.7% where D was obtained without setting negative

®Sece Table 24 for definition of the time series

The fourth approach attempted was to
combine bivariate and univariate ARMA (1,1)
models of the principal component variables.
The two combinations tried were: 1) two
bivariate subsets and one univariate, and 2)
one bivariate subset and three univariate.
It was hoped that the these combinations
would improve the preservation of the cross-
correlations and the standard deviations
because this approach treats all five princi-
pal components as stochastic variables
whereas the previous approach treated three
principal components as constants. However,
when generation was attempted, both combina-
tions gave very large values beginning with
five years after the initial conditions.
This instability was traced to large elements
in C which led to rapidly increasing synthe-
tic values,

recommendation by Mejia
{personal communication, May 1978) a modifi-
cation was incorporated into the solution
procedure for D from DDT such that negative
diagonal elements of DDT were set equal to
ZEro. The occurrence of negative diagonal
elements in DDT prohibits a solution for
P because the solution procedure involves
taking the square root of these elements.
three were rtepeated for
in which negative diagonal elements

Following a

subsets
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diagonal elements to zero it was decided not
to calculate E using a pseudo inverse be-
cause it was not expected to yield improved
results,

The sixth approach listed in Table 25
was suggested by O0'Connell (1974) as a
simplification of the first approach. At the
expense of not being able to preserve the
off-diagonal elements of My, the coef-
ficient matrix C can be treated as a diagonal
matrix with elements cj defined by Equation
34. In this way, the cqi are actually moment
estimates of the ¢; parameter in the uni-
variate ARMA (1,1) model. O'Connell (1974)
recommends that his empirically derived
values of ¢;, which are tabulated for
different o (1) and hj values, should
be used for c¢; since these correct for bias
in the method of moments estimate of ¢
given by Equatioun 34, Sample estimates
of Py (1), P43 (2), and hi for the 1937-
1977 series with present modified flows
are given in Table 28. This table also
contains the values of ¢i values obtained
from Equation 34 and from 0'Connell's tables.
Large differences between the two estimates
of ¢j are readily apparent and are caused

at least in part by estimation bias in the
method of moments to estimate pji(l) and
oy (2). It should be noted that three of

the estimates of ¢j from Equation 34 exceed
the maximum reasconable value of 1.0. Also,
for all three rivers, the combination of
estimated values for P4 (1) and hi values
are outside the range of O'Connell's tables
for ¢; and thus outside the range in which
the ARMA (1,1) model can be used (Lettenmaier



Table 28. Diagonal elements of the C matrix for the 1937-1977 series with present modified -
lows. ,
e, = ey = $
~ “ . 1
X, Time Series pi(1) pi(g) by pi(Z} (0" Comnell,
* — 1974)
oi(l)
X1 Great Salt Lake Evaporation 0.21 0.22 0.75 1.09 0.96
X2 Great Salt Lake Precipitation 0.04 0.17 0.73 4,55 0.75
X, Bear River Inflow 0,65 0.48 0.50 0.74 -2
Xz, Weber River Infliow 0.58 0,42 0.70 0.72 8
Xs Jordan River Inflow 0.73 0.74 0.56 1.01 -8

8he combination of pi(1) and hy values is outside the vange for which the ARMA (1,1) model is suitable

(Burges and Lettenmaier, 1973).

and Burges, 1977). In these cases, ¢
values obtained for Xj; and X2 were used
(i.e. 0.75 and 0.96); but in both cases, the
iterative solution for DDT did not converge.
A copy of 0'Connell's Fortran program for
estimating the coefficient matrices was
obtained, and the results were compared with
those from the programs developed in this
study. The coefficient matrices from the two
programs agreed for the 1937-1977 series with
present modified flows and for a precipita-
tion data set of order 3 obtained from
Armbruster (personal communication, June
1978).

The final attempt to overcome problems
with parameter estimation and improve match-
ing of the original statistics used an
alternative solution procedure for DDT. A
least squares procedure was used in which a
full D matrix was assumed in contrast to the
lower triangular form for D which must be
assumed in O'Connell’'s (1974) solution
procedure. The least sguares procedure was
applied to the five original time series
which were tun in the first approach and did
yield a solution for D, but preservation of
the statistics was very poor.

Evaluation of Problems

Two basic causes appear to underlie the
problems that were encountered with the
multivariate ARMA (1,1) model. One is that
the method of moments is a biased estimation
procedure, and the bias may well be in the
direction of increasing the probability of
causing nonpositive definite matrices. For
the univariate case, 0'Connell (1974) pro-
vides empirically derived tables to correct
for this estimation bias, but such correc-
tions are not available for the multivariate
case, nor was a way found in which generally
applicable corrections could be obtained.
Ledolter (1978) recommends use of maximum
likelihood parameter estimates; however, this
procedure would require 50 parameters for the

59

five series of this study and was not at-
tempted. The seventh approach in Table 25,
using a least squares estimation procedure,
was an attempt to overcome any difficulties
caused by bilas in the method of moments.
Convergence of the DDT matrix was achieved,
but the resulting generated flows were quite
poor.

These difficulties suggest that the
underlying problem in this case may well be
that the time-series data are incompatible
with the ARMA (1,1) models. Ewvidence for
this is seen on Table 2B.where all five time
series either have a serial correlation too
bigh for the model according to the figure
prepared by Burges and Lettemmaier (1975) or
a C matrix element exceeding unity which
violates the model according to 0'Connell
(1974). The C matrix problem is associated
with raondom fluctuations of correlations
too small to be statistically significant for
the evaporation and precipitation series.
This problem might well be handled by taking
both c¢j as unity. The C matrix problem with
the Jordan River and the high serial correla-
tions for all three rivers are probably
caused by the use of present modified
flows which are modified by large volumes of
storage that increase serial correlation by
damping flow fluctuations. This would
suggest using natural flows rather than
present modified flows in the ARMA (1,1)
model versions. This possibility would have
been explored in greater depth with addition-
al time, but the results described below for
use of natural flows in an ARMA (1,0) model
suggest that the gained better matching of
the natural flow data is lost by errors in
the best available estimating procedure
for transforming the generated natural flows
into the present modified flows needed for
lake stage forecasting.

Since the reservoir storage influence on
the present modified flows obviously creates
a memory longer than one year in the hydro-
logic system, an alternative approach to the



problem would have been to go to values
of p or q or both greater than 1 in the ARMA
(p,q) model. The difficulties encountered in
solving for functional parameters for the

ARMA (1,1) case, however, suggested that it
would be quite difficult to solve these
more complex cases. Further effort, such as

further development of a homogeneous ARMA
model of the sort described later in this
chapter, is needed to develop practical
sclutions for these models.

Comparison of Model Applications

The above analysis lead to application

of three flow generating schemes so that
their results could be compared and evalu-
ated. These were:

1. A bivariate principal components
ARMA (1,1) model of the 1937-1977 series with
present modified flow using the two principal
components shown on Table 27 to give the best
results and holding the other three principal
components constant.

2. An ARMA (1,0) or Markov model of the
1937-1977 series with present modified flows.

3. An ARMA (1,0) or Markov model of the
natural flows followed by transformation of
these flows to a present modified basis.

For the purpose of comparing these
models only, in each case 21 125-year series
were generated. The selection of 21 series
was based on a criterion of estimating the
mean stage for each year with an accuracy of
one foot and formulas provided by Hahn and
Shapiro (1967). Parameter values and cor-
relation matrices were computed for each
series. The means and standard deviations of
each number in the resulting 21 parameter and
correlation matrices for the first flow
generating scheme are shown in Table 29. The
results are compared with the statistics and
correlation coefficients of the original data
from Table 20 in Table 30.

In comparing the statistics for the
generated data on Table 29 with those for the
input data on Table 20, one can see that the
means are quite close, the standard devia-
tions of the generated data are about half
those observed, and the lag-one autocorrela-
tions are much too high. The average errvor
in matching these statistics and the number
of correlation matrix elements within various
standard deviation fractions of the data

values are shown in Table 30 for easier
comparison with the results from the other
methods. The two principal components

used loaded most heavily on evaporation
and precipitation respectively, and these
were the two sequences that the generated
flows matched best.

The ARMA (1,0) or Markov model was then
applied., The means and standard deviations
. of the resulting parameter and correlation
matrices from the 21 synthesized 125-year
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Table 29. Parameters and correlation ma~
trices generated by using two
principal components is an ARMA
(1,1) model, present modified flow
inputs and 21 sequences of 125
years generated.

Lag One
. Mean Staﬁdafd Auto- Hurst”

Variable Deviation .

; 5 correlation h
p(l})

Evap. 52.00 2.86 -0.459

Precip. 10.92 1.72 5.178

Bear 1028614 161138 -0.485

Weber 358786 50140.3 ~(}.094

Jordan 266239 29181 -0.271

MO Correlation Matrix
Evap. Precip. Bear Weber Jordan

Evap. 1.0 ~(0.337 0.956 0.880 0.961

Precip. 1.0 -0.611 0.168 -0.041

Bear 1.0 0.693 0.828

Weber 1.0 0.979

Jordan 1.0

Ml Correlation Matrix
Evap. Precip. Bear Weber Jordan

Evap. ~0.459 0.340 -0.497  -~0.297 -0.373

Precip. 0.314 0.178 0.208 0.420 0.387

Bear ~0.487 0.230 ~0.485 -0.383 -0.438

Weber -0.311 0.444 -0.406 -0.094 -0.188

Jordan ~0.381 0.413 -0.455 -0.183 ~0.271

M2 Correlation Matrix
Evap. Precip. Bear Weber Jordan

Evap. 0.237 ~0.084 0.227 0.204 0.224

Precip. ~0.084 0.162 -0.123 ~0.005 -0.039

Bear 0.226 -0.123 0.231 0.173 0.201

Weber 0.204 ~0.004 0.173 0.211 0.214

Jordan 0.224 -~0.038 0.201 G.214 0.224

aNot computed for this model.

sequences are shown in Table 31. In compar-

ing the statistics for the generated data on
Table 31 with those on Table 20, one can see
that the means are a little low {(and lower
than those on Table 29 as well), but that a
much better match of the standard deviations
has been achieved (primarily by preserving
the variation in the three series that
were not closely associated with one of the
two principal components of the ARMA (1,1)
solution. The lag one autocorrelations are
uniformly lower on Table 31 than they are on
Table 29. The matching of the lag-one auto-
correlations is much better for evaporation
and precipitation and only slightly worse
for the three stream flow series. The Hurst
coefficients are also on the whole slightly



Table 30. Comparison of generated with ori-
ginal data correlation matrices
for alternative generating
schemes.

Scheme 1 2 3 4
Model éf??é ARMA (1,0)
. Pres. Pres. Nat. 'ljrans—
bata Type Mod. ¥, Mod. T Flows éorm@d
MUFL
Historic Data
in Table No. 20 20 21 20
Synthesizied Data
in Table No. 29 31 32 34

Mean &411/u% 0.00 0.02 0.00 0.24

Mean AG/GC 0.50 0.05 0.02 0.21

Mean 49 (1)/p(1)° 2.07 0.34 0.22 0.58

Mean Ah/AC -b 0.27 0.20 -b

Mg Matrixd

Within 0.5 ¢ g 7 S 3
0.5 to 1.0 g 1 3 5 2
1.0 to 2.0 ¢ 2 0 0 3
Over 2.0 ¢ 7 0 0 2z
M; Matrix®
Within .5 ¢ 3 24 25 14
0.5 to 1.0 o 0 1 G 7
1.0 to 2.0 ¢ 4 0 0 2
Over 2.0 o 18 G ¢ 2
My Matrix®
Within 0.5 ¢ 3 12 12 9
0.5 to 1.0 ¢ 1 9 11 7
1.0 to 2.0 ¢ 3 3 2 3
Over 2.0 o 18 1 0 6

ZNumber of cases in which the value of the matrix
element averaged from the 21 sequences when cempared
with the corresponding element estimated from the data
matched within a range normalized by the standard de-
viation of the matrix element values generated from
the 21 sequences. Total cases are 10 for the My, 25
for the My, and 25 for the M, matrix. Morve elements
within fewer standard deviations suggests a better
matech.

bValues were not estimated for the Hurst coeffic-
ient on Tables 29 and 34.

“bDifference between the data value and the mean
of the 21 synthesized values divided by the data value
and the resulting ratic averaged over the five flow
sequences. A smaller agverage ratio suggests a better
match of simulated to recorded values.

worse. The correlation matrices match quite
well overall but exhibit the expected in-
crease In difference for the longer time lags
as one goes from Mg to Mp. Overall the
ARMA (1,0) bhas to be judged superior, largely
on the strength of much better matching of
4 and p for the evaporation and precipitation
series and § for the Weber River flows.
These better matches should greatly improve
the estimated probabilities for high lake
stages.
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Finally, the ARMA (1,0) model was
applied to the natural flow data. The means
and standard deviations of the resulting
parameter and correlation matrices from the
21 synthesized 125-year sequences are shown
in Table 32. In terms of the matching of the
means, standard deviations, and lag one
autocorrelations of the original data, this
method performed much better than either of
the others. As one would expect theoretical-
ly, the model is not preserving values for
persistence (h) much larger than 0.5. The
matching of the correlation matrices is
roughly equivalent to that achieved by the
same model for the present modified flows.
However, since the purpose of the flow
generation is to examine lake stage proba-
bilities under present rather than under
natural conditions, how well generated
natural flow sequences match reconstructed
historical ones 1s not the critical test.
One needs to transform these generated
natural flows back to present conditions and
compare those results with Table 20.

Conversion of Natural to
Present Moditied F lows

Equation 47 to estimate natural flows
from historical data can be reoriented to
estimate present flows from generated natural
flows. The result is

Q = Q . . (60)

- U -D +D, ~-C +C
b n ¢ o i e

b

where Qn is the generated natural flow,
Ue is the present annual consumptive use
estimated at the 1977 value from Table 19,

Di~-Ds is the net diversion into the basin
estimated as the average annual value
over the ten year period 1968-1877, and
Cp-Ce 1is an estimated value of net water
withdrawn from reservoir storage during the
year.

Regressions were run to estimate the
change in basin wide reservoir storage AS,
during a year (Cg - Cp) from the storage
Sy.1 at the end of the previous year and
NtT {(Ce - Ue - Co + Did. The best regres-
sion relationships based on reservoirs
existing in 1977 and using the last ten years
of data are shown on Table 33, Both variables
proved to be significant predictions in all
three relationships, and all three show
storage to increase in years when the reser-
voir is down at the beginning of the year and
inflow levels are high.

The 21 synthesized 125-year sequences of
natural flows were transformed Lo present
modified flows by applying Equation 60 in
which the parameters were estimated as shown
in Table 33. The means and standard devia-
tions of the 21 values for each parameter and
element in the correlation matrices are shown
on Table 34. The results are compared with
those achieved by the other models for
estimating present modified flows in Table
30. From that comparison, one can readily



Table 31. Means and standard deviations of the values for the parameters and correlation
matrices computed for the 21 125-year present modified flow sequences generated
using an ARMA (1,0) model.

Standard Lag One
Variable Mean Deviation Autocorrelation Hurst
u o p(1) h
Mn sD Mn SD Mn sSD Mn 8D

Evap. 51.83 0.63 3.83 0.36 0,17 0.10 0.51

Precip. 10.91 0.30 2.13 0.09 0.10 0.52

Bear 1054000 104000 441000 0.59 0.08 0.70

Weber 374000 39000 182000 0.55 0.09 0.72

Jordan 271000 20000 82000 0.71 0.06 0.72

MO Correlation Matrix
Evap. Precip, Bear Weber Jordan
Mn SD Mn SD Mn Sb Mn SD Mn SD

Evap. 1.00 0.00 -0.42 0.11 ~-0.30 0.07 ~0.20 0.11 0.00 0.11

Precip. 1,00 0.00 0.41 0.10 0.34 0.10 0.39 0.07

Bear 1.00 0.00 0.59 0.08 0.67 0.08

Weber 1.00 0.00 0.41 0.11

Jordan 1.00 .00

Ml Correlation Matrix
Evap. Precip. Bear Weber Jordan
Mn sD Mn sD Mn sSD Mn 5D Mn sSD

Evap. 0.17 0.10 0.23 0.08 -0, 14 0.07 -0.02 0.13 -0.07 0.11

Precip. 0.22 0.10 0.09 0,10 0.19 0,11 0.12 0.12 6.27 0.10

Bear -0.46 0.06 0.49 0.09 0.58 .08 0.47 0.11 0.43 0.12

Weber -0,27 0.09 0.53 0.07 0.58 0.09 0.55 0.09 0.52 0,09

Jordan ~0.14 0.11 0.64 0.05 0.54 0.11 0.49 0.12 0.71 0.06

M2 Correlation Matrix
Evap. Precip. Bear Weber Jordan
Mn 5D Mn SD Mn 3D Mn SD Mn SD

Evap. 0.27 0.10 -0.06 0.13 -0.11 0.08 -0.06 0.10 -0.07 0.10

Precip. ~-0.03 0.11 0.26 0.10 0.14 0.10 0.11 0.14 0,16 0.12

Bear -0.20 0.12 0.2 0.12 0.38 0.09 0,26 0.13 0.35 0.12

Weber ~-0,12 0.12 0.35 0.09 0.43 0.11 0.35 0.11 0.44 0.10

Jordan 0.00 0.12 0.45 0.07 0.41 0.12 0.36 0.14 0.53 0.10

see that the matching achieved for present
modified flows is definitely
that achieved when the ARMA (1,0} model
applied to the recorded present modified flow
series directly.

Possible Model and Estimation
Procedure Revisions

The results presented in the previous
section were disappointing in that the
matrices had to be so reduced in solving for
coefficient matrices for the ARMA (1,1) model
that the results with that model were un-
acceptable. The Markov model did a better,
but not an entirely satisfactory, job.
As shown in Table 20, two of the five Hurst
coefficients were less than 0.60 and thus in
_the range where use of an ARMA (1,1) model
would not be necessary to preserve per-

sistence. The significantly higher Hurst

inferior than values for the other three variables, how=-
is ever, strongly recommends a moving average
process for better replication. Before

accepting the Markov results the best that
could be obtained, it was decided to explore
ways to revise combinations of ARMA (1,1)
model and the parameter estimation procedures
to overcome the difficulties that were
preventing an acceptable solution.

Analysis of Model Deficiencies

ARMA models are plagued by matrices of
observed information which produce unsolvable
equations when substituted into the expres-
sions used to estimate the model parameters.
Various simplifications have been discovered
which permit preservation of selected parame-
ters of the observed sequence but not others
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Table 32. Means and standard deviations of the values for the parameters and correlation
matrices computed for the 21 125-year natural flow sequences generated using an -
ARMA (1,0) model.
Standard Lag One
Mean P :
. Deviation Autocorrelation Hurst
Variable ~ n ~
W o p (1) h
Mn Mn sD Mn Mn sD
Evap. 51.11 3,29 0.24 -0.10 0,11 0,50
Precip. 10.71 2.19 0.03 0,12 0.50
Bear 1741000 450000 0.42 0.06 0.57
Weber 901000 192000 0.34 0.09 0.53
Jordan 569000 185000 0.07 0.09 0.53
MO Correlation Matrix
Evap. Precip. Weber
Mn ¥Mn sp Mn sD Mn SD Mn SD
Evap. 1.00 0.00 -0.59 0.08 ~0.34 ¢.08 -0.31 0.08 -0.25 0.08
Precip. 1.00 0.00 0.61 0.06 0.47 0.08 0,70 0.04
Bear 1,00 0.00 0.69 0.05 0.58 0.05
Weber 1.00 0.00 0.57 0.07
Jordan 1,00 0.00
Ml Correlation Matrix
Evap. Precip. Jordan
Mn Mn Sp Mn SD Mn sSb Mn SD
Evap. ~0.10 0.11 0.22 0.11 ~0.04 0.0% -0.05 0,11 0.08 0.13
Precip. 0.20 0.11 0.03 0.12 0.28 0,08 0.12 0.08 0.02 0.10
Bear -0.27 0.08 0.44 0.07 0.42 0.06 0.31 0.09 0.21 0.10
Weber ~0,09 0.08 0.30 .08 0.39 0.07 0.34 0.09 g.10 0.11
Jordan 0.09 0.10 0.15 0.10 0.37 0.08 G.32 0.06 0.07 0.09
M2 Correlation Matrix
Evap. Precip. Jordan
Mn Hn 5D Mn s Mn SD Mn 5D
Evap. 0.11 0,12 -0.08 0.10 0.01 0.08 ~0.06 0.09 =0, 04 .09
Precip. ~0.13 0.11 0.22 0.11 0.12 0.09 0.06 0.08 0,10 0.09
Bear -0.0¢ 0.08 0.11 0.08 0.17 0.09 0.08 .09 0.06 0.10
Weber ~0,07 0.09 0.18 0.09 0.16 0.11 0.08 0.10 0.07 0.09
Jordan -0,12 .11 0.25 0.0%9 0.17 0.08 0.10 0.08 0,11 0,08
Table 33. Factors for converting natural to present modified streamflows.
River Consi?ifive Diversions Storage Regressions
b 0 D -D, Based on 1968-1977 Data
¢ o i
Bear 616000 None AS, = 1335644 + 0.07729 Nt‘" 1.2294 8¢ 4 0.88
Weber 442000 39130 ASy = 400329 + 0.15518 N/ - 1.34815,. 4 0.79
Jordan 410000 ~123860 A5, = 240492 + 0.78784 N - O.?lS&St_l 0.98
Notes:
All units in acre-feet
A8, = change in storage during year (Cg -~ ()
S,_ beginning of year storage {Cb)
N, = nwvatural flow less consumptive use and diversions out of the basin (Qn—-UC—-DQ+‘Di)

t

H

year
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. sequences of length 20

Table 34. Means and standard deviation of the values for the parameters and correlation
matrices computed for the 125-year present modified flow sequences computed
by equations shown on Table 33 from natural flow sequences generaled using an
ARMA (1,0) model.

Me an Standard Lag One 4 .

Variable e Deviation Autocorrelation U:S

5 B (1) '
Mo sh Mn SD Mn SD Mn SB

Evap. 51.14 0.39 3.27 0.25 -0.04

Precip. 10.68 0.33 2,20 0.07

Bear 1291000 241000 463000 0.49

Weber 562000 170000 172000 0.45

Jardan 362000 107000 135000 0.49

M(} Correlation Matrix
Evap. Precip. Bear Weber Jordan
Mn 5D Mn SD Mn SD Mn SD Mn SD

Evap. .00 .00 ~0.59 0.08 ~0,37 0.09 -0.35 0.10 ~0.09 0.12

Precip. 1.00 0.00 0.65 0.08 0.55 0.07 0.43 0.15

Bear 1.00 0.00 0.75 0.07 0.52 0.07

Weber 1.00 0.00 .51 0.09

Jordan L.00 0.00

Nl Correlation Matrix
Evap. Precip. Bear Weber Jordan
Mn 3D Mn SD Mn SD Mn SD Mn SD

Evap. -0.04 0.09 0.18 0.08 -0.03 0.10 -0.04 0.10 0.04 0.10

Precip. 0,14 0.08 0.07 0.12 0.32 0.08 0.18 0.10 0.09 0.09

Bear ~0.34 0.09 0.49 0.08 0.49 0.09 0.37 0.11 0.16 0,09

Weber -0.19 0.11 0.40 0.12 0.50 0.11 0.45 0.12 0.15 0.13

Jordan ~0.15 0.16 0,57 0.21 0.63 0.14 0.63 0.17 0.49 0.23

M, Cerrelation Matrix
Evap. Precip. Bear Weber Jordan
Mn Sb Mn SD Mn SD Mn SD ¥n 5D

Evap. 0,08 .08 -0.02 0.09 0.01 0.09 -0.03 0.11 0.04 0.09

Precip. ~0.14 0.09 .21 0.09 0. 14 0.07 0.08 0.10 0.02 0.09

Bear ~0.04 0.08 0.1k 0.08 0,18 0.08 0.09 0.09 0.02 0.12

Weber -3.09 0.11 0.22 0.11 0.22 0,11 0.08 0.09 0.08 0.12

Jordan ~0.07 0.10 0.36 0.12 0.44 0,15 0.37 0.20 0.24 0.15

(0'Connell, 1974; Matalas and Wallis, 1971). B {9 0 B Y, 19 0

Since model parameters are estimated from & = Vo9 B o= 0 Y. 19

observed sequences that contain significant
measurement error, the system parameters
estimated from the observed data are also not
without error. The following question
therefore deserves attention. Is the failure
of the models to preserve estimated parame-
ters due to failure of the model to approxi-
mate nature or due to a sensitivity of
parameter estimation for the model to errors
in estimation that cannot be prevented
because of limitations to the precision with
which the data are measured.

A simulation experiment was tried to
gain insight on this issue. For this experi-
ment, 100 sets of two dimensional random
were generated with
the ARMA (1,0) model of Equation 50 with
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and the ¢(t) vector being independent stan- -
dard normals. For each of the 100 sequences,
Mg and M] were estimated. For 7 of the 100
sequences, the estimated Mg and M] violated
the constraints of the model. Since the data
originated from Equation 50, violation of the
constraints is at least an occasional result
of using statistics from a short period of

record (approximately 20 years).

An alternate method of estimation may
reduce the problem, e.g., the method of
maximum likelihood (ML). In addition to
providing parameter estimates for the situa-
tion in which the method of moments as given
by O'Connell (1974) fails, it has recently



been shown (Ledolter, 1978) that the ML
method is generally better in large samples.
That is, the parameter estimates have greater
asymptotic relative efficiency when compared
with those by the method of moments. How-~
ever, the ML method requires numerical
optimization programs. In application to
systems with many multivariate components,
estimation can be very expensive if not
impossible. For the data under considera-
tion, optimization on 50 variables is re-~
quired. In addition, the optimization
follows an iterative scheme that must be
repeated several times in the process of
obtaining estimates.

Ledolter (1978) has also pointed out an
inconsistency in multivariate autoregressive
models. He has shown mathematically that in
the general case, the order of individual
series contained within a multivariate
autoregressive model of order p may be of
order greater than p. This generality does
not seem necessary. Indeed, in most applica-
tions of multivariate analysis, it 1is more
reasonable to generalize from the univariate
to the multivariate while preserving the
order of the univariate model.

There is a similar inconsistency in the
multivariate moving average process. The
univariate model (ARMA (0,q) may be repre-
sented by

X(r) = e(t) - els(t—l} -eze(t~2)—'... eqe{t-q)
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and in the multivariate case:

X(e) =

c(t) - E}a(t~l) - . - qu(t—g)

(62)

» - . . » . B .

It is easily observed that for arbitrary
Ej's, vector subsets of ¥X(t) are not ARMA
(0,q). Consider for example the first

element in X(t),

x(8) = € () ~e) eleml) - e e(e=2) - ...
- gqu(t-q) B )

where £9(t) is the first element of =(t),
and by's are the ith row of Ej. Equation
63 is not of the form of Equation 62 due to
the complexity of the error structure at the
t-1, t-2, ..., t-q times.

This difference in form suggests the
possibility of restricting the multivariate
ARMA (p,q) model in such a way that every
univariate vector is ARMA (p*,a¥®) where p* <
o and a* < g and of using this restriction as
a means of establishing parameter matrices
which can be solved. For example, one vector
of an ARMA (1,1) model could be (1,0), but
none could be (2,1). ARMA models which
possess this characteristic are denoted
homogeneous ARMA (p,q) models. The technique
achieves considerable simplification of
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parameter estimation at

little sacrifice of
generality. '

Homogeneous ARMA (p,q) Models

The following theorem states the condi-
tions under which an ARMA (p,q) model is
homogeneous. Note that the conditions are
"if and only if,”™ i.e., no further simplifi~
cations nor generalizations can be made
and still preserve the homogeneous character
of the model.

Theorem. The ARMA (p,q) model (Egquation
49) 1s homogeneous if and only if the ma-
trices Gy, i 1, 2, p and E{f, 1 =1,
2, «.., q are diagonal.

ey

Proof. The "if" portion of the proof is
immediate, Every vector subset of the
original variable has the model formed by
taking the corresponding subset of the rows
of the Cj and Ej matrices. Since these
are diagonal, the subset matrix of the
rows can be redefined to be diagonal and
the ¢ vector shortened to include only those

elements necessary.

The "only if" portion of the proof is
most easily accomplished by assuming that one
(or more) of the C4; and/or Ei have one or
more off-diagonal elements that are non zero.
1f there is one off-diagonal element of an

Ci that is non zero, then it follows directly
from the proof of the inconsistency referred

to in Ledolter (1978) that there exists a
marginal univariate model with autoregressive
order greater than p.

Suppose there 1is one non zero off-~
diagonal element of a Ej, i 1, 2, ..., q.
Without loss of generality, suppose it is the
1,2 element of Ej. Then Equation 63 repre-
sents the moving average portion of the first
element of X(t) i.e., x1(t). Thus the vector
b;T in Equation 63 results in the inclusion
of the second element of ¢ (t-1) into the
model for xj(t). Since this element cannot
be incorporated in the "error' term at time t
(i.e., €1(t)), the error structure does not
have the univariate moving average form.

It has been shown that no off-diagonal
elements of Cyq, 1 1, 2, ..., nor Ei,
i =1, 2, , 4 can be non zero or the ARMA
(p,q) model will not preserve at least one
univariate subset. The theorem is proved.

PR

For the multivariate case, Ledolter
(1978) has shown that maximum likelibood
estimators are preferred over those obtained
by the method of moments. Maximum likelihood
estimation for the non-homogeneous model
involves nZ2 (p + a + 1) parameters, where n
igs the dimension of X{t) in the model. A
numerical optimization is required which
involves nZ{p + g) parameters. Thus for a
system with five variables, the simplest
ARMA model exhibiting long term persistence
in finite sequences (i.e., ARMA (1,1))
requires numerical optimization for 50
parameters. By contrast the homogeneous
model involves n (p + q + n) parameters and



numerical optimization on n {(p + g) of them.
For the five variable case, this is 10
parameters as opposed to 50. Numerical
optimization on 50 variables seems question-
able while on 10 it is reasonable.

Although maximum likelihood estimation
18 more efficient than the method of moments
for multivariate models, it is not neces-
sarily best for the univariate case. The
rethod of moments with the bilas correction
given by O'Connell (1974) has the distinct
advantage of preserving observed long term
persigtence in synthetic sequences, This
persistence is usually measured by the Hurst
coefficient. In O'Connell's formulation, the
Hurst coefficient is a parameter in the
univariate case. Unfortunately, this parame-
terization and the bias correction is lost in
the multivariate case. It 1is possible using
the homogeneous models to take advantage of
O'Connell's method to estimate the n (p + q)
parameters which are the diagonal elements of
the €3, i =1, 2, ..., p and Ei, i 1,
2, vves g Then the conditional maximum
likelihood method can be used to estimate the
n? elements of the variance-covariance
matrix of the ¢(t) random variable. This
estimation techoique has the advantage of
preserving a measured persistence in the
univariate series and of requiring no numeri-
cal optimization procedures. However, it
requires information which may be difficult
to obtain in many cases. 0'Connell (1974)
has prepared tables for the ARMA {1,1) case
only; however, this case 1is important in
applications.

the absence of empirical validation
homogeneous models {(testing with
natural data), 1t is important to investigate
on intuitive grounds the effect of the
restrictions as compared with the general
ARMA models. The most notable effect due to
the diagonal nature of the C; and Eji matrices
is that the historical contribution to the
present value of a given element of the
random vector x{(t) is limited to the historic
values of that same element. This does not
at all imply independence because the present
"error” (i.e., e(r)) can be a correlated
random vector. As time progresses, e.g., 45
time t becomes t+l, the values in £(t}, as
they contribute to the then present values of
x(t), contribute to the new present value
only as modified by a constant specific Lo
each element in ¢{(t). For example, suppose
the homogeneous model were used to model
yearly volume of several streams in a large
basin. The restrictions imply that for a
given stream, the present flow volume is due
to the present and past "errors’ (precipita-
tion) and past streamflow in that stream
drainage area and no other areas. The
"errors™ may be correlated, but what actually
happened in the past in the given area is
what influences streamflow in that area.
This implies that if, for example, one stream
in the system receives considerable recharge
from groundwater originating in the area
. of another stream in the system, the homoge-
neous model would not be applicable.

in
of the
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In conclusion, the restrictive assump-
tions in the homogeneous ARMA model seem
rather swall in comparison with the advan-
tages the model has in making maximum likeli~
hood parameter estimation computationally
feasible. Since the method of moments
produces biased parameter estimates that
cause modeling problems and maximum likeli-
hood techniques require too many parameters
to be computationally feasible for complex
multivariate or multilag models, the above
homogenous approach provides a real pos-
sibility that deserves further exploration
for such cases as occur when a number of
variates need to be generated or multiple
lags {p or q > 1) are required. Multiple lags
are required to reproduce series where
lag-two correlations exceed lag-one correla-
tions because of long aquifer travel time or
the long carryover storage periods in large
reservoirs. Further development of this
model and appropriate parameter estimation
techniques was not possible within the scope
of this study, but continued work is highly
recommended. For immediate application, it
was necessary to choose from among the other
models.

Transformation of Generated
Series to Flows, Precipitation,
and Evaporations

Since Mg, M1, and M2 are cross-
correlation rather than cross-covariance
matrices, the sequences generated by Equa-
tions 50 and 51 are all in the form of
standardized normal distributions of zero
mean and unit variance. Up to three trans~-
formations thus must be performed to convert
the generated data to present modified flows,
and these transformations were used to
produce the data summarized in the statistics
on the top of Tables 29, 31, and 32. The

three transformations are:

1. Destandardization to convert the
distribution of synthetic flows from N{(0,1)
to N(y,ou).

- 2. Transformation from N(u,0) to 3LPN
(ut, of, a) for those variables (all except
precipitation) for which the original series
have skewness coefficients exceeding 0.1.

3. Counversion of streamflow series to
acre feet by an area of 1,079,259 acres.
Computer Programming

A11 of the computations required to

input raw data provided in the form shown
on Table 15 (i.e., all records complete for a
uniform time period), perform the necessary
analyses and transforms, and estimate the
parameter matrices for the multivariate
stochastic model are performed on a computer



program documented in Appendix D. The docu-
mentation includes a program listing, a
description of the required input, explana-
tion of the generated output, and a dictiom-
ary of variables.

The programming to use the estimated
parameter matrices in generation of the
desired time series and transform those
series from their generated standardized
normal form to natural or present modified
series are similarly documented in Appendix
E.
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Selection of a Model
for Subsequent
Damage Analysis

The Markov ARMA (1,0) model calibrated
to match present modified flow relationships
during the &4l-year period from 1937 through
1977 was selected as the option in the
computer program best meeting the needs of
this study. Present conditions for ini=~
tializing stage sequences generated with the
model were established by the October 1,
1978, lake level of 4198.6 feet.






CHAPTER 5

HYDROLOGIC EVALUATION OF LAKE LEVEL CONTROL ALTERNATIVES

Introduction

The end product desired from this study
was a model that could be used to estimate
benefits for various lake control alter-
natives. Since the benefits amount to the
reduction in expected damage from lake
level fluctuation that a level control
program achieves, the key step in the
analysis is to develop a capability to model
how lake level fluctuation patterns are
altered by control alternatives. One needs
to predict how each alternative affects
inflows and outflows for the lake, the
stage-area-volume relationship, or any other
parameters changing the lake water balance.
For this reason, it was necessary to identify
the likely control alternatives, describe how
they function to control lake levels, and
represent them within the lake water balance
model as options that the user can call
as needed to evaluate the alternative.

Control Alternatives

The three concepts most frequently
mentioned for lake level control or damage
reduction on the Great Salt Lake are:

1. Develop upstream consumptive uses
{such as irrigation) for Bear River water to
reduce inflows to the Great Salt Lake (Riley,
1978).

2. Pump the water from the Great Salr
Lake into the western desert for evaporation.
(At the requestion of the Utah Division of
the Great Salt Lake this alternative was
studied by the U.S. Army Corps of Engineers,
1976.)

3. Construct dikes to protect vital
areas from flooding as the lake rises (Utah
Water Research Laboratory, Section V, 1977).

A fourth alternative is to do nothing
and gamble that the lake will not rise to
cause excessive damage. Should it begin to
do so, one may presuppose that from a politi-
cal standpoint alone some action would
have to be taken and people would ask 'was
enough done soon enough?”

The fifth alternative would combine the
three control concepts. One would theo-
retically expect there to be some mixture of
diking, upstream consumptive use, and pumping
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that would be better than using any one of
these options exclusively.

The expected damages associated with the
fourth alternative would be estimated by the
basic damage model. The need is to examine
the first three alternatives to determine how
they affect the lake water balance and
how those effects can best be represented
quantitatively in a model, It was also
necessary to consider any special problems
that might be caused by trying to model
effects of using more than one measure
s imultaneously.

Increasing Consumptive Use Within
the Bear River Basin

The second strategy for regulating the
fluctuating water levels of the Great Salt
Lake is to irrigate additional land to
increase consumprive use only during high
flow years. Permanent increases would have
the adverse effect of aggravating the prob-
lems caused by low lake levels.

This strategy has considerable appeal in
an arid climate since it uses "surplus" fresh
waters before they become mixed with the lake
brines and lose much of their economic value.
It is also associated with considerable
difficulty because implementation of a plan
to use water for agriculture only during wet
years would have to overcome many physical,
econcmic, and social and institutional
problems.

The only tributary stream to the Great
Lake which contains significant irri-
gable, but not yet irrigated, land is the
Bear River. Fortunately, this river contri-
butes an estimated 56 percent of the total
gaged streamflow into the Great Salt Lake,
enough water to provide the needed lake level
regulation. There are approximately 1,000,000
acres of arable land within the Bear River
Basin. An additiopal 600,000 acres to the
west of the basin in the Blue Creek, Hansel,
and Curlew Valleys could be irrigated from
the Bear River. Of the 1,000,000 irrigable
acres within the Bear River Basin, approxi-
mately half are already being irrigated.

Salt

Riley (1978) suggested that increasing
consumptive use be explored by beginning with
a plan for irrigating on a continuous basis
all those lands to which irrigation water



could be supplied at benefit/cost ratios
of one or greater. The additional irrigation
would increase water usage and both the high
and low water levels in the lake., In addi-
tion, Riley proposed that as rising stages
bring the lake level close to a point of
causing major damage, additional lands be
irrigated with those where B/C ratios were
closest to one being brought under irrigation
first. 1f lake levels continued to rise,
still additional lands would be irrigated
until the desired regulation was achieved.
Under falling lake stages, irrigated areas
would be reduced in reverse order.

Hydrologic modeling of the effect of
this alternative on lake levels needs to
represent how the irrigation changes the time
series of inflows from the Bear River. The
required computations are obviously much
more complex than those required for the
diking alternative. An exact representation
would have to simulate a reservoir operating
policy for adding and deleting marginal
irrigated areas and the consequences of that
policy on how much water would be stored in a
given year, how much would be used for
irrigation, and how much return flow would
get back into the lake. Until it is estab-
lished that this alternative is sufficiently
promising to warrant analysis in this detail,
the planned approximation was to make
the liberal assumption that whatever increase
in consumptive use 18 necessary to achieve a
targeted degree of lake level control can be
accomplished. If such an idealistic project

does not produce enough benefits to justify

new irrigation projects, there would be
little hope for a more realistic one.

Pumping to the Western Desert

In 1976, the Corps of Engineers was
requested by the Utah Division of the Great
Salt Lake to evaluate 'alternatives dealing
with a possible contingency plan to pump
water from the lake to the desert area west
of the lake." The Corps (1976) provided
a rteconnaissance design with associated
costs, hydrologic evaluations, and a cursory
investigation of possible adverse effects to
the west desert area including the Hill Air
Force Bombing Range. The concept was to
pump water from the Great Salt Lake during
periods of high lake stages, spread the water
over a confined area of the adjacent west
desert, and return water sgsaturated with salt
to the lake to avoid losing the lake's
valuable mineral resources to the desert salt
deposits. The structural features included
an intake channel from the south arm of Great
Salt Lake to a pumping plant to lift the
water about 30 feet, a conveyance canal,
a holding area, and a drainage channel back
to Great Salt Lake. Three alternatives were
costed with the variable being the amount of
water to be pumped from the lake. The most
modest design would pump up to 1000 cfs to a
holding area that could contain 137,000 acre
., feet between two dikes. During a vyear,
520,000 acre feet would be pumped from the
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lake, 210,000 would be returned through a 600
cfs capacity channel, and 310,000 acre f[eet
would be evaporated.

Hydrologic representation of thig
process requires specification of lake
elevations at which to begin and end pumping
and of pumping rates. Within a year, the
desert holding area may damp lake level
fluctuation by being filled during spring
highs and emptied during fall lows, and
the relationship between end-of-the-year and
annual peak lake level may need to be modi-
fied. 1f the return flow canal also returns
salts dissolved from the western desert and
increases the lake's salt content, evapora-
tion may be slightly reduced.

Diking Alternative

The diking alternative employs levees to
provide flood protection to specific proper-
ties. A levee section for reconnaissance
design (Utah Water Research Laboratory,
1977) was patterned after the Willard Bay
diking system designed by the U.S. Bureau of
Reclamation. This design has on the lake
side an embankment slope of 10:1 to the
design level lake elevation. A 6-foot
freeboard above this elevation has a slope of
2.5:1 and 1is protected from wave action by
rip-rap. The top width of the dike is 25
feet, and the downstream or land side of the
embankment is designed with a slope of 2:1.

Possible dike locations were plotted by
Riley as shown on Figure 7. If the bird
refuges at Bear River Bay and at the mouth of
the Weber River are to be protected by
levees, pumping plants will be required to
1ift the flows of the two rivers into the
Great Salt Lake. Protection of all bird
refuges, mineral companies, and highways
requires construction of dikes 1, 2, 4.5, 5,
6, 7, 8, 9, 10, 11, 15, 17, 19, 20, 21, 22,
23, and 24. Dikes 15 and 19 would each
require a pumping plant. In summary, Riley's
reconnaissance found diking attractive in
terms of its flexibility as to area protected

and for building and then raising later if
needed, its cost with a range of likely
economic feasibility, lack of interference

with other uses of the lake, and the fact
that it can be designed and coperated indepen~
dently of upstream land and water uses.

Each dike would prevent flooding on its
landward side, reduce the volume of water
stored in the lake at a given stage, cause
the lake as a whole to be a little higher,
and consequently slightly increase damages
to unprotected property. The principal
information required to analyze the effect of
diking alternatives on lake levels would be
data on how much the dikes reduced the
surface area and velume of water in the lake
at various elevations. The result would be a
revised stage-area-volume relationship.

A second need would be a planned course
of action as water levels rise to overtop



levees and programming of that plan in the
water balance model. The pumping plants at
the mouths of the rivers could not be eco-
nomically designed to pump river flood peaks
over the dikes and would thus require
some upstream freshwater storage. When
rising lake levels threaten to overtop the

pumping rates and add to upstream fresh water
flooding rather than continue pumping until’
other dikes are overtopped and the areas
behind flooded with salt water. In summary,
a planned sequence of levee failure may
increase benefits, and bydrologic modeling
representation of alternative sequences may

dikes, it may well be better to reduce be helpful.
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CHAPTER 6

LAKE WATER BALANCE MODEL

Purpose of the Model

For each year, a lake water balance
model starts from the water volume at the
beginning of the vear and adds lake inflows
and subtracts evaporation losses to estimate
end of the water year volume, stage, and
surface area. Historic sequences of lake
stage can be simulated from an initial stage
and historic sequences of inflows and evapo-
ration. Alternatively, inflow sequences can
be adjusted to represent, for example, natu-
ral flows, and the model can be used to esti-
mate a sequence of lake stages that would
have occurred under natural inflow condi-
tions. The major role of the lake water
balance model in this study 1is to convert
stochastically generated sets of sequences of
streamflow, precipitation, and evaporation
to corresponding sequences of lake stages.
The lake water balance model may also be
used to study the effectiveness of various
schemes for controlling lake stages by
adjusting the changed inflows, outflows, or
lake characteristics.

Lake Water Balance Algorithm

A lake water balance model developed by
the Utah Division of Water Resources (1974)
for application to the Great Salt Lake was
adapted in this study. The form of the model
is generally applicable to terminal lakes
although some of the relationships (e.g.,
Equations 65 and 66) would need to be re-
calibrated before one could apply the model
to another lake. The basic relationship for
the model is the water balance equation:

+ +S + G o+ {p ~e JA
S s t t 4

Vv =V N+
&t—lﬁ.QB,t Q t-1

W,or T,

64)

B B . » B . B

in which

Yy = volume of lake at the end of the
tth water year (ac ft)

Op,t = surface inflow from the Bear
River in the tth water year
(ac ft)

Ow,t = surface inflow f[rom the Weber
River in the tin water year
(ac ft)

Gy,t = surface inflow from the Jordan
River in the tth water year
(ac ft)
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St = ungaged surface inflow from
small streams during the tth
water year (ac {t)
Gy = subsurface inflow during the
tth water year {ac ft)
= recipitation on the lake durin
P Ehe tgh water year (ft) &
er = evaporation rtate from the lake
during the t'h water year (ft)
Ay = lake surface area at the begin-

ning of the tth year (ac)

In applying Equation 64, the initial

stage can be translated into corresponding
values for the lake surface area (Ap.1) and
volume (Ve.1) from the surface areas and

storage volumes for various Great Salt Lake
stages given in Table 35. Annual totals for
the flows represented by all the other
terms on the right side of Equation 64 are
then used to calculate Vt one vear later.

V¢ becomes Vig-1 for the next application,
and the information in Table 35 can then be
used to determine a corresponding Ag_.j.
The water balance computations can then

proceed iteratively for as many years as flow
information is available.

Of the seven flow variables on the right
side of Equation 64, five (Qp, ¢, Qu,t, QJ,t,
Py, and ey} are generated by the multivariate
model. Two {8, and G¢) were not, primarily
because the necessary data series were not
available. For this study, these variables
were estimated from the relationships:

Y. . . (63Y
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i
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0.07Qt+0.04 Qt—i+0'02 Qt—? . (66)

The coefficients in Eﬁuations 65 and 66 were
obtained by UDWR (1974) through a2 trial-and-

error calibration by using bistoric inflow,
evaporation, and lake stage data in Equation
64. The calibration was confirmed in this
study (Figure 8).

Evaporation is input to the model as
fresh water equivalent evaporation. The re-
duction in evaporation caused by salinity is

estimated by approximating the relevant por-
tion of Figure 10 with the linear equation:
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Table 35. Stage-volume and stage-area data

for the Great Salt Lake.

Water Surface

Surface Arvea Volume

Elev.
fr (msl) acres acre-feet

4170 160000 161000

4180 2950500 407000

4184 4732990 482000

4186 5724620 509034

4188 6768670 335056

4189 7311200 550000

4190 7868300 564196

4191 8440400 580000

4192 9030560 601861

4193 9645950 632676

4194 10301080 677888

4195 11002040 719964

4196 11749730 772964

4197 12556430 839809

4198 13421890 890047

4199 14350140 969949

4200 15370180 1079259

4201 16481450 1140000

4202 17640700 1175000

4203 18828700 1201000

4204 20040700 1223000

4205 21276000 1250500

4206 22542000 1330000

4207 23808000 1375000

4208 25075000 1410000

4209 26341000 1450000

4210 27607000 1430000

4211 29800000 1530000

4212 30700000 1570000

4219 43200000 2000000

in which

erT =
fresh water equivalent lake
evaporation in the tth water
year (ft)

Cr = mean lake salinity in percent up
to a maximum value of 27.5
at saturation

Cy is calculated by the model by

dividing the total weight of salt in the lake
(4.7 % 109 tons) by the rotal weight of
water (62.4 x 43560 V¢/2000), multiplying
by 100, and truncatsng the value of Ci at
its saturation value when lake levels are
low.

The model applies Equation 64 in annual
time steps from the end of one water year to
the end of the next. However, the annual
peak stage, which usually occurs between
April and July on the Great Salt Lake, is of
primary concern for a study of lake stage
control measures. To account for the fact
that the lake peaks after the spring runoff
water rather than at the end of the water
year, the peak stage is estimated by using
the fractions of the annual lake inflows and
evaporation that have occurred historically
before the date of the recorded peak. By
substituting these fractions in Eguation
64, the water balance is written:
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Vp,t = Vt 1+«0 .75 (Q Qw N QJ’tﬂ'St4'Gt) ’
+ 0,71 PAL - 0.30 e, Al o . o . (68)

in which
Vp,t = estimated peak lake volume

during the tth water year

is used to establish lake stages
for esilmatlng damages from high water while
V¢ is used to establish stages for esti-
mating damages from low water since the
end-of-the-water-year lake level is usually
near the minimum value.

The input data options available in the
lake water balance model are shown in the
flow diagram of Figure 9. 'The strategy used
to evaluate the hydrologic effects of the
three lake stage management options is
also depicted. The computer programming 1is
documented in Appendix E with a program
listing, input and output descriptions, and a
dictionary of variables.

Options in Model Application

Application Alternatives

The water balance model may be applied
either with historical data for calibration
or validation purposes or with generated
flows to estimate probabilities for future
lake stages. In historical applications,
one can estimate unmeasured gquantities (such
as subsurface inflow and ungaged streamflow
to the Great Salt Lake or flows during gaps
in the historical record) as those giving the
best match of historical stages. In proba-~
bility applications, one begins from flows
generated stochastically and representing
homogeneous watershed conditions. 1f the
homogeneous data are based on natural condi-
tions, they must be transformed to reflect
present conditions in order to calculate
present probabilities. 1f future proba-
bilities are desired, one either has to
assume that present conditions will continue
into the future or further transform the data
to represent some selected scenario of future
changes. For this study, the assumption was
no change into the future other than the lake
control alternatives explicitly considered.
Provision is made in the model for the user
to select from among the various options
according to the desired application.

Methods for Specifying Input Data

Four options are provided for specifying
the input time series (Figure 10}). The first

option reads time series of precipitation,
evaporation, and streamflow data at three
sites. This option was used with historical

data to calibrate Equations 65 and 66. The
second option uses a constant aunual evapora-
tion rate and can be used when evaporation
t ime series data are not available.
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Flow diagram for the lake water balance model.
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specified inflows.

Figure 9. Continued.
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Pumped out{low
option selected?

y/

Estimated volume of pumped outflow
acconding to specified control elevation
and maxiprum pumping rate

\!

Caleulate peak lake stage from peak lake volume

Estimate separate north and south arm peak
stages for given causeway opening

Histimate end of water year Jake volume using
Equation 64

Residual
volume option
selected?

water year

Calcutate residual volume at end of

Figure 9.

Cont inued.
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Upstream develop-
ment option selected?

Calcutate excess inflows above control
volume

Caleulate mean fake salinity

N

Caleulate end of water year stage from
corresponding volume

Estimate separate north and south arm end of
water year stages for given causeway opening

v/

Caleulate average annual inflows and Juke stage,
volume, ares, efe.

Print annual and average annual inflows and lake
stage, volume, arca, ete.

Write generated inflows and/or Iake stages to
disk files according to user-selected options

Figure 9. Continued.
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Figure 10.

Options
generated lake
in this study,

used

> Input -~ Model(s) P Gutput
- P
1. Principal inflows input
Historic, Precipitation
Natural, or Evaporation L:‘ke
Water
Present Bear River!
Bat
Modified Weber River! aance > Lake
Model
Inflows Jordan Riyer! ; @ Stage
Groundwaier & small streams j—"'}
2. Principal inflows input, average annual evapomtion
Historic, Precipitation ~
Natural, or Bear River? Lake
Present Weber River! Water
Modified Jordan River! Balance S Lake
Inflows \?' Model Stage
l Groundwater & small streams J——}
{ Evaporation }*’%
3. Univariate generation of fake inflows average annual evaporation
Stochastic Univariate Precipitation Lak
aAKe
Model ———3  Stochastic Wat
ater
Parameters Model of Lake
Lumped streamflow Balance “‘“% Sta
Lake inflows Modet ge
3
l Groundwater & smalf streams !“"ﬁ
i Evaporation }——)
4. Multivariate generation of lake inflows
Multivariate Precipitation Lk
. S
Stochastic Stochastic Evaporation Wt
ater
Bear Rivi
Model —3  Modet of ear River Baiance Lake
Parameters Lake inflows Weber River -1
Model Stage
Jordan River
4
Groundwater & small streams f—~>

’Be;\r. Weber, and Jordan River flows may be iumped under this option,

Outline of options for input or generation of lake inflows.

3 and 4 are for stochastically
inflows. Option 4, the one
uses multivariate sto-

chastic generation of precipitation, evapora-
tion, and surface inflows in the Bear, Weber,

and Jordan
univariate
cipitation

the lake.
and lumped
independent

tion in one

Rivers. Option 3 uses separate
stochastic models of lake pre-
and lumped surface inflow to
This option treats precipitation
surface inflow as statistically
variables (their c¢ross-correla~
application was found to be just

80

significant at the 0.05 level; o (0)
0.24). Option 3 was used in an early stapge
of the study to obtain approximate results in
the question of whether or not to cut
an opening in the Scouthern Pacific Railway
causeway {(Bowles et al., 1977).

Attempts to Model Residual

Flows Explicitly

Buring development of the lake water
balance model and the stochastic models to



generate lake inflows, "residual’ time series
were calculated under options 1 and 2. The
residual value calculated for a given year
for this time series was defined as the net
difference between the observed lake volume
and the lake volume calculated using the
inflow time series excluding the model
estimates of groundwater and small stream
inflows (and evaporation under option 2).
Thus, the residual time series represents
the sum of groundwater inflow, small stream
inflow, evaporation under option 2, and error
in the flow or lake stage data. Attempts
were made to model the residual time series
by 1) adding it to the multivariate stochas~
tic model, and 2) regressing it against the
variables in the univariate stochastic
model. However, neither attempt was success-
ful because use of the residual time series
resulted in very extreme lake stages.

Upstream Development

Another feature of the adapted water
balance model enables the user to evaluate
the effects of upstream water development
projects that increase consumptive use on
lake levels. At present, nearly 1,500,000
acre feet annually are consumptively used in
the Great Salt Lake Basin. The model
provides for two alternatives for increasing
that use. One plan would provide for a
continuing increase 1in upstream consumptive
use, most likely to occur by putting new land

under irrigation. The other plan would
provide for an intermittent increase in
upstream consumptive use, most likely to

occur if some lands are only to be irrigated
during years when extra consumptive use 1is
required to prevent high lake stages and
their associate damages. The first plan is
modeled by specifying an increase in consump-
tive use which the program subtracts from the
streamflows. The second plan is modeled by
specifying a control elevation, and the
model then assumes that any flows that would
cause this stage to be exceeded are instead
diverted to irrigation that increases con-
sumptive use. Under either option, one can
use the damage simulation model described
in Chapter 7 to determine the effect of a
proposed increase in upstream f{(continuing
or intermittent) consumptive use on average
annual damages caused by fluctuating lake
stages so that these benefits can be used in
the necessary economic feasibility studies.
A more refined analysis simulating more
realistic reservoir operating policies cap be
developed later once specific schemes
prove promising and are more carefully
defined.

Pumped Cutflow

A capability for representing the
operation of a plant pumping water from the
Great Salt Lake to the western desert was
added to the lake water balance model by the
Utah Division of Water Resources (1977). At
a control elevation specified by the user,
the simulation model begins to simulate
pumped diversions Irom the lake at a maximum
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rate specified by the users. The pumping .
cont inues at this maximum rate as long as the”
water surface remains above the control
elevation. The specified rate should be
specified as a net pumping rate or actual
pumping in excess of return flows. This
difference would equal the annual evaporation
loss from the surface area of the desert
holding pond adjusted according to any change
in storage during the year.

Applications of the Lake
Water Balance Model

No lake level control. The multivariate
model calibrated to match present modified
flows for the period of 1937 to 1977 was used
to generate 100 sequences (79 more than
previously generated to compare with other
models) of 125 years each. These sequences
were then used as input to the lake water
balance model to generate 100 125-vear lake
stage sequences. The generated sequences
began from an initial lake stage on October
1, 1978, of 4198.6. The recorded high stage
the previous spring was 4200.25 on June 1.

Various statistics for the distributions
of 100 annual peak lake stages generated for

selected future years are shown in Table 36.
The tabulation shows that the probability
distribution stabilizes in about 35 years in
what is essentially & normal distribution
around 4196.42 with a standard deviation
of 4.56. This distribution indicates that in
the long run one can expect one chance in ten
of the annual peak for that lake being as
high as 4202.3 or as low as 4190.6. Cor~
responding elevations for one chance in 100
ave as high as 4207.0 and as low as 4185.8.
End-of~the-year lake stages average 1.65 feet
lower.

The recorded lake stages over the
1937~1977 period had a mean of 4197.6
and standard deviation of about 2.5. The

mean lake stage over the entire 1847-1977
period was approximately 4200. The reduction
in lake level with time can be explained by

Table 36. Sratistics of the distribution of
peak lake stages simulated for
various years.

.. Lower Upper Standard

Year  pecile Mean Dégzle Deviation SKeWness

1978 4200.25

1979 4199.48  4200.16  4200.72 0.51 0.74

1980  4198.59 4199.8% 4201.18 1.08 0.73

1985  4194.46  4198.48  4201.98 2.82 0.03

1990 4192.63  4197.58  4201.82 3.76 -0.09

2000 4192.30 4196.92  4201.70 3.73 0.02

2010 4192.29 4196.52 4200.81 4.07 0.26

2020 4190.52 4196.28  4201.09 4.42 ~0.13

2030 4189.26  4196.28  4203.624 5.14 -0.57

2040 4190.15  4196.59 4201.54 4.34 0.09

2050 4191.15  4196.51 4202.31 4.32 -0.14




The bhigher
is explained by the
reduced bias toward under estimating the
standard deviation of highly serially cor-
related data from longer series.

increasing consumptive use.

standard deviation

Three kinds of probability information
identified in Chapter Z as being poten~
tially useful in making management decisions
for property or facilities near the lake.
The first, the lake stage probability distri-
bution, 1is important in both the near term
perspective of the next few years and in
the longer term perspective. The results as
plotted on Figure 11 show how lake stage

were

probabilities are initially strongly influ-
enced by known present conditions and grad-
vally become stable by about 2013. The

indicate both

probabilities are labeled to
and then 0.01

the 0.01 probability high
probability low events rather than in terms
of a cumulative probability distribution. A
second useful form for expressing these
probabilities are the chances of the lake
rising to elevations 4200, 4205, and 4210 by
various dates as plotted in Figure 12.
The highest and lowest lake levels generated
in any of the sequences were 4174 and 4220
respectively, and these values were used Lo
guide gathering data for damage simulation as
described in the next chapter. The proba-
bility distributicns of the dates by which
the lake will first fall to levels of
4198 and 4196 and then remain below these
levels for five or more years are plotted in
Figure 13.

The curves of Figures 11 and 12 could be
plotted for any different elevations desired
from the output obtained from the computer
programs Listed in the appendix. The curves
plotted are based on the lake level existing
on October 1, 1978, and they will thus be out
of date after October 1, 1979. The program
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can be readily rerun to get new curves based
on revised input data as desired. The option
of pormalizing the curves mentioned for
information presentation in Chapter 1 did not
prove feasible because of the large number of
variables.

With lake level control. Because levees
such as those shown on Figure 7 would not
alter the lake stage-storage relationship
very much, wno additional runs were made Lo
quant ify their effect on lake stages. The
probability distributions shown on Figures
11, 12, and 13 would still be good withio the
accuracy of the methodology. The model was
rerun for the management alternatives of 1)
increasing consumptive use of Bear River
water by 10 percent and 2) pumping at a net
rate of 310,000 af/year into the western
desert when the water level passes a control
elevation of 4202. The results for the first
alternative are plotted in Figures 14, 15,
and 16, and those for the second alternative
are plotted in Figures 17, 18, and 19.

From these nine figures, one can see
that neither management alternative has a
large effect on lake stages and thus that
much larger volumes of water than those used
here to illustrate the model would have to
be consumed or pumped to prevent major
damages from being caused by high lake
stages. A more careful inspection of the
figures shows that increasing consumptive use
of Bear River water lowers low lake stages
much more than it does high lake stages, and
one could only ameliorate this pattern -
by concentrating the consumptive use in high
runoff years. 1In contrast the alternative of
pumping into the desert has no effect on low
lake stages but achieves a much larger
reduction in high lake stages precisely
because the measure is used only when the
lake is high.
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Figure 11. Probability distributions of future annual peak Great Salt Lake levels, given
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Figure 15.

Figure 16.
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critical levels, given level of October 1, 1978, and a 10 percent increase in
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critical elevations and remains there at least five years, given level of October
1, 1978, and a 10 percent increase in consumptive use of Bear River water be~
ginning in 1983.

85



Figure 17.

Figure 18.
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Figure 19.
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Probability distributions of number of years before lake first falls to various
critical elevations and remains there at least five years given level of October

1, 1978, and pumping 310,000 AF/year into the Western Desert when the lake
elevation exceeds 4202.
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CHAPTER 7

DAMAGE SIMULATION MODEL

Reason for Damage Simulation

The economic justification of terminal
lake level control requires that the damages
be reduced by more than the measures cost.
Since economic losses from bhigh or low lake
levels continue over many years rather
than being limited to the short durations
that characterize riverine flooding, the
pattern of rising and falling stages over
these long periods has a substantial effect
on the amount of damage. For this reason, a
dynamic programming sort of damage estimation
procedure was devised for this study.
The concept is to estimate damages in a given
vear from the peak stage during the year,
given the history of peak lake stages and
remedial measures of previous years. The
input data are the time series of annual lake
peaks taken from the stage sequence generated
by the water balance model.

This sequential mode of estimating
damages may be contrasted with the stage-
damage relationship commonly used in riverine
flood-damage estimation. Along rivers, the
onset of flooding is usually sudden, the
duration is seldom more than a few days, and
an occurrence in one year does not increase
the likelihood of a similar event in the next
year. In contrast, flooding of lands sur-
rounding terminal lakes takes place at a
relatively slow rate and may last many years.
Similarly, periods of low lake level also
persist for many years. Property damages
incurred as the lake rises are not reincurred
in the following year if the lake remains at
approximately the same high stage, but the
losses from not being able to use flooded
property continue as long as the inundation.
In contrast in a rtiverine setting, a flood-
damaged property would probably be restored
soon after a flood, and property damages
would be repeated in the following year if a
similar flood occurred.

The time series of annual damage totals
could be estimated first from a sequence
generated to represent conditions with no
lake level control and second from a sequence
generated to represent any specified lake
level control measure. The present worth of
each segquence could be estimated, and the
amount the present worth is reduced by lake
level control would be the net benefits to
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compare with the present worth of the mea-
sured costs. The purpose of the terminal
lake continuous damage simulation model is to
estimate annual lake-stage damages and the
present worth of the generated damage series
from a sequence of annual lake stages gener~
ated using the terminal lake water balance
model.

Stage-Related Damages for
Terminal Lakes

Many types of activites are directly or
indirectly affected by fluctuations in the
levels of terminal lakes. Falling lake
levels make lake access at beach areas more
difficult, dry up marinas, and necessitate
extra pumping of brines by mineral extraction
industries. Rising lake levels flood and
cause property damage to industry, recreation
activities, agricultural lands, wildlife
feeding areas, and transportation routes.
One would expect the managers of these
properties to protect their property from
flood damage by such measures as raising or
building dikes; but eventually a stage is
reached at which the owner can no longer
afford protective measures, the property is
inundated, and the impacted activity is
suspended, if not terminated, until the lake
recedes. When changing stages restrict
or prevent economic activities, revenues are
lost by those whose investment 1is rendered
less profitable, by various levels of govern-
ment who obtain tax revenues from the af-
fected activities, and by businesses which
are economically linked to the affected
entity. When the lake returns to levels
which permit repair or rehabilitation of
previously damaged facilities, capital
investment must be made to cover the cost
of reinstatement.

At the state and local level, expen-
ditures for damage mitigation measures and
for reinstatement of damaged facilities
produce secondary benefits through the
multiplier effect of the wages and salaries
paid for by those funds (James and Lee, 1971,
p. 200-204). Also, state and local govern-
ments benefit by taxing those who reap the
secondary benefits. From the national view-
point, however, local secondary benefits are
neutralized by losses elsewhere in the
economy 1if an assumption of full employment
is made.



Taxonomy of Economic Effects

Estimation of the economic losses caused
by lake level fluctuations requires clas~
gification of the kinds of losses that occur
and examination of each one to develop a
method for quantifying it. A two-way clas-
sification was used. Damages were classified
according to party injured in the categories
of railroads, highways, the road to Antelope
Island, the federal and state bird refuges,
the shoreline recreation facilities, the
mineral extraction industry, and others.
Viewpoints for evaluating damages were
classified as 1) to whomsoever they may
accrue or the national viewpoint, 2) to the
public and private sectors in the State of

Utah, and 3) to the public sector or state
and local government in Utah. The first
viewpoint provides numbers for project
economic justification; the second provides

information on how much state government 1s
economically justified to put into lake level

control; and the third indicates how govern-
ment revenues and expendiltures will be
affected as an important input to their

financial assessment of how much they can
afford. Methods for estimating damages to
each party from each viewpoint are discussed

below, but only damage estimation from the
first viewpoint was quantified with the
damage estimation model developed in this

study. Some programming to estimate damages
from the other two viewpoints is in the
damage simulation model developed for this
study, but the procedures were neither
completed nor debugged.

Railroads. Losses to railroads occur
principally from the effects of high water on
the causeway across the lake and to sections
of four other lines near the lake. From the
national viewpoint, these losses are the
extra cost of maintenance as waves from the
lake erode the roadbed embankment, capital
costs for raising the roadbed or otherwise
protecting it from the lake, losses from
interruptions or delays in train movement
during storms or prolonged highwater periods,
and, if a route should have to be closed,
the extra cost of routing traffic on an
alternate route during the period of closure
plus the cost of reimstating the original
route once the lake level recedes to where
that becomes advisable. Secondary effects
associated with losses in profit to the
railroads and taxes paid to various govern-

ments, if the railroads are unable to pass
these losses onto shippers, or higher
shipping prices, if they are, are not in-

cluded because they are difficult to evaluate
and probably small if one considers off-
setting gains to other rail routes and other
transportation modes.

From the Utah viewpoint, the monies
spent on protecting the railroads from rising
lake levels largely come from out of state
(income generated from interstate transpogt
through Utah), and spending 1t in Utah is a
. net gain. The gain from the state's view-
point can be estimated as
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UR =D+Dp (£-1) . . . . . . . . .69
in which

D = railroad expenditures for mainte-
nance, preventative capital
investment, and reinstating
once-closed routes

P = proportion of these costs paid in
salaries and wages and estimated
to average 0.3 (Havrza, 1975)

£o= multi%lier account ing for forward
and ackward linkages from
these salaries and wages and
estimated to average 3

Ug = 1.6 D by substituting the above

values for p and in Equation 69
From the viewpoint of governments in
monies the railroads spend in protect-
ing themselves are partly captured through
taxes and add to revenues. The amount of
added revenues from taxes on wages and
salaries received directly or indirectly as
estimated by the multiplier effect average
about 11 percent (BEBR, 1977) or 0.11 fpD
0.099D. Additionmal revenues would come
from additional property taxes on the new
capital investment, and amounts can be
estimated from the assessment percentages
and mill levies in the respective counties.

Highways. Losses to highways occur to
sect lons of four interstate or state routes
near the lake when water levels rise to
elevations that erode the embankment, satu-
rate the subgrade, or produce waves that wash
onto the roadway during storms. From the
naticonal viewpoint, the economic losses
are of the same sorts described for rail-
roads, and methods are available for esti-
mating them as discussed in the literature
review. The highways threatened by rises in
the Great Salt Lake are all through routes
where closure would cause major economic
disrvuption, It was therefore decided to
estimate the damage on the assumption that
the least costly plan of action to keep the
highways open would be followed. The costs
were estimated by the highway agencies
forecasting probable reactions to a pattern
of lake level changes.

Utrah,

From the Utah viewpoint, monies spent to
protect highways divide between federal funds
which cover part of the capital costs of
protection and relocation and state and local
funds which cover capital costs not covered
by federal programs plus all costs for
maintenance. Thus the loss to the people of
the state would be

Uy = (1 - q) CytMy o o o e e e 70)
in which
Cy = capital cost of protection or
relocation
Mg = annual maintenance cost added

because of the effects of the

high water on the highway



fraction of capital cost which
can be obtained from federal
highway programs

The net loss would be smaller than Uy be-
cause of the multiplier effect of spending
additional federal funds in Utah. Spending
state funds also has & multiplier effect but
so would the way these funds would be spent
itf they did not have to go into protecting
the highways. In the absence of infor-
mation on how the source of funds for the
money the state would obtain for highway
protection would divide among funds that
would otherwise be spent on other highways,
funds taken from other state programs, or
funds raised by additional taxes aund of
information on the wvariation in multiplier
effects among such expenditures, the multi-
pliers were assumed to cancel one another
out. The reduction in the loss to Utab would
thus be 1.6 qCy.

q =

From the viewpoint of governments in
the monies spent on highway construc-
(1-9q)Cu. come from tax revenues and

divided among jurisdictions (state,
county, city) by formula depending on the
type of road. For highways threatened by
rising waters from the Great Salt Lake, most
of the nonfederal costs would come from the
state. The costs would be partially offset
by tax increases generated from the extra
money being spent and amounting as estimated
for the railroads to be 0.099 qCy.

Utah,
tion,
are

) Antelope Island Causeway. The one

highway that would probably be closed rather
than relocated or protected if threatened by
rising water is the causeway from the eastern
shore of the lake to the Antelope Island
recreat ion area. For this road, the economic
loss from the national viewpoint would be
whatever funds were spent to protect the
causeway from rising water as long as it is
kept open, the benefits from recreation
on the island denied by lost access when the
road is closed (plus the benefits from a
relatively small amount of non-recreation use
of the causeway), and the cost of reinstating
the causeway if that is done afrer the lake
recedes from a previous high.

From the national viewpoint, the costs
of protecting the causeway against rising
water are conceptually the same and can be
estimated by methods already described for
the other two transportation cases. Esti-
mating the cost of reinstating a temporarily
abandoned causeway requires an assumptlion on
when to reinstate and what level of facility
to build. For this study it was assumed that
reinstatement of the causeway would cost 5
million (1978) dollars and that the re-
instated facility would be designed to be
safe at water surface levels up to 4207
feet.

The recreation benefits lost during
periods of closure were estimated as the
annual number of visitors to the island
multiplied by an estimated benefit per user
day of recreation on the island. Benefits
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per user-day were estimated {(Bianchi,
as

1969)

g o= Bd/{n-1) . . . . . ¢ . . . .

in which

the exponent in the gravity model
for estimating number of trips.
Larger values suggest that fewer
visitors are coming from long
distance. Value of about 3.0 was
found average for waterfowl
hunting in Kentucky (Holbrook,
1970), 2.4 as an average for
recreation reservoirs (James and
Lee, 1971, p. 410), and 2.0 for
sites that attract many visitors
through their national or inter-
national reputation.

average distance that visitors
travel out of the way to visit
the recreation site {(from home or
by way of adding miles to a
multipurpose trip), and

travel cost per mile per visitor
day spent at the site as estimated
(James and Lee, 1971, p. 411) by

= R(L}«(—a) a+t/v)

bp . (72)

4

- . . . . .

in which
R = ratio of round trip road distance
to one-way alr distance
cost of food and lodging above
that spent at home expressed as
a fraction of vehicle operating
cost
vehicle operating cost per mar-
ginal vehicle mile
value of a vehicle-hour of travel-
ing time
average
distance
average number of days a visitor
spends at the site

p = averaﬁe number of people traveling
together in a vehicle

a =

gehicle velocity over

The basic data source used to estimate
these parameters was a survey of recreation
use of the island (lonstitute for Outdoorxr
Recreation and Tourism, 1976). Recreation
users were estimated as 86,600 Utah residents
and 105,000 nonresidents annually. For
these groups, b was given as 1, p as 3.1 for
residents and 3.4 for non-residents. A
national average value for R is 2.42. The
numbers of visitors cited were computed from
the Utah Division of Parks and Recreation
figures multiplied by the factor 3.37/4.
The Parks and Recreation figures are based on
vehicle counts and an assumption of 4 persons
per vehicle. The Institute of Outdoor
Recreation and Tourism study counted 3.37
persons as an average vehicle load. Similar
estimates are reported by Duering (1977).

is estimated

Average distance traveled
This is an

as 35 miles for Utah residents.



average airline distance to the major popu-
lation center of the state. The average
out-of-the-way distance traveled by non-
residents is estimated as 27 miles, the
airline distance to the intersection of
Interstate Highways 15 and 80. The value for
"a" is estimated 0.1 for residents and 0.8
for nonresidents. Because visitor average
only about one hour at the site, the resident
value is low while the nonresident value
is much higher because of dining and over-
night accommodation requirements. A dif-
ference in average velocity (40 mph for
residents and 50 mph for nonresidents) is
ant icipated because most nonresident travel
through Utah on major traffic arteries that
permit more rapid travel. The value for
¢t is computed as one third of the average
hourly household income as recorded by
percent of total households in the Institute
for Outdoor Recreation and Tourism study
{(Table 37). The hourly salary is estimated
as 0.0481 percent of the annual salary
following the average used for classified
employees at Utah State University. The
average annual salary for the lowest bracket

{0 - §5000) is taken as $3500. The average
for the highest bracket (5850,000+) is taken
as $75,000. By substituting the above values

in Equations 71 and 72, the annual recreation
loss from closure of the Antelope Island
causeway was estimated to be $1,105,000
(Table 37).

Table 37. Percentage of population by income
bracket.
Income Bracket U.s. Utah
Annual Income/In Dollars Per- Per-
cent cent
Maximum Minimum Average (B) (Pl) (Pz}
5,000 0 3,500 2.1 9.2
10,000 5,000 7,500 14.3 19.4
15,000 10,000 12,500 20.0 28.6
25,000 15,000 20,000 34.3 31.6
50,000 25,000 37,500 24.3 11.2
50,000 75,000 5.0 0.0
Mean Income (IBP/100)
United States 23,370
Utah 15,872
Source: Institute for OQut. Rec. and Tourism. For

comparison, also see Duering (1977, p. 2).

From the Utah viewpoint, funds spent to
protect the causeway can be divided between
federal and state funds in the same way
described above for other highways. The loss
in recreation value to Utah residents would
equal the $527,000 annually calculated in
Table 38. The loss to Utah from non-
residents not being able to visit the site
would amount to the reduction in the amount
they spend in the state multiplied by an
appropriate factor to account for the forward
and backward linkages from this reduction
in money spent. 1f one assumes that 35

g2

Table 38. Egtimation of average anpnual re-
creation loss that would occur
with closing Antelope Island
Causeway.

Parameter Utah Residents Nonresidents

R 2.42 2.42

a 0.1 0.8

1 0.145 0.145
Family Income (1) 15,872 23,370
£ = 0.000481 1I/3 2.54 3.75

v 40 50

b 1 1

p 3.1 3.4

g (Eq. 70} 0.174 0.239

& 35 27

n 2 2

U (Eq. 69) 6.09 6.45
Visitors 86,600 105,000
Avnnual Loss $527,000 $678,000

Combined Loss $1,105,000/yr

percent of the vehicle cost goes for mileage
items (Winfrey, 1969, p. 313) that are more
likely to be spent in the state of travel
than in one's home state, B 2.472 (0.35 +
0.80) 0.145/3.4 = 30.119 per visitor mile or
$337,000 annually for the 105,000 out-of-
state recreationists who travel out of their
way an average of 27 miles to get to the
site. A multiplier effect of 1.52 (Kalter
and Lord, 1968) would inflate this estimate
to $512,000 annually.

From the viewpoint of governments in
Utah, the effects of expenditures for cause-
way protection would be estimated exactly the
same way as those of other expenditures for
highway protection. The losses in taxes
collected directly or indirectly from out-
of-state visitors to Antelope Island have
been estimated at $118,000 annually (Univer-
sity of Utah, 1977). One can reasonably
assume that taxes paid by instate visitors
will be unaffected as Utahns shift expen-
ditures from visits to Antelope Island to
other items.

Federal bird refuge. The federal bird
refuge atreas encompass 65,000 acres of
marshlands near the lake, 25,000 of which are
protected by dikes (Table 39). Conceptually,
one might approach estimation of the losses
to bird refuge areas from information on the
environmental harm to the species denied

feeding and resting areas, the loss of
recreational value to hunters of those
species, and physical damage to properlLy
other than the feeding areas at the refuge.
Because these losses, particularly the
first ones, are difficult to quantify, one
could alternatively use the expenditures
required to preserve the area against threat-
ened inundation. In principle, protection
cost should only be used when 1t is less than
the value protected. This principle was




followed for the Antelope Island causeway in
using protection costs when the effort is
justified and economic loss of not having a
route avallable when it is not and the route
is closed. The difficulty in applying this
principle to the bird refuge is in quantify-
ing the economic harm associated with the
adverse environmental effects of flooding.
Losses in hunter~recreation value foregone
(approximately $7.00 per flooded acre an-
nually) give no more than a gross approxima-
tion, but they were all that was available.
Costs of protective measures can be estimated
on what refuge managers would expect to do in
given situations up to a lake level where
they would abandon the refuge.

The annual loss from the national
viewpoint was taken as the capital and
maintenance costs of the levee system protect-
ing the refuge areas taken in the years
costs were forecast plus the hunting value of
flooded marshland foregone when unprotected
areas are flooded or when dikes are over-
topped. When a levee is submerged and needs
to be restored, the repair cost was estimated
on the basis that only the freeboard part of
the levee would have (o be reconstructed and

that the cost of the reconstruction would
be
CR = CIRF e VY
in which
Cy = jinitial construction cost for the
levee
R = fraction of the toral levee
volume above the freeboard
elevation
F = a factor of 1.2 used to account

costs
than for

per cubic

for greater
initial

yard in repair
construction

The hunting value foregone because of
marshland flooding was estimated by multiply-
ing the acreage flooded times the unit value
of $7.00 per year. Protected areas were
assumed to be flooded at the lake level that
overtops the dike after accounting for
probable future efforts to raise the dikes.
As shown on Table 39, unprotected areas were
eslimated by assuming that about 890 percent
of the total area is low enough to he {looded
and that the areea 1s linearly distributed
between elevations 4200 and 4218 (total
lake surface erea varies nearly linearly with
elevation over this range as shown in Table

35).

From the Utah viewpoint, the Federal
Fish and Wildlife Service would pay for the
necessary protective measures, and the state
would pain from having that money spent here
in exactly the same way as described for
the federal highway expenditures. (Clubhouse
and related faclility losses can be assumed to
be entirely 1in state. Hunter recreation
losses can be divided between instate and
out-of-state recreationists using the rules
described for lake recreation.

Table 39. Data used to estimate hunting
value foregone when marshlands
are f[looded.

Federal State Private

Acreages

Total 65,000 60,000 40,000
Below 4218 Contour 59,000 54,000 36,000
Dike Protected 25,000 40,000 g
Exposed 34,000 14,000 36,000
Flooded per Foot Rise 1,890 780 2,000
Losses
Flooding Exposed 13,230 5,460 14,000
Dike Overtopped 175,000 280,000 0

From the viewpoint of Utah governments,
they would lose property taxes on the club-
house should it be destroyed, gain tax
revenues equalling about 10 percent of the
federal funds spent in Utah, and lose taxes
paid directly or indirectly by out-of-state
hunters.

State bird refuge and private marsh-

lands. Losses associated with rising lake
Tevels infringing on the state bird refuges

and private marshlands were estimated in
exactly the same way described above for the
federal refuges with the sole exception that
since the state or its citizens rather than
the federal government pays the protection
bill, amounts paid must be considered a cost
to the people of Utah and to the government
of the state. Relevant figures are shown on
Table 39.

Beach and marina areas. A public beach
is operated by the State of Utah on the south
shore of the Great Salt Lake and refregshment,

souvenir, and marina facilities are operated
at the site by a private concessionaire
(Duering, 1977). Losses caused by lake level

fluctuations occur both as the lake rises to
flood shoreline facilities and as the lake
falls to require moving facilities nearer the
water. From the national viewpoint, rising
water causes losses in benefit because of
fewer recreationists, loss in revenue to the
owners of the recreation facilities, and
costs in protecting the facilities from high
water. The same three components occur
with falling water except that the thiud
would be the cost of moving the facilities
closer to the low water.

The average annual economic value
associated with recreation on the lake's
south shore is computed on Table 40 to be
$4,170,000 to 1,119,000 visitors. Interviews
with the managers of the facilities indicate
that they have not experienced a significant
change in the number of visitors as the lake
level has fluctuated in the historical range,
but loss was projected for this study should
the water rise high enough to flood out
existing areas and facilities,



Table 40. Estimation of average annual
recreation loss that would cccur
with closing of South Shore
Recreat ion Area on the Creat Salt
Lake.

Parameter Utah Residents Nonresidents

R 2,42 2.42
a 0.1 0.8
o 0.145 0.145
Family Income (I) 15,872 23,370
t = 0,000481 1/3 2.54 3.73
v 40 45
b % 1
P 3.1 3.5
3 (Eq. 66) 0,174 0,238
d 25 15
1 2 2
U (Eq. 65} 4,35 3.57
Vigitors 227,500 891,500
Annual Loss $990, 000 $3,180,000

Combined Loss 84,170,000

If the lake should fall as low as 4193,
a second marina would be required closer to
the lake at an estimated cost of $§300,000.

Should that marina be flooded out and then
have to be restored when the lake falls
below 4193 a second time, the cost would be
$100,000.

From the Utah viewpoint, all costs are
paid with funds from either the public or
private sector in the state and hence are
identical to those from the national view-
point as was the case for the state bird
refuges. Any loss of out-of-state recre-
ationists would be a loss to the state, but
this amount was estimated as unegligible
because of the inability to detect any affect
of lake levels on visitation by a clientel
who primarily stop for an bour or two to see
the lake on a cross~country trip.

From the viewpoint of Utah government,
any governmental expenditures to protect
recreation areas or facilities would be a
loss. Tax revenue losses from decreases in
out-of-state visitation would exceed $500,000
annually estimated at the same rate cited
above for Antelope Island.

Like recreation, the
mineral industry is burt by declining lake
levels. The industry has to pay more to
raise a brine of satisfactory quality to the
evaporation ponds, The losses caused by
rising lake levels are much larger. Major
damages occur 1if the lake levels rise to
floocd the plant, and the loss is compounded
as the constant salt content of the lake
becomes dissolved in a much greater volume of
water and hence more costly to extract.

Mineral industry.

viewpoint, losses
and extra
in protect-

From the national
include the capital investment
maintenance cost to the industry

ing itself, income losses because mineral
extraction from fresher water is more expen-
sive or Lhe salt composition of the extracted
brine is altered, income losses when plants
close down during high water periods, and
costs of reinstating once inactivated facili~
t ies should the lake level decline from its
high levels. Company 1ncome logsses were
taken at 7 percent of gross sales. The stan-
dard assumptions of full employment and fully
mobile resources mean that there would be no
costs to the economy as workers or resources
used by the industry became unemployed.

From the Utah viewpoint, the state would
lose an important component of its industrial
base should the mineral extraction industry
cease operation. Since only one of the
smaller plants 1is Utah owned and most
of the salt products are sold in other
states, the money spent by the industry to
protect itself becomes a net gain for the
economy equal to 1.6 times the expenditure,
using the same values for f and p in Equation

69 as applied for the railroads. During
periods when plants are closed down, the same
reasoning would estimate losses Lo the

economy from those industries no longer
bringing money into the state as equal to 1.6
times the average annual amcount of money the
industries spend in Utah.

From the viewpoint of Utab government,
some tax gains occur with industrial invest-
ment because of tax revenue increases (0.099
t imes the investment) and some additional may
occur because of increased property taxes on
facilities built with the invested funds.
Should the plants be inactivated during high
water, tax revenue losses would amount to
most income and property taxes paid by the
industry. The 0.099 times the loss in monies
spent by the industry in the state would also
apply to the extent workers moved out of
state to find new jobs.

Others. No significant damages to the
brine shrimp industry, the Salt Lake City
Airport, and the wastewater treatment plants
at Salt Lake City and Bountiful, Utah, were
identified for this study up to the maximum
elevation of 4220 used in the damage simula-
t ion model.

Damage Simulation Algorithm

The damages from the time sequences of
annual stages was only simulated from the
national viewpoint. That viewpoint is the
one used to evaluate economic feasibility of
lake level control, and economic feasibility
is the issue that should be addressed first.
For control measures that pass that test, the
analyses from the viewpoints of the State of
Utah and of govermmental revenues and expen~
ditures in Utah can be completed later and
will provide valuable information for politi-
cal evaluation of alternative proposals,
assessing the financial feasibility of
raising the necessary funds, and establishing
an equitable division of the total cost for
charging various beneficiaries. For example,



a previous analysis of the feasibility of
opening the causeway showed that the effort
could not be justified unless the benefiting
industries agreed to pay a substantial amount
of the cost (BEBR, 1977). Summations of
benefits and costs from these other view~
points would be very helpful in determining
equitable arrangements for any cost sharing.

Figure 20 shows the flow diagram for the
damage simulation control which reads the
stages and damage information and for each
stage sequence supplied estimates damages and
calculates their present worths and equi-
valent uniform annual amounts to various time
horizons. Moments defining the distribution
of these various present worths are also
computed. The process used to simulate the
damage 1in a given year is outlined on another
flow diagram on Figure 21.

Estimation of lake stage in the north

and south arms. The stages calculated by the
lake water balance model assume the lake to
be a single water body. Separate peak stages
for the north and south arms were established
for estimating damages by using curves
(Figure 22} which relate peak head dif-
ferences across the causeway, OH, to lake
stage and width of causeway opening (Utab
Division of Water Resources, 1977). Figure
22 was developed by running dynamic lake
circulation models to a steady-state condi-
tion. Actual head differences across the
causeway would be higher during years with
high inflow and lower during years of low
inflow because of the time lags required to
reach a steady state. Stauffer (personal
communication, 1977) proposed adjusting
Figure 22 values for these time lag effects
with the relationships
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A4 C « s e a2 e e e .

head difference across the
causeway adjusted for time lag
of flow through the causeway
head difference across
causeway from Figure 22
i = coefficient to correct AH for
the time lag effect of flow
through the causeway (Figure 23)
Separaie peak stages for the north and south
arms 4re then estimated from AHT as follows:

the

S = 5 + e ¢

Ss 5“ ¥ oo (75)
s o= s_-aHY L. o L L oL (76
it &S

in whicn

5, = south arm peak stage (see Figure
24)

o = npeak stage from lake water
satance model in which entire
lake is treated as single water
body

north arm peak stage
higher of south arm stage above
elevation of a single water

o
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body, estimated from the ratio of
areas in the nortb and south-
arms as y = MT A, /(Ap+Ag)

Ay = surface area of north arm
Ag = surface area of south arm
Sg¢ and Spn are then rounded to the

nearest foot for three reasons:

1. Stage-damage cost data for the Great
Salt Lake were obtained in a discrete tabular
form at one foot intervals of lake stage.

2. Management decisions Lo mitigate
damages associated ‘with fluctuating lake
stages would probably be made to no fiper
resolutions than one foot (e.g., it 18

unlikely that a levee would be raised less
than one foot).
3. Elevation differences under one foot

are easily absorbed in the six feet or so now
used for freeboard.

Estimation of damage from a lake stage
sequence. Figure 21 is a flow diagram [for
the damage simulatiorn algorithm. The algo-
rithm sums economic losses from the national
viewpoint associated with rising or falling
lake levels as classified into four groups:

1. Capital investment in damage mitiga-
t ion measures.

2. Annual operation, malintennce, and
repair costs caused by the effects
of high or low water or to maintain
mitigation measures.

3. Costs of reinstating facilities
temporarily abandoned because of
high water.

4. Losses that accrue to producers

(mineral industries) or consumers
(recreationists) when facilities
have to be used to a lesser degree
or cannot be used at all because of
extreme lake levels.

in each year of the simulation,
stage simulated by the water model, these
four costs are estimated from tables of
amounts estimated for them for various lake
stages as constructed by the University of
Utah Bureau of Economic and Business Research
through a series of interviews and question-
naires with the managers of most of the
relevant properties. Separate tables were
compiled for each entity (i.e. railroads,
roads, bird refuges, beaches. marinas,
industrial plants).

given the

Damages are sinulated within an annual
do~-loop which covers NTE ident:fied damare
centers over the NYR years in the synthetic
sequences of lake stage calculated with the
lake water balance model. IW0 accumulates
the number of years that the lake stage has
been continuougly more than x feet below the
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Figure 20. Overall flow diagram for the drainage simulation model (see also
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Calculate North and South
Arm Stages

Capital Investment and

Reinstatement Costs

®

IWO(L) =0, forali L

[=1+1

Loop I>NYR?

Caleulate north and south arm stages from mean stage
(calculated by lake water balance maodel for high lake
levels. The peak lake stage (Equation 68 is used and for
low lake levels the end-of-the-water year lake stage is
used (Equation 64) for a selected causeway opening

Round north and south arm stages to nearest foot

IWO(L) = |

Cumulate capital investment cost for entity be-
tween current stage and stage in previous year.
Assign zero to this tabular value of capital invest-
ment cost

Is envity
currently wiped

out, L.e. IWO(L) > 07

Figure 21.

Flow diagram for the damage simulation algorithm.
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et =¥, %
Entity L=1 Lal+l
Loop L> NTE? S

N Y
TN
Select north or south arm stage depending on
the location of the entity
Stage bejow
wipeout elevation for
entity?




Stage lower
than x feet below wipe-
out efevation For entity?

Has stage
been lower than
x feet below wipeout elevation
for n years, ie. IWO(L
> n?

v

WOLI= 1

IWO(L) = IWO(L} + 1

Reinstate entity IWO(L) =0
Cumulate reinstatermnent cost

OM & R Costs

Figure 21.

Cont inued.

Has stage
changed more

¢than one foot sinte pre-
vious year?

Cumulate capitat investment costs between cumrent
stage il stage in previous year

Assign zero to these tabular values of capital
investment costs 1

L=L+1
Entity L=t
Loop L>NTE?
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Is entity
wiped out, Le.
WO #0?

® ¢
/

Select north or south arm stage depending
on the location of the entity

Cumulate OM&R costs for entity at current

stage
L=L+
Entity L=t
Lost Benefits Loop L>NTE?
Y

Is entity

IWO(L)#

Select north or south arm stage depending
on the Jocation of the entity

wiped out, i.e.

0?7

A4

Cumnulate lost benefits for entity at
current stage

Cumulate lost benefits for entity at
wipeout elevation

Figure 21. Continued.

wipeout elevation after a damage center L has
been wiped out. Stages are estimated for the
north and south arms in the first part of
the algorithm. The remaining parts estimate
capital investment and reinstatement costs,
operation and maintenance costs, and lost
benefits.

An entity threatened by damages during
periods of rising lake stage may protect
itself by the building or raising of levees,
As such an entity experiences lake stages
that are higher than it has previously had
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to face, it may raise its levees. I1f the
lake subsequently falls and rises again, it
will not be necessary to raise the levees
until stages higher than those previously
experienced occur.

The damages obtained from the Bureau of
Economic and Business Research interviews
were summarized in tables of capital invest-
ment and annual maintenance costs projected
by each company or agency should the lake
rise or fall so many feet from its present
stage. Since the cost data were obtained by
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giving an assurance of confidentiality,
actual numbers cannot be published for the
individual entities. The number of damage
centers are so few that even accumulation of
the results into collective stage-damage
tables would reveal confidential information;
however, the form of the information will be

presented through a hypothetical example.
of

Table 41 shows capital investment and
OM&R cost data for damage mitigation measures
for a hypothetical mineral extraction company
on the Great Salt Lake. When the lake level
rose to 4202 feet above mean sea level in
1976 the hypothetical company raised its
levees to provide protection up to approxi-
mately 4203 feet. 1f the lake rises to 4204
feet, the company estimates it will cost $1.8
million (1977 dollars) to raise its levee to
provide an additional two feet of protection.
Were the rise to continue to 4206 feet, an
additional investment of $2.4 million would
be regquired. A rise to 4208 feet would
require still an additional $3.6 million to
provide flood protection to approximately
4209 feet. At an elevation of 4210 feet,
the company could no leonger afford the costs
of further flood protection, perhaps because
they could no longer raise their existing
levees because of foundation problems and
would therefore have to build completely new
structures. Thus, 4210 feet has been called
the "wipe out elevation."

Even though the company has invested
hundreds of thousands of dollars in raising
their levees to provide protection to 4203
feet, these costs have already been incurred
and therefore are not shown on Table 41.
For the same reason, after a capital invest-
ment is read from the table and counted as a
damage, that value in the table is set to
zero so that it will not be counted again if
the lake falls and then later rises to the
same elevation in subsequent years. This
assumes that once a protective levee is built
that it will not need to be replaced even
though the lake may recede to the point where
it is no longer needed for years. In each
year of the damage simulation, OM&R costs are
taken from the table for the current stage.
OM&R costs once changed are not eliminated in
the way that capital costs are, and therefore
OM&R costs associated with earlier capital
investments below 4204 feet are included in
Table 41 between 4200 feet and 4203 feet.

Table 41 also contains costs for pur-
chasing and operating pumps and installing
pipelines to deliver brines to the evapora-
tion ponds when lake levels are low. A
low-stage ‘wipeout elevation"” would also
be expected before the lake dries up; how-
ever, none of the mineral extraction com-
panies gave a low-stage wipeout elevation.

In all, 21 cost centers were used.
While most of the data were cobtained from the
referenced surveys, some supplemental losses
were estimated directly from data accumulated
in this study as reported above. These were
1) the recreation benefits lost by closure of
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access to Antelope Island equal to the amount
shown on Table 38, 2) the recreation benefits’
lost by flooding of the beach areas at the
south end of the lake beginning at elevation
4202 and reaching the full amount shown when
the lake level reaches 4211, and 3) the
hunting recreation losses estimated from the
data shown on Table 39 when marshlands are
flooded. -

In estimating damages from the 21 cost
center tables illustrated in Table 41,
capital investments are considered to be
required only once and that the first time
the lake reaches a threatening stage. OM&R
costs are suspended when an entity has
discont inued operation due to extreme lake
levels (i.e., been "wiped out") and restored
when facilities are reinstated. Reinstatement
may occur several times after wipe outs
during a 125-year simulation. Some losses in
the fourth group of damages may occur during
periods of moderately high water, but the
major losses are revenues or benefits unob-
tainable during periods of wipe out. Each
cost center has a range of lake stages in
which little or no damage occurs (costs
incurred equally at all lake stages are not
cons idered damages). Some cost centers
suffer some damages at lower stages, and all
suffer damages that are substantially larger
at high stages.

Table 41. Costs of damage mitigation mea-
sures vs. stage for a hypothetical
mineral extraction company on the
Great Salt Lake.

b
Capital Annual Reinstatement  Lost
I%aekeet ,S Sni?le Investment OM&R Cost Benefits

$000 $000 $000 $000

4185 Y 18 0 0
4190 S0 10 0 0
4193 0 6 4] 0
4195 40 4 0 0
4196 0 0 0 0
4197 0 0 0 0
4198 0 0 Q 0
4199 0 0 0 0
4200 0 50 0 a
4201 0 50 0 0
4202 §] 100 o 0
4203 0 100 0 0
4204 1800 200 o] O
4205 0 200 4000 0
4206 2400 260 0 0
4207 0 260 Q 0
4208 3600 400 0 0
4209 0 400 Q 0
4210 03 0® 0 1500
4220 0 0 0 1500

aFacility wiped out at 4210,

b . .

In the computer model, this single number and
elevation is read separately from the information in
the other three columns.



Reinstatement. Because the trend in
lake stages can reverse from falling to
vising in any year, investors can be expected
to wait until the lake is several feet below
the wipe out elevation before they will
reinvest in property that they previously
abandoned. The timing of reinstatement in
the damage simulation model is determined by
summing within the model the number of years
the lake has been continuously x feet below

the wipe out elevation. When the number of
years exceeds n, reinstatement 1is assumed at
cost C. For the Great Salt Lake damage
simulation, x was set to 3 feet, n to O
years, and C was varied by entity.

Computer programming. The damage

simulation algorithm programmed following the
flow diagram in Figure 23 and nested in a
simulation model following the flow diagram
in Figure 24 is documented in Appendix F.
The documentation includes a program listing,
a description of the required input, explana~
tion of the output, and a dictionary of
variables.

Estimated Damage Costs

The damage simulation algorithm 1is
executed once for each sequence of lake
stages obtained from the lake water balance
model to establish an annual damage sequence
from the national viewpoint. FEach annual
damage sequence 1is converted to a present
worth as of October 1, 1978, by using
the current federal discount rate of 6 7/8
percent. Present worths are calculated from
eight time horizoms (2, 5, 10, 25, 50, 75,
100, 125 years). The computation for 125
vears is to have a figure to compare with
previous work by the Utah Division of Water
Resources based on the 125-year period
of record. In addition, an equivalent
uniform annual series is calculated for each
present worth by:

R = P (R/P, m years, 6.875%) N V2 D
in which
Rm = uniform annual amount based on an
m-year time interval
Pn = present worth based on m years of
damages
(R/P, m years, 6.875%) = capital re-~

covery factor for m years at

6.875 percent discount rate
Finally the first four moments of the distri-
bution of these estimates for various simu-
lated lake stage sequences are computed.

Results of the Damage Simulation

Since the purpose of this phase of the
study was to develop a model that could be
used to estimate and compare the benefits
from alternative lake level control measures
rather than to perform actual planning
comparisons, two possible alternatives were
. selected for the purposes of illustration.
These were the alternatives of 1) increasing
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north and south arm stages from
the stage under combined-arm
conditions.

Figure 24.

consumptive use of Bear River water in all
years by 10 percent and 2) pumping a net flow
of 310,000 acre-feet annually into the
Western Desert when the lake water level
exceeds 4202 feet. As evaluated from 20
125-year synthetic lake stage traces, the
estimated costs from the national viewpoint
of accommodation to the lake level fluctua-~
tions expected if no measures and if each of
these two measures are taken and the esti-
mated benefits from the two measures are
shown in Table 42. The 50- and 100-year
estimates correspond with time horizons often
used in water resources planning from the
national viewpoint and give benefits to
compare with the costs of implementing
the measures to judge their economic feasi-
bility. The short-term benefits (Z, 5, and
10 year) provide data for judging the urgency
in implementing the measures.

One can see from the figures on Table 42

that the alternative of increasing consump-



Table 42. Average annual estimated lake level control benefitsd from two possible control,
measures,
Years To Cost of Consumptive Use Increaseb Pumping To Desert
Plagning Accommodation® . .
Horizon Cost Benefit Cost Benefit
2 1.076 1.076 0.000 1.076 0.000
5 1.169 1.169 0.000 1.168 0.001
10 1.168 1.272 ~0. 104 1.136 0.032
25 1.520 1.499 0.021 1.347 0.173
50 1.533 1.484 0.049 1.371 0.162
75 1.559 1.508 0.051 1.396 0.163
100 1.560 1.508 0.052 1.396 0.164
125 1.559 1.508 0.051 1.396 0.163

&piscounted average annual damage caused by lake level problems.

b

Plan to increase consumptive use of Bear River water in all years by 10 percent.

“Plan to pump water into the Western Desert at a net rate of 310,000 AF/yr when lake water level is higher

than a control elevation of 4202.

dAll values are in million dollars annually.

tive use of Bear River water produces less
than one-third as many benefits as does the
alternative of pumping into the Western
Desert. In some situatioms, the first alter-
native actually increases losses by causing
the lake to drop more quickly to low stages
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causing more damages. One can also see that
at present lake stages, neither measure
provides significant benefit over the next
five years. Only if planning and implementa-
tion periods exceed ten years would immediate
action be justified.






CHAPTER 8

SUMMARY AND RECOMMENDATIONS

Summary of Results

This study produced a stochastic flow
simulation model {(described in Chapter 4 and
documented in Appendix D) that provides input
to a water balance model (described in
Chapter 6 and documented in Appendix E)
which in turn provides a basis for a damage
simulation model (described in Chapter 7 and
documented in Appendix F). The flow simula-
tion model uses input sequences of evapora-
tion, precipitation, and streamflow over a
common historical period as a basis for
generating simultaneous sequences of evapora-
tion, precipitation, and up to three stream-
flows using a multivariate autoregressive
ARMA (1,0} model. The water balance model
inputs traces of these sequences to simulate
corresponding traces of rises and falls in
lake stage over a period beginning with
present conditions and extending to a desired
planning horizon of up to 125 years. The
damage simulation model inputs traces of lake
stages and information on the effects of
various lake stages and lake stage sequences
on damage centers near enough to the lake to
be affected by stages less than 4220 feet
above mean sea level to simulate correspond-
ing damage traces and compute the damages to
a variety of desired planning horizons on a
present worth basis.

Since each trace represents an equally
likely future scenario, a probabilistic
estimation of lake stages for given dates in
the future, of the time until a given high or
low stage will be reached, or of average
annual damages expected over a given time
period with or without given control measures
is established by generating many such
sequences and averaging the results. Ap-
proximately 100 traces of stages or damages

provide adequate rTepresentation for most
purposes.
The primary users of the sort of infor-

mation generated by these three models are
people who manage property near the lake and
public planning agencies concerned with lake
level control, Property managers need
information such as that shown in Figures 11,
12, and 13 on probable lake surface eleva-
tions and on durations the lake level can be
expected to remain within elevations favor-
able to their operation. Public agencies
considering lake level control programs need
information such as that shown in Table 41
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to establish benefits that they can compare
with costs in evaluating program economic
justification. They also need information
such as that shown in Figures 14, 15, and 16
so that they can discuss program effects with
people near the lake as part of their public
participation process.

Figures 11, 12, and 13 present the best
estimate of this study of probable future
Great Salt Lake levels, based on flow and
stage conditions existing October 1, 1978.
Each year the curves will change because
of 1) changing initial flow and stage condi-
tions, 2) longer data series providing better
estimates of model parameters,
sible advances in model formulation. The
computer programs presented in the appendices
of this report can readily be used to make
the first two sors of updates, and they will
be rerun periodically with updated infor-
mation for the Great Salt Lake. Interested
users who want updated information after
February 1980, should contact Utah Water
Regsearch Laboratory. Advances in model
revisions will be made when appropriate.

UWRL 1is applying the damage simulation
model to evaluate various lake level control
alternatives, and those results should be
published in 1980. The models presented in
this report could be used to evaluate other
alternatives as well, and those interested
in doing so should contact the Laboratory
for information on how to utilize this
capability.

Recommended Directions for
Model Refinement

The 1issues 1in model development and
calibration raised in the first chapter were
resolved as best they could under the time
and cost constraints of this study as de-
scribed in Chapters 2 through 7. Further
ref inements would be very helpful, and those
recommended can be classified between the
two general areas of methodological refine-
ment and data ref inement.

Methodological Refinement

1. The multivariate ARMA (1,0) model
used in this study to generate hydrologic
sequences produced the best results of any
model tried, but the process of its develop-

and 3) pos- .



ment suggested that a number of further
efforts would be worthwhile in trying to
improve the model or the estimation pro-
cedures for its parameters. The major needs
are to develop a practical unbiased alter-
native to the method of moments for parameter
estimation and to improve the model to do a

better job of preserving persistence and
higher order cross correlation matrices. The
latter needs are particularly important in

cases such as the Creat Salt Lake where one
has to use flows based on present conditions
in which man-made storage significantly
increases the magnitude of these effects.
The homogeneous ARMA model is the most
promising tool suggested by this study for

this purpose. ARMA models other than ARMA
(1,0) and ARMA (1,1) would also fit into the
proposed homogeneous framework. The cor-

relation matrices obtained irn this study
{Table 28) may be better represented by
higher order autoregressive components;
however, use of such models is handicapped by
not having bias correction procedures similar
to those provided by 0'Connell (1974) for the
first order process. Experimental work is
needed to develop appropriate procedures.
The consistent data series on Table 15
provide a ready information source that
can be used in such efforts as program
deve lopment.

2. The rejection of generation of
natural flows was caused by the inability of
the regression model used in this study to
convert natural to present modified flows.
It may be possible to alleviate this dif-
ficulty by developing a more sophisticated
model for this purpose. Possible ideas in
this direction include correlation of con-
sumptive use with precipitation and evapora-
tion data and direct use of operating rules
for reservoirs and diversions. An added
advantage to a more sophisticated model for
this purpose is that present conditions
change and the model would provide a con-
venient tool for quantifying the hydrologic
effect of such changes sort of periodically
changing the entire data set., The model
should be dual directional so that one can
estimate present from natural as well as
natural from present flows. Such a model
would also provide a valuable starting
point for analyzing the effects of projected
future watershed changes or proposed facility
developments.,

3.
entirely

The modeling done in this study was

stochastic in that it did not
recognize any effects on the hydrologic
variables caused by long-period climatic
cycles or by a feedback relationship between
evaporation from the lake surface and pre-
cipitation on and runoff from downwind
mountains. Either process could bhave a
substantial effect on lake level proba-
bilities, and both deserve continuing evalua-
tion, A study that could develop definitive
information in either area would make a real
contribution. The information would need to
., quantify how precipitation and streamflow
vary over established cycles as well as the
pericdicity of the cycles.
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4. The damage simulation model can be
extended to estimate damages from the view-
points of the people of Utah and of govern-
mental revenues and expenditures. These
tasks were started and are contained in a
partially developed state in the model
documented 1in Appendix F, but further work
is needed to make them useful for providing

additional information to decision makers in
state and local government in Utah.
5. A number of the principles used in

damage simulation deserve further review.
Storm wave damage 1is not directly included;
neither are effects of lake level on lake
salinity on mineral extraction industry
profit. Marshlands and other lakeside
property probably have economic values beyond
those for hunting that could well be defined
and included. Real estate values in the area
would provide useful data. The scenarios
of wipeout and reinstatement were established
without actual empirical information.

Data Refinement

1. The present modified flows used in
this study may not be the best possible esti-
mates of flow series all expressed on a con-
sistent present condition basis. Further -
more, present conditions change with time
and a basic revision will become necessary in
the future and may be already advisable
because of watershed changes and facility
development that have occurred sgince the
present series were established. The entire
set of present modified flow series could
well be evaluated for homogeneity and ad~
justed as found advisable.

2. The flows used as a basis for
stochastic flow generation in this model
covered the period of common record for all
five principal hydrologic variables of
1937-1977. Series extending back to 1890 are
available for four of the five variables,
more fragmentary hydrologic records extend
back past 1850, and tree rings or other
indicators provide some basis for extending
back past 1700. Considerable value would
exist in a careful empirical evaluation of
various alternatives for ignoring or using
these sorts of information and for developing
guidance that others could use in developing
a data base with maximum information content
for their studies.

3. The existing water balance model is
calibrated to estimate ungaged streamflow and
subsurface flow into the lake by matching
recorded lake stages. Additional stream
gaging or aguifer discharge studies would
provide a firmer data base. Other possible
areas of information improvement could
address lake precipitation and lake evapora~-
tion and how it varies over the lake surface
and with salinity currents within the lake.

4. Damages are estimated from stage-
damage information obtained from managers of
21 damage centers near the lake as supple-
mented by information on recreation benefits
estimated in this study. A thorough assess~-



ment of that data could probably significant-
ly improve the damage assessment and the
revised data cards could be processed direct~
ly. Some wminor damage centers were not
assessed even though they may well suffer
some loss should lake levels rise to 4220
feet above mean sea level. At this higher
elevation, several additional damage centers
might well be revealed by a more thorough
analysis.

5. Damages can also be expected to
change because of changing land use around
the lake, changes in demand for outputs

produced near the lake, and inflation.
Significant changes of these first two sorts
should be used to alter the stage damage
relationships. Annual inflation factors
need to be applied to all stage-damage
information.

Generalization to Other
Terminal Lakes

The procedures outlined in this study
can be applied to establish lake level
probabilities on any terminal lake. The
tabulated data provide an example that can be
followed in data collection elsewhere, and
the data collected elsewhere can then be used
with the computer programs provided to
estimate stage probabilities and the damages
associated with stage fluctuations. Specific
points to watch in this process include:

1. Special care should be exercised to
estimate precipitation and evaporation over
the lake surface.

2. One or two stream inflow sequences
can be used where three are not needed.

3. At locations where there are few
upstream storage reservoirs or diversions, it
may be possible to establish a better model

for relating flows between a uatural and a
present basis than was possible in the
large and complex Salt Lake basin. If so,

stochastic generation of natural flows
and conversion to present conditions may work
better than it did in this study, and trying
and testing this approach 1is recommended.
Generally, however, terminal lakes are found
in arid climates where water is sought
out and used so that available supplies have
long since been put to beneficial use.
Present flows into the lake would be expected
to be much less than natural flows, and
historical flows extending back over a long
time period would be expected to have fol-
lowed a decreasing pattern as more of the
water has been beneficially used. Historical
flows should not be used as model input
unless it can be shown that conditions have
not significantly changed over the period of
record.

4. Application to one terminal lake
does not provide a generally applicable rule
for choosing between the ARMA (1,1) and the
ARMA (1,0) model for stochastic modeling. If
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time is available, these models and perhaps.
others should be tried aud compared. 1f 4
more approximate estimation is acceptable,
the ARMA (1,0) model programmed in Appendix
E can be used directly.

5. Any model application should be run
against historic lake stages to check cali-
bration. Such a run will show whether
inflows and outflows are in reasonable
balance and provide a basis for estimating
ungaged quantities. The empirical equations
used in this study for estimating ungaged
streamflow and subsurface flow are applicable
only to the Great Salt Lake and shall be
modified as necessary to achieve the proper
water balance as part of the calibration
process at other sites.

6. If the periods of record for avail-
able data series are fairly short at a study
site, it is wise to compare their distribu-
tion and correlation statistics with those of
longer records as close to the site as
possible. If the period of common record in
the longer record has a quite different
distribution than does the total longer
record, adjustment should be considered.

7. Stage-damage information has to be
collected or estimated for each terminal lake
to which damage simulation i1s applied. One
needs to be very careful in the interviewing
process necessary to collect these data to
probe managers on effects on their damage
center in sufficient detail to get reliable
results. Damage relationships are much
more difficult to generalize than are hydro-
logic relationships, and additional program=-
ming will quite likely be necessary to apply
the program to situations at other locations.

8. The hydrologic and benefit evalua-
tions of lake level control measures are
programmed for general applicability. The
approaches used, however, should be reviewed
for how well they match control measures
being considered at other sites and modified
as necessary.

Assessment of Regults

Despite the possibilities for model and
data refinement enumerated in the last
section, the lake stage probability and
damage estimates made through this study are
believed to be quite reliable for guiding
decision making dependent on short-term stage
conditions such as might occur over the next
five to ten years. Over the longer term,
uncertainties are larger., The effects of
persistence, downwind evaporation-runocff
feedback, and longer climatic cycles would be
greater. Damage estimation is less reliable
at stages outside the range experienced by
those making the estimates. Continued work
at methodological and data improvement
can reduce these uncertainties, but centinual
review 1is necessary, no matter how good the
model, as a reliability check.
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APPENDIX A

EXTENSION OF BEAR RIVER FLOW RECORDS FROM

TREE-RING DATA

Paul A. Xay
Department of Geography
University of Utah

Introduction

Streamflows have been recorded on the
Bear River for almost 90 years, but even this
period may not be long enough for the statis-
tics calculated from that record to be truly
representative of the total hydrologic
pattern. In order to seek some general idea
of how well the flow record beginning in 1890
represents longer termed climatic patterns,
tree ring measurements were taken and ex~
amined. Although tree growth is not linked
by a direct physical tie to streamflow, the
two are logically correlated by both being
climatic response functions. In order to
maximize the correlation, drought sensitive
species were sought because these were
thought to respond to precipitation patterns
in a way not too different than would stream-
flow. The dendrobydrologic techniques
employed were patterned after those success-

fully applied by Stocktom (1975, 1976) and
discussed by Fritts (1976).
Dendrochronological Data
Initially six sample sites, where

numbers of old trees were known to be grow-
ing, were selected with a view to obtaining
coverage for the entire Great Salt Lake Basin
(Figure A-1). Only the sampling work at
the Rex Peak site in the Bear River Basin,
however, was completed in time to report here
and that is based on only one rather than at
the several stands recommended for optimal
results. One site is likely to bias the
results with strictly local factors as-
sociated with microclimate, soil, disease or
some other factor not general to the basin as
a whole.

The Rex Peak site is located in the
Crawford Mountains southeast of Bear Lake.
The cores were taken from 12 trees of Pseudo-
tsuga menziesii var. glauca (Beissn.) Franco
(douglas-fir) on the steep west-facing
flank of Rex Peak. Douglas-fir tends to be
particularly sensitive to moisture supply.
Some of the cores collected proved difficule
of analysis; but chemicals recently obtained
for a staining process may enhance the
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visibility of ring structure, allowing later
addition of these cores to the stand chro-
nology. For this report, a master chronology
was constructed from 18 cores. The maximum
age recorded is 280 years, thus adding nearly
two centuries to the historic Bear River flow
record.

The mean sensitivity (a first-order
difference measure, indicating low-frequency
response) of the individual cores was in the
range of 0.34-0.47. An empirical rule of
thumb in the southwest is that workable
series have mean sensitivities of 0.3 and
greater (Fritts, 1976). (Cross-dating was
achieved and checked for the cores in the
stand, ensuring the proper assignments of
dates. The mean sensitivity for the master
chronology, however, was only 0.21. A
re-examination of the individual cores
indicated that, while key years appeared in
all series, they were not always propor-
tionately narrow. The master chronology,
therefore, shows less variability than
any of its constituent cores. The annual
indices of the master chronology are pre-
sented in Table A-1. Particularly narrow
rings grew in 1977, 1970, 1961, and 1940, for
example. These were all abnormally dry years
in the rainfall record at Woodruff, Utah, the
closest precipitation gage.

Transfer Functions

Transfer functions, relating streamflow
to tree-ring indices, are constructed by
regression and have the form:

‘ b

O+b

q 1

i +£
t

where Q are the predicted streamflows, by
and by are the regression coefficients, I
are the tree-ring indices, and € are the
residuals, for years ¢t. The regression was
based on the historic period of record
for the Bear River (1890-1977) and the annual
tree-ring indices for Rex Peak and gave:

ét 585300 + 558900 I . (A-1)
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Figure A-1. Great Salt Lake basin, showing the location of some of the tree-ring sites.
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Table A-1. Rex Peak master chronology.
Index
Year
0 1 2 3 4 5 6 7 8 g
1698 2,4105 1.3484
1700 0.7396 0.5363 0.9720 0.3458 1.0038 0.8541 0.6285 0.3281 0.4225 0.5940
1710 0.7311 1.0422 0.7050 0.8245 0.8075 0.8252 1.0290 1.0509 0.6887 0.9649
1720 0.6820 1.1396 0.9728 1.1556 1.3109 1.3762 1.2004 1.0917 1.3713 1.3657
1730 0.8363 1.0970 1.1418 0.9921 1.3351 1.2735 1.2723 1.2263 1.0913 1.1731
1740 0.8856 0.6419 0.9597 1.1171 0.9244 0.9365 1.0473 1.1370 1.2768 1.1619
1750 1.1018 1.4448 1.5834 1.5417 1.1874 1.25653 1.1863 0.9304 0.9602 1.2266
1760 1.0276 0.9163 1.0494 1.1667 0.9911 0.9701 1.1087 1.0121 1.4794 1.3702
1770 1.3728 1.3394 1.3521 1.0620 0.9970 0.5509 0.7666 0.5412 0.5074 0.5093
1780 0.5625 0.5771 0.5692 0.5362 0.6046 0.6829 0.7498 0.7324 0.8324 0.9719
1790 0.9166 0.9150 1.1873 1.1081 0.9754 1.0722 0.9661 0.6363 1.0875 0.8218
1800  0.9641 1.1097 0.9334 0.9659 0.7853 0.9115 0.9668 0.7503 0.8924 0.7991
1810 0.7787 0.3078 1.0102 1.2577 0.9966 0.6141 0.9503 0.8857 1.0695 0.8214
1820  1.0748 0.9276 1.1127 0.7715 0.9006 0.7839 0.8280 1,1764 1.2646 1.3508
1830  1.0730 0.9213 0.9054 0.9236 0.8828 0.8344 0.6827 0.8341 0.9846 1.0490
1840 1.3226 1.1461 1.3914 1.2144 1.1918 1.1628 0.8127 0.7477 0.5360 0.8779
18506 0.9702 1.0656 0.9534 0.9791 1.2386 1.5967 0.9401 0.6708 0.6164 0.8341
1860  0.8138 0.6393 0.6227 0.7870 0.6431 0.4695 0.4591 0.8412 1.0605 1.1208
1870 1.2740 1.2446 0.4869 0.5974 0.9751 0.9984 1.0607 1.2142 1.0247 0.7439
1880  0.3411 G.7186 0.7343 0.5509 0.5664 0.6960 0.8573 0.6402 0.5115 0.5713
1890  0.4797 0.6698 0.9048 0.8712 0.8529 1.1126 1.1891 1.0715 1.1872 1.1098
1900  0.5791 0.8705 0.83086 0.6515 0.7148 0.8734 0.9203 1.1992 1.6825 1.4103
1910 1.3347 1.2125 1.4976 1.7816 1.9545 1.9027 1.3762 1.3970 1.1334 0.7981
1920  0.5991 1.0592 1.2293 1.3667 1.3775 1.3795 0.9302 0.7222 0.8469 0.8186
1930  0.8862 0.9366 0.6797 0.8083 0.6690 0.7961 0.5816 0.9316 1.0734 0.8386
1940  0.5017 1.3110 1.2789 1.0656 1.3681 1.0475 1.4139 1.5774 1.6616 1.5464
1950  1.6663 1.3947 1.4476 1.1223 0.6090 1.0655 1.1553 1.1370 0.7046 0.9225
1960  0.8712 0.3779 1.0359 1.0883 0.7355 0.9564 1.2031 1.0581 1.0355 1.1883
1970 0.4957 1.1809 1.3457 1.4691 1,0804 0.9998 1.2569 0.3725
Number of Cores
Year
0 1 2 3 4 5 6 7 8 9
1698 1. 1.
1700 1. 1. 1. 1. 2. 2. 2. 2. 3. 3.
1710 3. G b 5. 5. 5. 5. 5. 5. 3.
1720 5. 5, 5. 6. 6. 7. 7. 7. 7. 7.
1730 7. 7. 7. 7. 7. 8. 9. 9. 9. g,
1740 9. 9. 9. 9. 9. 9. 9. 9. 9. 9.
1750 9. 9. 9. 9. 9. 9. 9. 9. 9. 9.
1760 9. 9. 9. 9. 9. 9. 9. 9. 9. 9.
1770 9. 9. 9. 9. 9. 9. 9. 9. 9. 9.
1780 9. 9. g. 9. 9. 3. 9. 10. 12. 12,
1790 12. 12. 12. 12. 12. 12 1z. 12. 12. izZ.
1800 12. 12, 12. 12. 12. 12 12. 12. 1z, iz.
1810 12. 12. 1z, 12, 12. 12 12. 12. 12. 12,
1820 12. 12, 12. 12. 12. 12 12. 12. 12, 12.
1830 12. 12. 12. 12. 12 12 12. 12. i2. 12.
1840 12. 12. 12. 12. 12. 12. 12, 12, 12. 12.
1850 12. 12, 12. 12, 12. 12 12, 12. 12. 12.
1860 12. 12. 12. 12. 12. 12 12. 12. 12. 12.
1870 12. 12, 2. 12. 12. iz 12. 1z, 14. 14.
1880 14, 14. 14. 14, 15. 15 15, 15, 16. 15.
1890 16. 16. 16. 16. 16. 18 18. 18. 18. 18.
1900 18. 18. 18. 18. 18. 18. 18. 18. 18. 18.
1910 18, 18. 8. 18. 18. 18 18. 18. 18, 18.
1920 18. 18. 18. 18. 18. 18 18. 18. 18. 8.
1930 18. 18. 18. 18. i8. 18 18. 18. 18. i8.
1940 18. 18, 18. 18. 18. 18 18. 18. 18. 18.
1950 18. 18. 17. 17. 17. 17 17. 17. 17. i7.
1960 17. 17. 17. 16. 16. 18 16. 16. 16. 14,
1970 14. 14. 14. 14. 14. 13 13. 12.
Missing Rings. Percent Missing = . Average Ring Width = 769.83
For Anova Period, 1895-1951
Average Ring Width = 925.24

Missing Rings.

Percent Missing = .
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The standard error of estimate is 450,000;
and the RZ is 0.155.

improved by including, as
predictor variables, the values of indices
from previous years. Tree-rings possess
cons iderable serial correlation, as food
reserves may be stored or used, thus buffer-
ing sensitivity to the current year's weath-

The model was

er. Since the dependent variable, stream-
flow, also possesses considerable persis-
tence, the best model incorporated both

lagged indices and lagged streamflows:

-

Qt = 1799+ 380550 It- 222140 It~i+89“‘0 It-2
#0.376 Q_+0.381Q q - - - . (4D
The standard error is 326,800, and R2 is

0.563. The residuals for the period of
calibration, 1900-1977, were examined and
found to be randomly distributed.

includes as a pre-
in the year

Since Equation A-2
dictor variable the streamflow
subsequent to the year being predicted, its
use requires an initial series of §. To
obtain the estimated series of Bear River
flows, a two-step approximation is used.
First, Equation A-1 provides an initial
estimate of the series § (Table A-2). These

estimates are then used in Equation A-2
to obtain a second approximation, and this
process was repeated until the solution
converged on the values shown in Table A-2.

Convergence required 39 iterations to reach a

sum of squares of the differences in 278
flows of less than 1.0.
Discussion
Table A-3 -shows how the mean, standard

deviation, and range of the 1890-1977 Bear
River flow series estimated from tree rings
compares with 1) the present modified flow
series for the same years and 2) the series
reconstructed from tree rings for the entire
1700-1977 period. The comparisons show the
tree ring mean to be 90.5 percent of the
present modified mean but the standard
deviation to be only 61.8 percent and the
range between high and low extremes to be
54.5 percent. This percentage of the range
preserved by the model 1is seen to be about
the same as the percentage of the variance in
the flows explained by the model of Equation
A-2 (56.3 percent).

According to the flow sequence recon-
structed from the tree rings, one can also
see that 1890-1977 averages a little wetter,
has a greater standard deviation, and con-
tains the peak flows in the entire 278-year

Table A-2. Sequence of Bear River flows at Corinne, 1700-1977, as reconstructed from tree
rings.
Index
Year
0 1 2 3 4 5 6 7 8 9

1700 435 620 775 589 876 689 594 512 596 679
1710 769 864 754 859 853 839 972 929 836 360
1720 888 1102 1050 1202 1265 1272 1211 1222 1300 1195
1730 1034 1177 1142 1141 1287 1230 1234 1185 1113 1082
1740 919 888 1026 1024 969 1036 11067 1166 1224 1206
1750 1276 1439 1447 1383 1250 1260 1152 1052 1093 1137
1760 1024 1031 1093 1098 1036 1082 1152 1184 1381 1309
1770 1334 1292 1218 1033 926 718 753 590 581 571
1780 584 585 589 602 659 710 757 792 877 840
1790 944 1008 1105 1041 1013 1025 931 864 1025 896
1800 1006 1016 937 946 879 933 904 833 895 846
1810 885 966 1022 1067 912 843 986 931 396 922
1820 1034 958 1002 364 939 902 1002 1159 1177 1177
1830 1040 991 964 933 839 957 836 947 1028 1109
1840 1227 1187 1287 1176 1149 1049 869 833 783 944
1850 964 1017 1014 1099 1213 1211 882 823 793 825
1860 752 587 702 723 631 612 705 908 1005 1065
1870 1105 983 727 880 987 982 1035 1041 885 732
1880 618 751 667 614 663 715 727 618 601 627
1890 629 764 861 879 958 1090 1099 1071 1089 963
1960 787 906 810 773 859 963 1072 1286 1451 1346
1910 1394 1429 1614 1728 1755 1642 1405 1348 1115 959
1920 954 1160 1207 1273 1256 1176 954 898 918 867
1930 882 854 759 809 744 797 763 942 942 877
1940 892 1241 1153 1171 1313 1246 1479 1532 1568 1535
1950 1541 1381 1323 1089 952 1132 1060 990 842 923
1960 813 726 1018 937 882 1048 1100 1036 1057 1052
1970 889 1250 12335 1239 1075 1062 1016 694

All flows in 1000 AF.
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Table A-3. Comparisons among flow series
estimated from tree rings and

presented modified series.

Pres. Mod. Tree Ring Series
Series

1890-1977 1890-1977 1700-1977
Mean 1,182,000 1,076,000 996,000
Std. Deviation 484,000 299,000 233,000
Maximum 2,294,000 1,755,000 1,755,000
Minimum 343,000 623,000 435,000
Range 1,951,000 1,126,000 1,320,000
sequence. One should also look at the

episodes of above and below average flow.
Some confidence can be put in these episodes
as rteal, for two reasons. First, altbough
the predicted values for the calibration
do not match the magnitude of the real
values, the general features are similar. In
particular, low flow vyears such as 1970,
1961, 19%4, and the mid-1930s, and high flows
at the beginning of the record, coincide
in both series. The prolonged period of high
flow from 1742 to 1773, however, suggests
that the lake may have risen to quite high
levels at the end of this period.

More rigorous testing of this corre-
spondence should be undertaken with spectral
and cospectral analyses. Second, many of the
general features of the estimated series
correspond to features on the Upper Colorado
River as determined by Stockton (1975, 1976).
For example, episodes of below average flow
in 1700-1710, 1770-1790, early 1800s,
1880-1890, 1930s, and of above average flow
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in 1900-1920, appear in both records. This
coincidence suggests that the Rex Peak’
chronology and the Bear River flows indeed
respond to regional climate patterns.
Again, spectral and cospectral analyses
should be used to test the correspondence of
the series.

Alchough the results presented here are

less than entirely satisfactory, several
avenues (o0 improvement are apparent. Improve-
ments center on the tree-ring data, and are

in progress. Stain should enhance the
readability of several Rex Peak cores,
allowing their incorporation into the chro-
nology. Stockton (1975, 1976) used several
stands in each subbasin in his analyses
on the Colorado River; this study used only
one stand 1in the Bear River drainage.
Construction of further chronologies from
other sites 1in the Bear River basin will
allow site-specific variation to be filtered
out, and will provide a more representative
proxy for the regional water balance.
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APPENDIX B

ESTIMATION OF ARMA (1,0) PARAMETERS BY THE

METHOD OF MOMENTS

The ARMA (1,0) model may be written

X(£) = AX(t~-1) + Be(r) . . (B-1)

is assumed to be a random vector
with independent components, each having the
standard normal distribution. Let Mg and
M1 represent the correlation matrix and the
lag—one auto and cross-correlation matrices

where g(t)

of process, respectively, i.e.,
M, = E[X(0) L0 R ET Y ¢ %))
M = B[X(e) x(e-1)7] . (B=3)

1

Substituting the right side of (B-1)
into (B-2) and (B-3)

M, = E[X(t) (aX(t-1) + BE_(t))T] = mf+ BB"
. (B-4)
M, = BL(AX(e-D) + Be(n) X(e-D)'] =
. (B-5)
1t follows that
A o= !t B-6
= M - (B-6)
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Substituting this expression into (B-4) and

solving for BBT

T

BEY =M - MM iyt

o " MMy My - (B-7)

Esrimates of Mgy and M] are obtained
from historic sequences. The elements of M
are

0
m, .
1]

Rl

x (t-k) Xj (t-k)/n . (B~8)

k=0

where mj; is the ijth element of MQ, and

¥ij(t-k) 1s the standardized value of the

ith component of x(t) observed at time t-k.
Also

n-1

wl, - )

k=0

x; (t-k) X3 (t~k~1)/{n~1) . (8-9)

where mﬁ' is the ijth element of M1 and

the x;( J's are defined as before. These
estimates are substituted into (B-6) and
(B~7) to estimate A and BBT,

Since BBT is symmetric, a unigque
solution for B does not exist. It is con-
venient to assume a lower triangular form for
B which then permits a simple solution.






APPENDIX C

ESTIMATION OF ARMA (1,1) PARAMETERS BY

THE METHOD OF MOMENTS

The ARMA (1,1) model may be written

X(t) = € X(t~1) + D £(t) -~ E (t-1) . (-1
. .

where e(t) is assumed to be a random vector

with independent standard normal components.

Let Mg, M1, and M2 represent the correla-
tion, lag-one auto and cross-correlation and
lag-two auto and cross-correlation matrices
respect ively, i.e.,

M, = Blx(e) x(0)"] . (C-2)
My = E[x(o) g{_(t-l)T] O (+ )
M, = E[X(c) ;g(t—Z)T] Coe e . {C-4)

Substituting the right side of (C-1)
into (C-~2), (C-3), and (C-4)

»
€9
]

E[X(t) (C X(t=1) + D e(t) - E e(e=1)"]

0
= MlcT + DDT - CDET + EET (c-3)
M, = BL(CK(t=1) + D £(t) - E e(e=1) x(e-17]
T
= CMy - ED R (D
M, = E[(CX(t-1) + D £(t) - E £(t-1)) (-]
= CMl T (YD
From (C-7)
=, M (C~8)
I s | BT
Substituting (C-6) and (C-8) into (C-5)
results in
R VAR VI Vit ‘«IT'lMT
oo = Mg o My My oMy My M Mg T 2
-1
T, T
-M M My =S (-9}

From (C-6)
-1 -1
E=(CM0«-M1)DT=TDT (c-10)1
where
T=CM, - M {c~11)

0 1

As in Appendix B, estimates of Mp, M1,

and M2 are obtained from historic data. In
addition the estimates of Mg and M] defined

in (B-8) (B-9), the ijth element of M2 is
5 n-2
mij = RZG xi(t~k) xj(t-k—Z)/(n-2)

O'Connell (1974) bas provided an itera~
tive solution for DDT by substituting
(C-10) into (C~5) which results in

1o -1 -
o+ 1p Tp o =pp + @)t T o=

Let Uy be an initial estimate of DDT. Then

the first iterate of DDT is

- -1 .7
U1 =8~ T UO T

In general, the i+l st iterate is obtained

from the ith as

~1 &
Ui+l =5 -T Ui T (C-12)

Convergence of (C-12) may be observed by
using the behavior of

i+l

i i
mx]%k %klwwmll

. . 5
ik is the j,kth element of Li.

When a satisfactory value of DDT ()
is found, the sclutien for D may be obtained

IThe symbol T has a different meaning
here than in Chapter 4.



as in Appendix B.
from (C-10).

Then E may be computed

0'Connell (1974) has also given condi-
tions which are necessary in order that (C-9)
and (C-10) yield solutions. These are that S
+ 7 + T and § - 7 - 7T be positive semi-
definite matrices. Experience with the data
associated with the Great Salt Lake indicate

124

that these conditions are not easily satis~
fied. Even when subsets were found which did
satisfy this condition, (C-12) would not
converge to a solution. It was found that in
the two dimensional case an analytic solution
can be obtained for DDT. This analytic solu-
tion was used in conjunction with principle
components to provide an approximate solution
for the ARMA (1,1) parameters.
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APPENDIX D

DATA PREPARATION PROGRAM

Listing: Data Preparation Program.
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Ty
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WRITE(Ge#/ b daKIlsBlVeKL) sJoKeBLJe )
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RETURN
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Table D-2a. Input data and decision parameters for Data Preparation Model.

I.

Main program input

1.

(%2

(RHDG(I), I=1,N) - Format (1346)

1-72 REDG(I) Row headings for each variable
(CHDG(L), I=1,N) - Format (13A6)

1-72 CHBG(1) Column headings for each variable

N, NYR, NYG, NPC, IPC, MARKOV, NTRACE, ISKEW, NX, NAT, IONE, IW, II, MSI - Format (1415)

1-5 ¥ Number of input variables i.e. 5

6-10 NYR Number of years in the input time series i.e. 41

11-15 NYG Number of years to be generated i.e. 125

16-20 NFC Number of principal component time series i.e. 2

21-25 Irc Option for doing principal components if = 1 do 1f = 0 don't use P.C.
26~30 MARKOV Parameter for determining types multivariate stochastic model:

if = 1, then ARIMA (1,0,1); if = 2, then ARIMA (1,0,0); if 3, then MARKOV

31-35 NTRACE Number of intervals for multiple generations i.e. 7
36-40 ISKEW Option to prevent log transformation regardless of skew: if = 1, then do;

if = 0 determines log transformation based on skew <iSLN

41~45 NX Number of time series remaining if doing principal components: if NPC = 2
and N = 5, then KX = 3

46-50 NAT Option to convert natural flows generated to present modified flows if = 1

51~55 IONE if = 1, then do only one generation.

56-60 W if = 1, then prints out various write statements; if = (, then normal
printout

61~65 11 Number of generations within each NTRACE i.e. 3

£6~70 MSI if = 1, option to read in previous sum of squares from file if continuing

on im number of generations on another start.

NUP, NI, NN, NM, IADIAG - Format (5I5)

i~-5 NUP if = B, then assumes the B matrix to be lower triangular

6-10 NI Dimension of matrices A, D, €, assuming square matrices

11-15 NN Number of iterestions desired

16~20 NM Number of lines of convergence values desired written

21-25 IADIAG if = 1, then A& matrix is computed by equation A = MZM,WI: if = 0, then

A is computed as a diagonal matrix where the diagonals = M2/ML
(SCALE(I), T = 1,N) = Format (8F10.0)

1-80 SCALE(1I) The conversion factor to maintain all variables in units of feet i.e.,
evap. and precip (inches) - 12, streamflow {acre-feet = 1079259 AC = Area GSL

LAM, CRITV, DELTA, SLN -~ Format (4F10.0)
1-10 LAM Damping coefficient, 0.0 < i < 1.0, to help oscillating iterations converge

11-20 CRITY Significance level i.e. (5 percent for N years) to set nonsignificant
elements of MO, M1, M2 matrices to zero
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Table D-2a. Continued.

21-30 DELTA Convergence criteria i.e. .0063
31-40 SLN In Skew S/R the criteria for determining normal distribution (0.1)
7. (A(L), I = 1,N) ~ Format {8F10.0)

1~80 AL Half the lowest historic value of each variable time series except for
exap. = 807 of lowest value.

IF NAT = 1 then read these parameters
1. (CU(I), I=3,5) - Format (3F10.0)

cu(l) 1-10 CU(L) Consumptive use for Bear, Weber, Jordan River Basins
2. (DV(1), I=3,5) - Format (3F10.0)

V(1) 1-10 DV{I) Diversions intc or ocut of Weber, Jordan River Basins
3. (CSNB(I), I=3,5) - Format (3F10.0)

CSNB(I) 1-10 CSNB(I) Constants for linear regression equations for three basins for
change of storage = (natural - consumptive use * diversion = natural’)

4. (CSNM{1), I=3,5) - Format (3F10.0)
CSNM(I) 1-10 CSNM(1) Coefficient for linear regression for change of storage = natural‘t

5. (CSLAG(I), I=8,5) - Format (3F10.0)

CSLAG(I) 1-10 CSLAG(Z) Coefficient for lag natural' term in linear regression equation
for change of storage = NAT'

6. (STOR(I,1l), I=3,5) - Format (3F10.0)

STOR(I) 1-10 Initial end of year storage for each river basin

IF TPC. = 1 then read in principal component time series coefficients

Principal component time series {(Princ), called if IPC = 1

1. (PCA(J,TI), J=1, NPC, I=1,N) - Format (8F10.0)

1~80 PCA(J, I} Principal component coefficient for each variable (i) up to N, for the
Jth principal component time series

2. Repeat abowe card for each principal compeonent time series up to NPC

CALL Read 3 subroutine: reads input time series (sets of cards 1 and 2 or 3 for each time series)

1. NR, JY1, JY2, JJIY1 - Format (4I10)

1~10 NR File number time series is to be read from, 5 if cards

11-20 JYi Beginning year of time series

21-30 Jy2 Ending vear of time series

31-40 JIYl Beginning year of time series if data has no index years on data card

and is in 8F10.0 format
2. ICDTP, STID, IY1, IY2, (DUM(I), I=1,6) - Format (I1. A6, 2I4, 6F10.0)
1 ICDTP Not used
2-7 STID Station identification
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Table D-2a. Continued.
8-11 Y1 Beginning year for data on card/file sequence
12-15 1Y2 Ending year for data on card/file sequence
16-75 DUM(I) Data points

3. (DUM(I), 1I=1,8) - Format (8F10.0)

If JJY1 is >0 then this format is called

1-80 DUM(I) Data points
Table D-2b. Input Data Preparation Program. ; 1 -
SFup® o BSLPCP BEAR WEBERJORDANRESID S g L :
5 31 125 2t 7 1 1 7 5 ; R 3 ¢
1 10 190 1 1 ' 2 o
12 12 14579259 1079259 1079259
1. 0063 Wiz
G, 2.1 202601, 30250, 654950,
W221LT86% ,9318105 «,19086087,19960032 ,0805%0102 I
LOB1UTTHY -, 138R1509,49304638 L14755654 L, (092650269 H
v 0892365642 2546632,22045803,94383114 ~+0T809562 )
« 57438 734,10101648=612175517,0204827238,98551421
HIBUB0TE -, 28712637 -,E1095879-,21710777-.09051382
5 1937 1277 1937
59.2 5643 59.4 $3.,2 50.1 .. B39 _ 55.7 8¢.8
HA . 4 50.4 4.3 53,1 k8,3 COBT7.9 51.% B1.4
50.3 55,1 49,9 50,3 e 2 |85 .4 49,4 . 58,
56,3 5204 49,9 49,1 ! By ;6 548 45,8 49,9
59,3 53.0 49,1 51.0 52,5 58.% 46,5 45,6
48,7
5. 1931 1877 1875 - < [ .
9,4 12.2 6.6 B,9 3;5 " 5.8 7.0 o 6.0
5.3 12,4,  10.6 5.8 6aB Sa8 bal 12.8
10,7 € 8.3 - 9.6 8,1 Syt 7ad 8,1 ° Teb
5.9 Gl 9.5 7.1 T8 I B.3 13.¢
11,2 11,7 13.3 7.2 8,7 10.2 Bk 11.1
L 7.6 12.4 Gebr - 7 8l : Bad I 10,3
11.56 5.2 14.1 13,2 Ge7 T34 11.6 10.%
5,9 10,9 7.3 5.2 10,9 1049 11.8 11.%
14,07 9.8 11,2 10,8 T 12,1 11.2 2,5 6.2
a4 el 11,7 EN 3,0 ok 7.8 1.1
5.9 1047 12,1 o, 4 12,7 12.9 10.9 11.4
15.8 1deb 15.7 3.7 15,0 12.2 9.9
5 1937 1977 1501 : ,
teuuro0 863300 ~ 773100 1595900 764900 1e2a700 2293500 1366300
2233un0 1960000 1487500 ¢ 1418200 1416900 1778700 821500 12706500
1771100 12494043 1052900 LZUEIDY 1696300 2112400 1808Y%00 19700
111320 64660 738200 THUEDD 580600 776200 466609 781800
66800 343200 470800 E6LEBG0 76780C 511800 ebo2cl 468600
524800 707800 87540 697470 812000 1041400 1070600 1167800
1620000 1741000 . 1le302¢0 1686400 © 1043800 339200 €llau§ 879800
954460 1058800 © €URZL0 56981 L 405200 B74800 - 6294u0 S16400
1091000 1158490 1034200 1659200 1215400 875800 2067600 2070600
1485000 15030u0 1857000 1827464 6689300
5 1937 1977 19401 ..
408000 27HC00 SHEG060 214UG0 287000 356000 1160000 387600
411000 360000 503600 466000 540000 2330006 114500 412400
&7g000 ZubLU0 301unn 650000 959000 528000 745000 3700600
1i0gney 6984 0u 506000 YN, 450000 732000 291600 99400
SBT3 L 89900 188440 42990 4i122n¢ 435400 283100 1669060
18G1¢0 4115u¢g B36150 . 4460 370400 483600 322900 447200
2126 633400 &02udy - 6591an 444304 151600 119200 301300
$2711 0 425609 1le$o0o 112110 6UBNO 230400 145900 312500
C2377r0 115000 175100 211100 43240y 233500 495800 528400
4530y £299uyp S80LLUG 355546 770580
5 1937 1977 19901
2b3T .y 227%0L0 elUung 28231y 214300 «93700 24Q7u0 360600
(43800 363500 301700 278660 279800 207100 247700 284900
508640 288100 262100 270600 312100 333900 322000 298700
SEON Y 263250 “667UD 240100 246000 17000 230100 212600
22920 166500 146003 177900 219200 36200 239,00 228500
c3B0uu 26000y SHHUUD 263600 235100 282100 236500 284400
<70%u0 25814g 292600 23521y ZEQUQU <GREGD 191440 211700
J24n:0 252200 220600 184900 131980 168100 157900 199400
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Table D-3.

Qutput Data Preparation Program.

‘Nas. TRYREdT, NYGedi, MNECeE, 1PCET, NARKQVEY, RTRACEZT7; ISKEWR(, NXuS, NATel, ICNEsl, Ik%2, 1Ts3d, rSTeC, IMABLEC,
ENUF!&; NI=i0, MNB100, hMmi, 1ADIAGEY, o
12,0, 12,0, 10762%8,0, 1079259,0, 10792%9,0,
LaMey, TRLITveo, 0, CELTARO, 0063, SLN8O0 12, ™ T T e - .
(40,0, 3.1, 202600,0 +30250,0, €5950,0, e
0,22117968, 0,8318105, =0,19098087, 0,19960038, 0,080%590102,
TG, BAOYTEA, S0 1 IBATEONO6TL, O A9I0URIIAUEY, TOTIATSYEEL, U, UT26N0RE6S
=0,06523888, =0 22546632, =0,2304%803, 0,94383114, =0,07409%62,
«0,05743973, =0,10101448, »0,12175517, 0,020827238, 0,98%5142¢,
"0, UBBBEQ1S, w0, 3EVIE637, O BIUSSEYY, EOVEITIVYTY, ST, 00N (L, ) )
L 1937 1977 _
59,2 £6,1 ®Y,4 83,2 L2 'S S X BE,T 52,8 ag e CTTUSUYE T UGR,3 TRy,
48,3 41,9 51,4 51,4 50,3 55,1 49,9 50,3 4B 2 55,4 49,4 5E,0
B,y Baa 49,9 49,1 44,6 54,6 45,2 49,5 55,3 53,0 48,1 81,0
’ 52,5% 58,1 s, 5 06‘ 1y "'”’“""”"08.7 Toom o e . . o ‘
e 2 ) A A0
1,6 11,37 R I C2Y A §- 24" S 04 S - S § GF-SE 2% A £ CUTESD e e
11,2 10,8 12,1 11,2 9.5 6,2 G.4 9.1 11,7 9,0 5.0 6,4
1.8 12,1 B9 10,7 12.1 6,4 12,7 12,5 10,9 11,4 13,8 10,8
i 15,7 .7 {¥,0 12.8 B 1L I e o N . -
L 1937 1877
TYBTBOG,0  BIfE00,0 600200,0  468600,T TSEUEON U TCTE00, T 8TSH00, U EYTLOD, 0 8T2C00,0 1041400,0 T0T06COL0 1167800, 0
1020000,0 $741000,0 1630200,0 1686400,0 1043B00,0 S3%200,0 611200,0 879800,¢ OSS4uc0,0 10%E800,0 €0E200,0 565800,¢C
| 405200,0 B74800,6 629400,0 916400,0 1091000,0 11%4400,0 1054200,0 1059200,0 1215400,0 E75800,0 2067800,0 £070£00,0C
{u8%000,0 IS’OEMO‘ 0IUSTO00, 0 1827000,0 BEVIOO,0 T T T T ' ) :
1937 1977
G12205,0 438LGC,0 T ZBITHG,V 166VNET U IEUINULY TUWITSO0,U U6 T, 0 UMLK 00,0 ITeU0 0,0 M3 0000 32RI00, 00 #447E00,¢
512600,0 633400,0 6020600,0 659i00,0 &addeo,c 151600,0 $19200,0 301300,0 327100,0 4z%600,0 112500,0 11€3100,C
60590,0 210400,0 145900,0 312300.0 337700,0 116000,0 175400,0 211100,¢ 492400,0 233800,0 49e800,0 S2240C0,¢
TU%1000,0  SR29900,0 S&0000,0 TASISHE L0 T TVOSEOLO T e : : -
. 1937 1977
CTZIE00, 6 2362 00,¢  F3IVIVYL,U EESS00, U 2T VV, U EUC UL UREWO0ULU 263800, 2S00y e 28210000 eSO 0 2EBA000 0
270300,6 258100,0 252600,0 =235200,0 280000,C 264%00,0 191400,0 211700,0 &ZR2400u,0 2%2200,0 &Z20800.,0 1806G0,¢
131500,0 168100,6 157500,0 199400,0 239700,0 231200,0 240200,0 278100,0 J373400,0 3E9200,0 378900.0 374400,0
360000,0 430400,0 TIVSH00,D 496411, 0 FIBEGO,OC 0 T o
PﬂzNCIPAL COFPONENT TIME SERIES
( o1949E$01 ,1B67E01 ,1890E+01 ,1829E+01 ,2062E+01 ,1GHUE+0] ,16UEE401 (1BO3JE+01 ,17748+01 ,1€E€3E401 ,1EESE40L ,1€37E4(1
- 169aE+ 01, I550E4 0T S TT2IEFOT S TESEEFOT, 1S83E#0T , TUUSEFOT , TSTEEF0T ", 1SS0E# 0L . TTOSE+01 1€ 230E+01 15406401 ,1496EwCt
 41593E#01 (1802E+401 ,IS3BE40L ,1646E+01 ,1649E401 1338E+01 ,1683E+401 ,1794E+01 (I1T7CE401 (1779E+01 17316401 (1S3TE4CY




6¢t

c203UE401 ,1692E401 L1B97E+401 ,16U1E201 1703E+01
JUUURESQ] LU25TE+0L L M3T4E+01 ,U582E+0) ,3621E¢0] ,4C36E+01 42B8E<01 ,3960E¢01 ,3695E+01 ,ISTOE+OL IVTLE¢01 ,4228E+C)
JIBIBEFOT LTLIVEROL JUSTZER O U35 UE0T 39 e+ 0T UUBTEFUT BT 01+ (38E2E 01 [ ITALEF0T U T I+ 0L -3t et UReIEv e

LJUOBLEOL ,39T6F+01 ,3716E+01 ,3797E«0) 35528401 ,4316E+01 35488401 ,3886E401 H405EH01 ,LOH9E4QL 4328401 ,4500E+C

TLURTOE+01 LUTTRE401 ,38e3E+01 ,4262Ev01 ,3T7IBE€OL T ot mm
IPLN,AGS)
. 2668886FIE00 ,37740072E401

M0 MATRIX,

1.0, w2,4B728537812E55,
22,48728537812E=5, 1,0y

M1 MATRIX,
0,308452547674, 0,4396251%0038, O 77T oo
0,470558393459, 0,0159100837102,

Mg MKATRIX,

0,385935788822, 0,25924870089%7, S T e e e
0,0456734348033, 0,299896962289,
Mlel FATRIX,

=g T8T7BE=Q1  ,21768E+01
«23299E401 «,15273E+01

A MAITRIX
+ST363E+00 LUU41%5E+00
JO9HIUES00 = 3586 1E+00

e {F e (AML Y oMY (M= T IF 1 METF e MG MY Y (ML Y YT RFTRI, e

0,78191 =0,05431
_=0,06431  0,96903

Tz (AMOeML) MATRIX,

0,26517  0,004514 . L U

0.22459 (. 37453

000000 1.,0000¢0
YFEY*0.23841¢721656,“C£LTA*ﬁ}0d€3;“SSgciﬁ}zﬁ35TT5§573E;"Ui':1}“‘””_“w”www'hwuww
AMAXE0,03350421611%, CELTA0,0063, SESQ:0,0XQ&GI%QEI?l};.gfgi§}0§7EF92§2§im”

XPAXEH 0064641383796, CELTAZO0,0063, §HSUB0,00414280070936, Lw(,489223R203973,

XeAXE0 D01 15613597336, CELTA=20,0063, SHESG=E 3E28TEYICEUESY, [0, 48UCITHOEVEY;



071

NEG=O, <ExP»ag, «EXP>»30,
NG, YYERATIONS &~ &% xMAX = = JViS&13ebE=0g ~— 7~~~
BBY MATRIX, .
0.,6714% =0,15339 e e
=0,}5339 0, 74761
BI, §Y, e e . .
Is2, <«EXPome(, 187167015128,
BOJeK1YoBLIs s
Jeg, kiz3, <EXP»el,0, JBZ, K22, <EXP»c(, 71257001484,
LOWER TRIANGULAR VATRIX — .
3 0.81942 G,00000 o e T
. =0, 18740 0,84414
{THE DTHER MATRIX
032360 0,07711
0,27409 e=0,3829¢
S e
YARY ABLE FIERINGS F» UNCOR®. SD. CORR, SO UNCORR 300 CORR. SDO
i 1.00005 «25150E+01 22518518401 L20498E400 «20493E 400
2 1.10057 o2T7138E+01 «29868BE+01 .232%1FE400 .25589E+00
3 100072 <37QIVEL06 <3704L4E+QH  .467660E+00 w4 THEILE+ QO
& 1.02716 129578 ¢06 +13309E+06 44628E+00 «45840E 00
5 1.0265% L53816E¢05 L59244E¢05 L29728E+00 L30517E+00

MEAND
OrRIG.
AVER,
AVERS
v
0ORIS.
AVER.
STOEV
BRIG.
AVER,
STDEY
IRI1G.
AVER.
SToEV
CRI3.
AVER.
STOEY

AND STANDARD DEVIATIONS OF 6 GENERATIONS ON 5 YARIABLES

STATS 52.00 10.861030729.27 357973.80 265980.76 403
MEANS 52.73 10.65 977126.00 343515.45 255086472 2.94
STDEV. 1066 3.20 195193.01 110458.05 51758422 1.14

I Z XSS RS TR RS R S EER AL RS S RL R RS RS RS RS E RS RS LSS RS R 5 5 RN XY
CORR.  1.00000 =0.46261 =0.35913 =0.20492 =0.06455
CORR.  1.00000 =0.76633 =1.1191& ~=0.99618 =0.98557

. CORR.  0.00000 0.23397  C.07726 04164690  0.17148
CORR. =0.46261  1.00000 0.40307  0.34822 0.38527
CORR. ~0.76633  1.00000 0.81784 0.98813  0.96470

. CORR.  0.23397  0.€0000 C.11378  0.03419  0.01713
CORR. =0.35913  0.40307  1.00000 063922 0.69191
CORR. ~=1.11914 0.81784  1.00000 0.93466 0.93475

. CORR.  0.07726  0.11378  0.00000 0.04961  0.04601
CORR. =0.20492  0.34822 0.63922  1.00000 0.44292
CORR. =~0.59618 0.98813 0.93466  1.00000 0.99593

. CORR.  0e16490  0.03419  Ca04961  0.00000  0.00846

2421 446688.08 176853.04
4.53 383591.63 163831.61

1.03

46781.22

18633.43

83739.195
T4837.39
15170.21



Table D-~4a. Dictionary of variables for Data Preparation Program, main program.

Variable IBO Type Dimension Definition

A I R 10 3rd parameter in log normal
dist. half Jowest value
historically

AB I R 10 3rd parameter in log normal
dist, half lowest value
historically

AZ 1 R 10 Same as above except for
principal component time
series

AVER 0 R 2,10 Average value over II

generations of the first few
moments of the time series

AVT 0 R 108 Average values over II
generations of the correlation
elements

BA B R 10 " Same as A

B B R 1 Number of generated time series

BB B R 1 B minus one

cu I R 5 Consumptive use values for
each river time series

CSNB I R 5 Linear regression constant
for change in storage per basin

CSUM I R 3 Linear regression coefficient
for change in storage per basin

CSLAG I R 5 Lag coefficient for change im
storage regression

FMEAN B R 10 Original time series average

. values

FSIG B R 10 Original time series standard
deviations

IONE I I 1 Option to do only one generation

IPC I I 1 Opticen to call principal
components

MSI I I 1 Option to read sums from
previous generations

N I I 1 Number of variables in time series

NCORE B I 1 Number of correlation
elements in the three mairices

NPC I I 1 Number of principal component
time series

NTRACE I I 1 Number of sets of II
generations to compute

NTUT 1 I 1 When reading previous summations

A from previous generations NTUT
is the number of generations
in the gample

NTT D I 1 Number of generations done in
current program run

NYR I I 1 Number of years in input
time series

NYG I I 1 Number of years in generation
time series

PCA I R 10,10 Principal component coefficients

SCALE I R 10 Scale factor for time series

SMT B R 108 Sum of the correlation
elements

SMTV B R 108 Variance of the correlation
elements

STDEV D R 2,10 Standard deviation of time series

STDC D R 108 Standard deviation of gen.
correlation elements

SUM B R 2,10 Sum of gen, time series moments

T B R 2,10 First and second moments of
time series

T B R 2,10,150 First and second moments of

all generated time series
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Table D-4b. Variable definition MSTAT Subroutine.

Variable 1B0® Type®  Dimension Definition

A I R 10 Half the lowest historic
value for each variable, scaled

AB I R 10 Half the lowest historic
value for each variable - unscaled

CHDG I R 10 Column headings for matrix

ESDYTI1 B R 1 Exponential of the standard
deviation squared minus one.

Iw I I 1 Option for write subroutine

LAG B I 1 The lag factor

M o R 10,10 Correlation matrices at various
lags

N I I 1 Number of input variables

NYR B I 1 Number of years in time series

NYR1 B 1 1 Number of years minus lag
in time-series.

PX B R 1 Element in correlation matrix

REDG 1 R 10 Row heading in matrix

RX B R 16,10 Correlation matrix

SCALE 1 R 10 Scale factor, to convert to
common units and magnitude.

sD B R 10 Standard deviation

SDIJ B R 1 The "i' variable standard
deviation.

SBO B R 10 Lagged standard deviation

SDY B R 10 Log transformed standard
deviation

SbYo B R 10 Log transformed lagged standard
deviation

™ 0 R 10,10 Transposed correlation matrix

v B I 10 Index for determining
whether variable needs to be
log trams.

Ay B I 10,10 Index for determining combination
of log transformed and normal

X B R 150,10 Input variables

XMN B R 10 Mean or imput variable

XMNO B R 10 Lagged mean or input variable

XMNY B R 10 Log transformed mean

KMNYO B R 10 Lagged log transformed mean

Y B R 150,10 Input variables

2= Input B = Body of Program O = Qutput

R = Real I

= Integer
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Table D-4c. Variable definition for MODEL Subroutine.

Variable 180° Typeb Dimension Definition

A O R 10,10 Output matrix and temporary
variable.

B o] R 10,10 Output matrix and temporary
variable.

BSQ B R 1 Absolute value of an element
in the iterative matrix.

¢ o R 10,10 Output matrix.

CRITV I R 1 Significance value for
setting element to zero

DELTA I R 1 Convergence criteria value

IDIAG 1 I 1 Option to compute only diagonal
elements of "A"

IWRITE I I 1 Option to write out intermediate
computations

LAM I I 1 Convergence factor - less
than one

MARKOQV I I 1 Option to use Markov vice
ARTMA (1,0,1)

MO I R 10,10 Lag zerc correlation matrix,
temporary variable.

ML 1 R 10,10 Lag one correlation matrix,
temporary variable.

M2 1 R 10,10 Lag two correlation matrix,
temporary variable. ‘

N I I 1 Number of variables

NEG B I 1 Negative values counter

NI I I 1 Dimension of matrix assumes
square

NM I I 1 Number of limes writtem in
convergence logs

KN I I 1 Number of iterations

NNN B T 10 Element in MX matrix

NR I I 1 Correlation file MO, M1, M2

NUP I I 1 Option to compute lower or
upper B triangular matrix

NW I 1 1 OQutput A, B, C file

S B R 10,10 Temporary variable

SBSQ B R 1 Sum of largest elements in MX
matrix

T I R 1 Variable set to zero for matrix
inversion subroutine

MaX B R 1 Maximum value in MX matrix for
convergence criteria

S Input B = Body of Program O = Qutput

b R = Real I = Integer



Table D-4d. Variable definition of MGEN Subroutine.

Variable 1B0% Typeb Dimension Definition

A 1 R 10,10 "a" matrix for generation equation

B 1 R 10,10 "B" matrix for generation equation

BETA I R 10,1 Third parameter in log-normal
digtribution.

C I R 10,10 "C" matrix for generation equation

CHDG I R 10 Column heading on matrix

DUMT B R 10,1 Temporary variable

DUMZ B R 10,1 Temporary variable

E B R 10,1 Error term

EE B R 10,150 Random normal number

EEL B R 1500 Random number normal: zero, oune

El B R 10,1 Previous error term

FSEED B R 1 Seed number

IDIAG I I 1 Option in Read matrix subroutines

1E I I 1 Option to print each computation
for debugging

ISEED B I 1 Seed number

IoUT I I 1 Option for matrix write subroutine

10PT I I 1 Option to write out random numbers

I0PTL I I 1 Option to write fimal output

IX I I 1 Option to write out computations.

MARKOV 1 1 1 Option to go Markov vice ARIMA (1,0,1)

MU ¥ R 10,1 Mean for each variable

N I 1 1 Number of variables.

NN B I 1 Total number of random numbers

NR E 1 1 ABC matrix file

NR1 I I 1 Statigtics file

NW T I 1 Qutput file

NYR I I 1 Number of years for generation

RHDG I R 10 Row heading for matrix

SCALE I R 10,1 Scate factor

8IG. I R 10,1 Standard deviation

SEED B I 1 Seed number from the clock

v 1 I 10 Log trangformation indicator

XIc I R 10,1 Initial starting variable

XMIN I R 10,1 Minimum allowable generated value

YPC o] R 10,150 Generated output variable

¥ B R 1 Temporary variable

z 8] R 16,1 Standardized variable

Z1 B R 10,1 Standardized variable

a

I = Input B = Body of Program O = Output

R = Real I = Integer
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APPENDIX E
STOCHASTIC GENERATION AND WATER BALANCE MODEL
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Table E-1. Stochastic Generation and Water Balance Model, program listing.

C 5SL ONE~LAKE SIMULATION

COMMON Y(S5950) ¢A{5450)4ELS150)VVIOUI+AAISBC)EE(30)RESTD(150)

e HIB0Y VS{H0 I UNT{S0) JHPNS NP

COMMON/MV/ VLOGIS) «MUCS 13 +SI6(5+1) oXICI511)3ETALS 2D+ ¥RIN(S+1)

CSCALELST1) 1 AM{5:15)¢B(5+5)C{595) 2 IL « I+ IERMARKOY
COMMONAUNT/XMN(S) sBETAXIS) yXMINX (B o MI(5),PLISs 5] «NXSCALEXLS)
COMMON/MW/CULZY +DV (3] «CSNa(3)+CONMIB) oCSLAGI3) +S(34150)

REAL MU

pOUBLE PRECISION RMDG.CHDS

INTEGER TIME.VLDG

REAL MUGMUP s JORDN(150)

REAL RIN(Bs150146X{5+150) 4ELP(54150)ELVIS,150)

REAL POP(5) «ACRE (S) +BIRDS(5) 4OPOP {51 DACRE(5) Q1P (5]

REAL VLLIS) +ARI{S) ¢SALTIS)I+SUM{L0),QTLI¢150)

REAL PPAF(5+4150) +EVAP{5:150)+SAR(541501,VOL(5+1503CONIE4150)
REAL PPAFM{S) EVAPHM{5) +SARM(SFVOLM{SI (CONMIS) JELPMIS) JFLUMLS)
REAL QBWJ{150)+0TS(1503¢Q541150),QTT(1503CCNISI4PPTL15N)
SIMENSION RNAME (20)+IYEAR(LS50),VOUTI150)«DUN(1503-2REA{150)»SALING

d1503.CCL4YoCC2(4) DUMP ({1501 (RESIOP {1501 +885P{150)1SNPLL50) «88(150)

e s CP(3)4CRIBIVERILIBOIEPLLIBU) ¢SNLLIS0)+EX(LS0) EVHP {150}

+ «RHDG{5Y s CHDG(5) «BEAR (1501 vEBER{150)

o BPHELLIS0) s WPHFIL150) +PMFICLI50),50(100),ACTUP (150}

o v WNACL{T) JEVRAT (7 «SLAKE (5) + ADJPT (D}

BATA CC1/0,012761404+-0+012443¢~0.013806/

JATA CL2/~52.059140.975:92.70822+56.7659/

100 FORMAT (1615)

102 FORMAT (BF10:0)

105 FORMAT €20AH)

107 FORMAT(SE1%.9)

108 FORMAT(7F10.0,110)

200 FORMAT (1HO+30X. tGREAT SALT LAKE SIMULATION INPUT DATA®./s/)

202 FORMAT (10XeI3+45X03F18,0¢2F1243:4F1240)

™ag2 FORMAT(IH +510.2)
307 FORMAT(IH +5E£15.9})

203 FORMAT (/7772 10XetPOIvCLaCR2+C34EVRTVTOP VRATESALTILIY)

206 FORMAT (10Xs5F12.3,5F12.0)

21y CORMAT C(1HO30%+20A44/7/7)

211 FOAMAT {6Xs'YEARS ¢ 7Xs*0BWIY 8K 0TS 4 BX T REHY ¢ BXo "QTT 28X, *PRELLP
1 BXs YEVAP? ¢ TN s PAREAT 45X+ VOLUME "+ 6X s *CONT Y 4 3X0 *PA ELEV?® 43X AN ELE
2yt /)

212 FORMAT (6XT4,5F11,2:F12.242F11.2,3F10,2)

213 FORMAT (/,6X e tMEANT (SF11.2+F12.2,2F11.243F10.2)

220 FOAMAT{IHIv15X»*YEAR EXCESSY)

221 FOIMATEASX+15:F1040)

253 FORMAT{1HOvBX 4HYEARsBX s 34SSP»BX 4 3HSNP 19Xy 2HSS 9% + 2HEN)
ouy00 FORMAT(IH +BE10.5)

9500 FORMAT(1H +261I5)

9501 FORMAT(IH «2F6.4.5F13.4,110)

o502 FORMAT(IH +2F5.3,45F6.3)

563 FOAMATIIH yF10.44+2E11.543710.0)

o504 FORMAT{LIH +6£11.6+4F10.5}

9505 FORMAT(IH +2F10.9)

a506 FORMAT(1IM 41615}

< [EAD INPUT DATA
4 IFEMVOPI=1. THEN CALLS MULTIVARJATE GENERATION S/R FOR INPYTS
¢ 1F MyOPTz2, THEN GOES THR 1 UNIVARIATE SEQUENCE FOR INPUTS
r IF MyOHTz3, THEN MODEL CALCULATES AISTORIC PERIDD. CALLS READ
= 5 TIWES (BEARIWEBER.JORJANJEVAPPRECIPY In THAT ORDER
AEAD(S+ 100 IMVOPT
WwRITE(619506)IMVOPT
GOTO(E111+499841111) +MVCPT
£ STREAMFLOW PARAMETERS FOR JNIVARIATE STOCHASTIC MOOLL

998 READ(S:108)THQWPHIGXICHIMUDVSIGXU,BETAG«XMING IGPTS
WRITE (6195011 THE, PHIO XTC 3+ MURSIGXUBETAQXKINQLIOPTS

r  PRECIP PARAMETERS FOR UNIVARIATE STOCHASTIC MUDEL
IECIOPT3,E341)6070 1100

C
C

READ(S 2021 THP s PHIP v XICP + MUP+SIEXP«BETAP e XA 1nP
WRITE(6+9502) THP yPHIP W XICP v MUP +STGAPWBETP ¢ XMINP
WRITE(6 495021 THP PHIP X ICP v MUPSTGXP s BETAP (AMINP
GOTO 110
PRECIP PARAMETERS FOR LINEAR REGRESSION SEQUENCE WITH STRFAMFLOUW
AND LAKE AREA

1100 READ(S102)(CPIT)vI=Lle3)+EPMIEPS BETAPY

C
C

RESIDUAL PARAMETERS FOR LINEAR REGRESSION wlTH STREAMFLOW.LAGL.
LAG2: AND AREA, wHERE RES{DUAL = (LAKE EVAP,SMALL STREAMS.GRUUNOwAT

1130 READ(S+I02V{CR{II v I=146) 1 ERMVERS ,BETARLRESHIN

C
.

WRITEL6 19508 {ICR(LI+Ix1+6)+ERMERSBETARCRESHIN
PERCENT LvAP OCCURRED BY PIAK STAGEUNIT CONVERSIIN FACTCR FOR
TO CONVERT SLC PRECIP TO &SL PRECIP

"1111 READ(5+102)CE.CPP

e EsEaNsNoRe e Nal

[a Nal

T O

-~

9932
51

wRITE(B:9505ICE+CPP

eTTi=XICe
MATN PROGRAM PARAMETERS

10PTi=l. CALL S/R READ FOR UNIVARIATE INPUT( =2, READ CARDSY4RD,

=%, Call UNYI STOCHASTIC S/3

1opT2=1y CALCULATE RESIDUAL TIME SERIES FROM HISTORIC DATA
ICWOY P CAUSEWAY UPENING 1=PRESENT CPENING«22100 FT,32300 FY42600FT
NTRACE=NO. OF GEHERATIONS OF TRACES OF LAKE STaGES NYR YEARS IN
LENGTH

NwB= FILE FOR SOUTH ARM PZAK STAGES

READ (591001 IYRyLYRINLK+NRBaNGINGNP»IPNCHTOPTI A 10PT2 e NW o NWL N2
CNWIIVTCHO G NTRACE s NWH e NWS s NWG  NHT o RHB s NG s NWID +Nel Ly IRAND +NPNS IOPTY

WRITE(G6+s9500) IYRVLYRYNLKYNRS(NQIN+NP ¢ IPNCHIOPTL IOPT2 o NW e NWL e N2 s
eNW3aTCWO JNTRACE « NWH o NWS ¢ NAB o NWT o NHE o NWI NW10 W NWL L IRAND JNPNSI0PTY
IoPT10=1y IF NO OUTPUT IS8 PRINTED

READ(S5+ 1001 I0PTS 1 I0PTE. 10 T7I0PTB+I0PTSeI0PTI010PTI1 «MYBUP+NWLR
B NW12
MULTIVARIATE GENERATED INPUTS FILE NOWSNW13-17=(EVAPPRECIP«BrWeJ)

NW18=20-NAT/PMFIBswrJ) NWSO=SEELD FILE+KEPSEDz1y JSES PREVIOUS SEED

READ(S s L00INWIS o Nwl8oNW1S NW16 NWLT s NWIB e NULSINWRD » NHSD W KEPSED

WRITELE¢9506INKEI«NILY sNWLIS NWIO NwlT7 o NNIB Na19 e aw20 NwSD+KEPSED

CO4TROL ELEVATION COF LAKE, UPSTREA¥ OEVELOPMLHT JIN BEAR,

AR RIVER MINIMUM FLOW TD SUSTAIN BIRD REFUGE

READ(5+102) CONELV2UPSTCT+ADJM(BRRIN

ARITELE 19000} CONELVvUPSTCT s ADUMBRMIN

G070(997,1501,1501)4My0PT

wRITE(619500INV e IDIAG IOUT o HARKOV 4 IE « IW e IERINXNAT
INPUT PARAMETERS FUR MULTIVARIATE GENERATION.Nvu= N2, OF GEM.VAK.
NxzN0, OF PHYSICAL VAR.~QUTPUT FROM PRINCIPAL COMBPONENTS VECTOTS
-1z LOG TRANSFORMATION 2= VOHMAL

READU{S5+100) (VLOB(I)vI=1 v}

WRITECE 95003 (VLOGETI v I=l NV}

READIS 1061 IRHOGII w121 eNy)

READ{S+ 1061 {CHDG{ I el o Ny)

CALL MIN(AMANVANVIDIAGYIDUTRHDGCHDG )

Call MIN(SWNV NV IDIAGLIO T RHDG CHOG 45

IF{MARKOV,EB.11G0OTC 51

Catl MIN{C NV NV IUIAG,I0UT (RHDG CHUGS)

INPUT PHYSICAL PARAKETERS aND PRILCIPAL COMPONENTS COEFFTCIENTS

TO JNTRANSFORM ARIMA(L,0+1} GEN. P.Ce SERIES

REAO{S» 102 EXMNLT) v T2 s NKD)

WRITE (63021 (XMNIT}aT=1eNx)

READ({BelO02Y (BETAX{I} oIz onX)

APITE L6 +902 ) (BETAX(I) +Ix14NX)

REGO(S2 102 (XMINX (I3 +IzXeNX)}

aRITELE D02 IXMINREIT v I=1eNX)

SEAD(S 00 IMILTI I vInTanY}

yRITE(E 95061 (FTI(I) o LnloNK]

QEAU(D 2021 (SCALEXEI vl o NS

wHITE(ABI02Y (SCALEXCL) o Im1aiNX)

00 999 I=z1.8X

READ(S 1021 IPCEIvJ) T oNX)

WRITE(B1502) (PCUIvdlsdnleNX)

CONT LHUE

CONTINUE



el

it

READ(S 2071 {MU(T 1) vIz=1anv) 5 CONTINUE

WRITE(62907) (MUIT 1) vI=1eNV) GOTO 6
READIS«107)(SIGEIv1)eT=1sNY) o UNIVARIATE STOCHASTIC STREAMFLOW GENERATION BJLOLI=ARIMA{1.0.1,
WRITELG 307 (SIG(T 1} eIxlanV) c BULO0TARMALL+040)
READ(S+107M{BETA{I VLI I=2oNV) 510 Iu=TIME(O)
WRITE(69907I(BETA(LI 1) o121 4NY) IF(I0.EC, IRIGOTO 510
READ(54102) {XMINI{L 1) o1z oNV} SEEDGRZ.43597C20«FLOAT{ IR /B.64E7
WARITE(Ev302) (XMINTII+ 1) o IxLeNV) IF(IOPTS,EQR.1)GOTD 515
READIS+102M4XICLLe2 ) eizlaNy) CALL BJLOLITHOPHIG.NYRLyXILQ1MUG s SEEDYDUMSIGX 2+ BETAG«XMING,
ARITE{6+902) (XIC(Ee1)vI=LNV) «I0PTE IOPTT)
READIS+102) (SCALE(TI«1)aI51o AV} GOYD 516
WRITE{6v902) (SCALE(Tv2) oIl V) 515 CALL BJIDO(PHIQINYRL1WXICQ.MUQSEEDCDUMSSIEXQ)
IF(NAT.EQ,13G60TO 1501 %16 DO 520 N=
READ(5:1023{CUlI) v 12345 QINCL+NLI=DUM{N) *ADJIM=UPSTCI
WRITEL6+902) (CULL) s 12345} QIN(2NL)=0,
READ(54102)1{0V(TI)vI=3+5) QIN(3sNL)=0.
HRITE(6+ 902 (DVIII+123,5) 520 CONTINUE
READ(S5+,1021 (CESNB{I)}+12345) [4 UNIVARIATE STOCHASTIC PRECIP gEN. BJl0l,8J100
WRITE(63902) ICENBII)vI=3e5) 525 IP=YIME(O)
READIS 102 (CSNM(T )+ 2345} IF{10.EQ0,IP)IP=IP+IRAND
WRITE(6+902) (CSNMIT) «12345) SEEOP=3.43537E10FLOATIIP)/B,64E7
WRITE(B+902) (CSLAG(IIeEx345) GOTO(6+5264527)410PT3
READ(S¢102){S¢I+1)+1=3,5) 526 CALL BJLG1(THPPHIP¢NYRL«XICP+MUP SEEDP ,DUMPSIGKP «BETAF «XHINF,
WRITE(G61902){SLI+1)+15345) «IOPTE«10PTS)
1501 IR=0 G070 528
NYR=L YR=IYR+1 527 CALL BJIOO(PHIP NYRLXICP MUPvSEEDP»DUMPASIEXP)
NYRI=NYR+1 528 0O 530 Nz2¢NYR1
00 425 I=1.NRB NlzN-1
READ (5+102) POP{I)(ACRE(I)«BIRDS{IIDPOP(I) DALRE(CL) RIMPII) QIN(NGINNLISDURPIN)
425 CONTINUE 530 CONTINUE
READ (541051 (RNAME(N) «Nz1920) 6 CONTINUE
READ{S+102IVLLIC(ARI(1) ¢SaLT L) [4 FOR RESIDUAL CALCULATION « nEAD IN ANNJAVER,.LAKE STAGE AND PEAKS
LAKE VOLUME~AREA-STAGE RELATIONSHIPS IFLI0PTR,EQ.D)G0TO 10
SALT/FRESH EVAP RATIOS, PRECIP ADJUSTMENT -LAKE STAGE YABLES CALL READ({DUMINYRSTID}
READ(S«L02) (WNACLE U} sd=107) CALL READ{DUMPNYR,STID}
READIS 102 MEVRATIUY sudz1e?) 60T0 10
READ(S 102V {SLAKE(I)vI=1e5) $31  IP=TIME(O)
READ(S 1023 {ADJPT{L) vI1s5) IF{IP.EQ.IR)IP=IP+IRAND
READ (5¢102) (V{1 N)aNs1sNP} 1IF({KEPSEDLEQe1)GOTO 532
READ (5¢102) (A(Ll+N}sN=1a¥P) SEED=3 . 43597E10%FLDATLIPI/B.GUET
READ (5+102) (E(LeN)eNzLeNP) SD(KTRACE)=SEED
HZ SOUTH ARM LAKE STAGE.VN=(ORRESPONDING NORTH ARM VOLUME PROPORTION 532 SEED=SDIKTRACE}
READ(Sy 1023 tH{J) + J=1INPNS) IR=1P
READIS «X02) LVNTJ) e =2 e NPNS) G070 111}
DO 480 Nz1.NP [
VY INI=Y (1) c INITIALIZATION
AAENIZALLN) 16 DO 11 J=1,NYR
EENIZE(T4H) IYEAR(JIImIYReJoL
250  CONTINUE PPT{JI=RIN(NGINGY)
€ PARAMETERSPOI=SMALL STREAMS:C1+2+3=0ROUNDHATER PRESENT«LAGL.LAG2 SININQIN,JI=0,
¢ EVRT=ARNUAL LAKE EVAP IN FT EVMP (JY=QIN(Y . J)
FNYR=NYR QIN(4J)=0,
[+ 11 CONTINUE
Caxsx LOOP FOR GENERATING STAGE TRACES GOTO 110
NY =NV € MULTIVARIATE STOCHASTIC GEN. OF INPUTS (EVAP.PRECIAWBEARGWEBER(AND
IF(KEPSEDEQ.IIREAD(NWSD, 97113 (SD(J) vu=1 o MTRACE) C JORDAN RIVERS)
00 500 KTRACE=1.NTRALE 111 CALL MVGEN(QINJSEEDNV.NYR)
MVENY 00 121 Izi.NV
GOTO(S314509¢509} «MVOPT DO 120 Jzi.NYR
508 GOTO (3¢14510)-I0PT1 IF(I.NE«1)B0OTY 1200
1 DC 2 I=1l.NRIN IYEAR{JIZIYRVU=1
READ (5¢102) (GINCINIsN=LsNYR) 1200 CONTINUE
2 CONTINUE EVEPLJIZQINIL W)
5070 o PPT(M) SRIN{2v4)
3 DO 5 ISl NRIN IF(J,LE«NYBUP}IGOTD 1205
©  READ IN HISTODRIC STREAMFLOW.PRECIP 3EAR(JISQINGSJI=UPSTCI
CaLl READ{DUMeNYRISTID) 1F (BEAR(J) LT BRMIN)BEAR( J) =BRMIN
30 4 M=l NYR GOT0 12i0
BINLT NI SOUMIN)D 1205 BEAR(JIFQIN(S, )

3 CONTINGE 1210 WEBER(JI=QIN(4ed)



120
123

125
126

130
131
130

e el

g%1

[z Nelel

12

240

1383

21

2256

2260

227
228
22

229

231
231%

JORON(JI=QINCG )
CONTINUE

CONTINUE

IF(NATEQ.116G6TO 110

CaLL CNAT{GIN,NV,NYR)

D0 131 I=3.NV

DO 130 Jz1N¥R

IF (JLE«NYBUPIGOTO 125
GPMF (J)FQINISJ)~UPSTCI
IF (BPMFLJ) LT BRMINIBPME ( J) =BRMIN
GOYO 126

BPMF (JISQINI3 )

WPMF (JISQINIG,J)
PHMFJ{J)EQIN{SJ)

CONTINUE

CONTINUE

SAL=ARTI(1)

CC= 20000./7162.4%4,3560)
VLL {1 =VLLIC

CCN(1I= CC#SALT{1)}/VLLLL}
IF (CCNE1).6T.27.5) CON{13327.5
IF(IOPTI0LEQ.11G0TO 20

PRINT QUT INPUT DATA

WRITE (6+200)

WRITE (6.201)

00 12 I=1.NRB

CONTINUE

WRITE (64203)

WRITE (62043 POI+C1yC2:C3+EVRTIVTOP,VRATE s {SALTIN) «Nu21¢NLK)
DETERMINE RIVER BASIN INFLOW

DO 22 JR14NYR

GOTD(226:1994199) s MVDOPT

DD 21 L=1,3 .
OXIL s JIZQIN(L W JI4RIMP (LI =P OP(L) SDPOP (L) ~ACRE (L) 2JACRE (L) ~BIRDS (L)
GYICII 2QIN(LIeJ}+QIN(2ed)+0IN({3 )

GoTO 227

IFINAT,EQ.1)60TO 2260

QTTLJ) SBPMF {J)+WPMF (J)+PHFJ( U}

RS LS ISBPMF (U +WPMF (I HPUF L)
BTILJI=BEAR{JISWEBER (J) +JDORONIY)

QBRI LJIIEBEARC) +WEBER(JI+JORDNIUY

GOTO 228

OAWJ (I IZAX LI J} 40X (203 +RX(34J)

BX {4433 2POI*RERI (S}

ITSLJI=08WILII+GX (B4 U]

START YEARLY SIMULATION

GOTO(2315422942%15) «MVOPT
EP{1)=SEEDP

IFCIOPT3.EQ.L)ICALL RANDN(EPYNYRVEPHLEPS)
IR=TIMELD)

IF(IREQ,IP)IR=IP+IRAND
SEEOR=3e4359TE104FLOATIIR) /8,64E7
ER({1)1=SEEDR

CALL RANDN(ERyNYR'ERMyERS)

nNo 23 I=314NYR

IF(I0PT3.NEL1)GOTO 231
EP{13=BETAPI+EXP(EPL]I))
ER{II=BETAR+EXPIER{T))

CALL INTERP{CONVOL+VVCONELVIEE«NP)
CALL INTERP{SMIEEVLLIC WV NP)
RE=8®r

IF(IOPTL0,EQe1)G0TO 24

WRITE (64210} (RNAME(N) Nx1420)
WRITE (64+211)

TYRI=IYR~1

ZERO=0 4

2
¢
[
2%

26

269
266
2605

2605

2610
2630

2650

27

30

46

45

u71

472
47

HﬂITﬁié!?l?)lYRlcXICQ;XICQvZSRO!XZCQ'XICFsZERUqAil(1!oVLLICsS“LY(X
» )+ ZERO SR
DO 50 J=1aNYR

SINGLE LAKE B0ODY M=1
IF (J.6T.2) GO YO 25
GW2=C2*QTI (U}
REW3z=C3*RTI{N)

GO TD 26

AT i=0TT (1)
0GwW2=C2%QTI{J=1)
QGwW3=C3PRTI(Jw2)

O6w () =CL*QTI(JI+O6WR+QEWS
RV=VLL (1}

RTT(I =ATS{J)+RBKI)

. caLl INTERP(ADJP ADJPT ¢RE+SLAKE+5)
PPF1=CPPaPPT ) *ADJP
GOTO(265+:2664265) +MVOPT
EVRT=EVMP (J) $CPP
IF(EVRTSGT.0)60TD 2605
EVATISEVRT®(1,.0«0.008333CCN(1))

CALL INTERP(RATIO+EVRAT.CON(L1)+nNACLT)
EVRTIZEVRT*RATIO

GOTO 2650
EVRT1ZCA(1I+CRI2)«QTT{ NI +CRIZICATTI*ER( J)
IF(RESGTL U201 JEVRTLZCRISIHCRIBS) QT T{J) «CR{BIBLGTTIHERISY
IFCEVRT1.LT.RESMIN) EVRTI=RESMIN
IF(IOPT3NELIIGOTO 2650
PPEL={CPILI+CPI2)*ATTIJI+CPI3)»SA+EP{U))I /12,
DUMP (J)=PPF1

AVZRV+J« 758QTT{ I +0 . 71+PPe IxSAL~CEsEYRTISSAL
VOUTIJ)=0,0

IF (RVLLE.VIOP) GO TO 27

VOUT(JI=RY~VTOP

IF (VOUT(J) BT VRATE) VOUT(J)SVRATE
RY=RY=VOUT(J)

CONTINUE

IF(I0PTR,EQ.0)60T0 30

CALL INTERP(VOLOD WV DUMP{J}EENP)
RESIDP(J)=RV~yOLO

RV=VOL.Q

CALL RESV{1sRV+RSRE)

SA2=RS

SA=0,5#{8A1+SA2)

ELP{1sJd)=RE

IF(I0PTH.EG.0)G0T0 46
ARITELB6YFO00 IRV yRSWRE«RTT(J) ¢ PPFLySALICEEVRTY
CONTINUE

CALL SNSTAG(RERVISSP{J} 4SNP () +CCLLICWDICLRLICLON)
EVAP {1y J)=EVRTIRSA

PPAF (1,J)=PPF1#SA
VLLI1ISVLLII ) +RTT(II+PPAF (1 +J) =EVAP (L3} « VOUTL L)
IF(IDPTR,EQ.0160TO #S

RESIDIJI=VLLI{1)=-VOLOD

VLL(1)=VOLO

IF1I0PT11,EQ.01G0T0 48

EXC=0.

IF{J.LE«NYBUP)IGODTO &7

IF(VLLELY 6TV WCONVOLIEXC=VLLI1)~CONVOL
IF(NAY.EQ.1)G0OTO 471

IFLEXC BT (BPMF {J) wBRMIN) JEXCEBPMF (W) =BRMIN
BPUF {J)SBPHF LU} =E£XC

ACTUP (JI=QIN(34J) =~BPHF (J)

GOTO 472

IF{EXC.OT. (BEAR{J) ~BRMIN) JEXCRBEAR (W) ~BR}IN
BEAR(JIZBEAR{J) ~£XC
ACTUPLJI=CINI3J)~BEAR(Y)

VELELISVLLIL1) -EXC

EX{JI=EXC



ug

YO

o

s XaXe)

Al

RV=¥LL{L)

VOL{1eJ)=RY

CON{L)= CC#SALT(1)/RY

TF {CONT1Y.6T.27.5) CONCIY2R7,5

CALL RESV (14RV+RSWRE)

SaR{1+Jd}=RS

AREA{J) =RS

SACINGII=LONCL)

ELV{1sJ2=RE

IFLIOPTS . EwaBIG0TO 49
WRITECOIS000IVLL (1} +PPAFR (L vJ +EVAP(E+J) sSAVRYV RS RE

gﬁ:L 2”8T&3(REQRV1SS{J}|SV(J)vCCl(ICNU]cCC?(ICHD))
AL=R

50 CONTINUE

a
e

DEYERMINE MEAN VALUES

00 861 N=1,.%
Suvin)=0,0

DO 6% JZ1,NYR
SUM{1)=8UMIL) +QBwWJ(J)
SURE2)=SUMIRI+RTS(J}
SUM(3)=SUM(3)+Q6k(J)
SUMIB)I=SUNIS ) +YOUT (J)

65 SUMILITSUMIYIAGTT ()

QBaUMESUM{L1)/ENYR
QTSM=SUM (2 /FNYR
GGwM=SUM(3) /FNYR
TTM=SUM L) /FNYR
VOUTM2SUMIS) /EHYR
DO 70 L=®1 NLK

DC 67 N=1e7

67 SUMINI=E,.0

D0 68 JT1.NYR

SUMEI)I =SUMIL I« PPAF (Lo )
SURT2I=SUMI2)+EVAP (L J}
SUMI3)=SUMIZ) +5ARIL v
SURTNI=SUMIYISVOL (L J)
BUMESI=SUMISI+CON(L s J)
SUMLAI=SUMIBI+ELPIL v J)

58 SUMITI=SUMITIHELV (L)

70

78

BD

PPAFMIL I =SUM{L1I/FNYR
EvaPMiL ) =SUMI2I/FNYR
SARM(LIZSUNM(I3)/FiIR
VOLM(L)=SUMIL ) /FNYR
CONM{L)=SUMIS) /FNYR
ELPM(LI=SUMIGI/FNYR
ELVMIL)Y=SUM{7)/FNYR
CONTINUE
IF(IOPTLI0.EQ.1)50T0 300

PRINT QUT RESULTS

DO 80 L=1.NLK

DO 78 UT1.NYR

WRITE (6,212) IYEAR(J)+Q8wJ(J)x8TS{J)0GNIJ),0TT
IEVAP(L'J)vSAR(Lvd)aUGL(L'J)tCON(qu);ELP(L‘J;:gLifC:S?AF<L'd)’
CONTINUE

HRITE (64213) QBHJMIRTSM 26wM,0TTH,PPA
VDMLY s oLy pmm L e o8 yPPAFMAL ) sEVAPYMIL) +SAPMILY
IF (IPNCH,.EG.Q) 60 TO 80

WRITE (741053 (RNAMEIN)oN£1+20)

WRITE (7102} (ELP{LvJ}edrlsNYR)

WRITE (72102} (ELVILsd)eJ=LeNYR)

CONTINUE

IF(IOPTI1.EQ.0)6GTD B15

WRITE(69223)

DO 81 U=1¢NYR

WRITE(62212)IYEARCII s SSPIJ) «SNP(JY+SS(J) 1SN

CONTINUE :

a1

B2

239
9657

9658
2459
965
300
250
260
370
380
330
400
403
465
410
41%
420
426
430

435

SFOR s

CONTINUE

IF(VRATE,LE.O,1E~10150T0D 85

wRITE(G¥2201}

00 82 JSL.NYR

WRITE(S6e221) IYEAR(J) (vOUTLL)

WRIYEL&+222) VOUTM

IF{IOPTR2,EQ.03G0T0 299

CALL WRITE(RESID,IYEAR(L)+IYEARINYR) «Nu)
catL WRITE(RESIDP+IYEAR(1)vIYEAR(NYR) sNuwd)
caLl. WRITE(AREACIYEARUL) +IYEAR{NYRYNWIY
Catl. WRITE(SALINGIYEAR{L1)+IYEAR(NYR) (NW3)
DO 98 JE1,.NYR

RESID(JI=RESID(J)/SAR(L+)
RESINP(JI=RESIDP (J)/SARLL U}

CALL WRITE(RESIDLIYEAR{LI}IYEARINYR) JNw2)
CALL WRITE(RESIDP¢IYEAR(1)} «IYEAR(NYR) yNuB)
WRITEL619657)

FORMAT (IHO +20HUPSTREAM DEVELOPMENT)
WRITE(B19658)

FORMAT{LIH +10HMVGEN/BEAR«2X+ 1UHBEAR=UP/EX +2X 10H3PHF=UP/EX 12X 10HA
SCTUPSTDEV 22X 9HEXCESSVOL)

FORMATELH +5E12,5)
00 965 Jx=leNYR
ARITELG+9652)QINI3+J)vBEARLJ) «BPMF{J) sACTUP LYY JERLY)
CONTINUE
CONTINUE

IF N6, EQ,0160T0 350
Call WRITE(DUMJIYEARCL) vIYEARINYR} JNWE)
IFtNWT.EQ.0)60TC 360
CALL WRITE(DUMPVIYEAR(L) YIYEAR(NYR)JNKT)
IF(NwB.ER,035Q0TD 370
CALL WRITE(SSP+IYEARCLI+IYEARINTYR) JNWB)
IF{NWT,EQ.0)G0TQ 380
CALL WRITEI(SNP+IYEARC(L) +IYEARINYR] «NWD)
IF(NWIOEQ.0)G0TC 330
CALL WRITE(SS(IYEARI1),IYEAR(NYR) NW10)
IFINW11+EQ.0)G0TD 400
CALL WRITE(SNLZIYEAR(L)¢IYEARINYR) 4NWIL)
IF(NW12+EQ.0)GOTO 403
CALL WRITE(EXSIYEAR(L) IYEARINYR} $NW12}
IF(NW13+E0.0160T0 405
CALL WRITELEVMPYIYEAR(1)+»IYEAR{NYR)Y1NWLE)
IF{NWIH2ER.0IGOTO 410 .
CaLl WRITCI(PPTIYEAR(L) +IYEARINYRI \NWly)
IFINWNIB.EDL.0IGOTD 415

CALL WRITE(BEAR.IYEAR({L} IYEAR{NYR) NWw15}
IF(NW16-EQ0.0160T0 420

CALL WRITE(WEBER.IYEAR(L) +IYEARINYR} (NW16)
IFINNI7EQ.UIGOTO 426

call WRITEC(JORDNIYEAR(I)IYEARINYR) yNWLT}
IF(NNIBEQ.OIGOTO 430

CALL WRITE(BPMF «IVEARUL) +IVEAR{NYR) +NW18)
IF(NW19+E@.CIG0TO 435

CaLL WRITE(WPMF IYEAR(1)+IYEAR(NYR) «NW1OD)
IFINWZ20»EQ.0)G0TC 500

CALL WRITE(PMFJLIYEAR(L1)+IYEARINYR) vNW20)
CONTINUE
WRITE(NWSD D711 (SO} o =L o NTRACE }

ST0P

END
IS GSL*PROGI0.SR7B+GSLAPROGLIO.SR7E
SUBROUTINE RESV (L VL+ARsrL)

COMMON V(S5:50)aA(550)vE(S5«50 e VV(50)eAA(SO}EE(30) RESID(1IH0)
s HES0) s VELB0) VNISO) NPNS NP

XX=VL

0O 90 MS1,NP

IF (XX=V{LsM)] 91492930

90 CONTINUE
91 XFACTE(XX~VIL H=1}}/7(V{LeM)I=y(LoN=1})

EL & EfbeM=l) "+ (E(LoMI~Et(LaM~1))8XFACT



AR = AllsM=1) + {A{LeM}=A{LeM=1}}oxFACT
60 To 93
92 EL = E{L.M}
AR = A{L M}
93 CONTINUE
RETURN
END .
8FOR:IS GSL2PROGIOLSR79+6SLePROSL0.5R79
SUSROUTINE INTERP{A,AAB«A3+NTAB)Y
Cerasx TD INTERPRET A CORRESPONDING YO 8 IN TABLE OF aa vs 88
IF¢B.LT«88(1))5607T0 150
J=0
00 S0 I=1.NTAB
IF{B.GT«8RLI) G070 50
J=I
sDYQ 70
50  CONTINUE
GOTO 150
20 AZAA{J=d) #{AALJI=AA(J=1) )3 {B-B8(J~1) I/ {BB{J)«BE{ =13}
RETURN
150 WRITE(6+9500)8.+88(1)
9500 FORMATIIHOVRELD.5:29HATTEMPT TO EXCEED TABLE RANGE)
STOP
END
SFORIS GSL*PROGLOL.SRB2+6SLEPROS10,SR82
SUSROUTINE SNSTAGISMaVTOT SS4SNsC1+L2)

COMMON VVVIS+S0I+A(Ss50)sE(5+50) sVVISD)I 4AAIS0) +EL(50) sRESIDIAS0)

w e H{S0) s VUSISRI2YUN(50) «NPNSINP
1=g

DH=C1sSMeL2

SS=8M

SN=SM=0H

RETURN

b=10,

SS=SM+DH/ 2.

e SN=SR=0H/2
© 50 CALL INTERP{VN+VVN:SSsH.NPNS)

CALL INTERP{VWVV.SS.EEWNP)
VSV {lsayh/ /100

call, INTERPIVN«VVN,SNoH«NPNS)
catl INTERPIV.VV,.SNLEEWNP)
VN=VsVN/100.

VeVS+VN

VP=z{VTOT=V)/7VT70T
VPA=ABSLVP)

SIGNzVB/VPA
IFIVPALTL 0. 003 RETURN
DS=81IGN/D

$S=58+08

SN=SN+DS

IF(1.EQ0¢1)60TD 100

I=1

ISIGNI=IFIX{SIGN)

180  ISIGNSIFIX(SIGN)

IF{ISIGN NELISIGNLIDSDZ.
ISIGNISISIGN

GOTO 58

END

SUBROUTINE BJL10LITHPHI«NXTC MU SEED X «SIGX BETHXMINTOPTEI0PTY

«)

REAL MU

DIMENSIUN EE(2000) X1}

Z1=X1C-My
IF{IOPTOLER,1122=ALOBEXIC-BETAY» MY
X{11=X1IC

EE(1)=SEED
SIGE=SQRT{(1awPHI*%2}/ (10 ¢Triss2=29PHI®TH]))
CALL RANDNCEE NtQovle)

£1=0.,

IF{IOPTTEBe1IEL =21/ SI6X#SIGE) =SART((1./SIGE wn2~14 J¥EE(N)

00 50 J=2«N

50

50

960

50

100

110

115
125

150

180
185
120

E=f8{Jd=3)

Z=PHIsZ1+SIGE#SI6X (E-TH#EL)

Xtu)=Z+My
IFIOPTOLERa1 IR =BETA+EXP{xXx(J})}

IFAXCJ e LT w XMINIX LI 2XMIN

21=2

C1=E

CONTINUE

RETURN

END

SUBROUTINE BJIGO(PHI«NXIZeMUSEEDXW8I6X)
REAL My

DIMENSION EE(20001,%(1)

Z1=XIC-Hy

X€13=XIC

EE(1}=8SEED

SIGE=SQATIL.»PHI¥#2)8516X

DO S0 JR24N

E=EE(J~1)

2=PHI®214E

X{J)=2+My

21=2

CONTINUE

RETURN

END

SUBROUTINE BVGEN{XX+SEED. V4NYR)

REAL MUy

INTEGER V

COMMON/MY/ VIS) s MUISs1) +SIG(Sy 1) o XICIS, 1} +BETA{S 1) ¢ XMIM(S02)
«SCALE(S 11 eA(B+5)sB(S+5vC(5:45) e IE«IW+IERVRARKOV

COMMON/UNTZ/XMNIS) «BETAXCH) s XMINXIS I yMI(5) PLIBe5) ¢NXSCALEXLS)
DIMENSION Z1(%313aXX{54150)+CE(5¢150)vEE1{15003eZ2{5:1)¢E(591),
«DUML(S+1),DUMEIS5 42 vZU5+2)eYY(DHv150)

FORMAT{1H +1615)

NNz=N&NYR

EE1{1)=SEED

CALL RANDNC(EE1+NNeOGovl,)

D0 100 IzleN

D0 50 J=1.NYR

Jd={I~1) «NYR+

EELTyIZEET L)

CONTINUE
IF(TERWEQuIIWRITE(S 195203 (EE(L+ad) v=1eNYR}
CONT INUE

DO 125 I=z=leN

IFIVIL)«E0e=2 )23 (T4 )SALOGIXIC(L 11 ~BETALT 1) 1M itT 1)
21{1+31)7ZAT41)/516¢1¢1)
IFLIELEQAIWRITE(6,9520121(1,1)
XX(11)=XIC 141 )4SCALECI 1)
IF(V(II2EGW.~1)60T0 110

60TO 115

XX12BETALI1)+EXPIXIC{I+2))

XX{T4 23 XX1RECALE(]L 1}

E(Is1)=0,

CONTINUL

DG 250 J=2sNYR

E141+31=E(112

EtIeldzEC(Isvd}

CONTINUE

CALL MHULT(A«Z1+DUMI N 1o8:5:+5¢5+414541)
TF{IELER IIWRITE(B 5201 €0uMI (141 vzl N)
CALL MAMULT(BWE ¢DUM2sNe 3 oNsDI 151511 e5¢1)
TFAIEEQ IIWRITE(B.IS20I (UM€1) eIzl )
CalLl MADSUB(OUML 4DUM2¢DUMLeNyLs1¢5421¢5,2145.11)
IFAIELES, IYRRITECE,.9520) (nuMI(Is1 30l N)
1F {MaRKOY,£Q,1)60T0 180

CALL »MULTIC EXsLUM2eNe10%90548595014541)
CALL MADSURIDUMI vOUMZeZahila=1953¢2+Bvdl 001
SCTO 190

2% 165 I=zin

CONTINYE

CONTINVE



161

0D 200 I=1.N
2301410220 1)
XX1Z{Z(1a1)5SI6(T+ 1 +MULTN 1)
IFIV(E) eERe=l}XX1=BETAL{T 1) +EXP{XXL)
KX1=XX1*SCALE{T+1)
TEAXXL LT XMIN(L 1) IANIZXMINCGLI 1)
XA{I.J4)=XXY
200 CONTINUE
250 CONTINUE
IF¢MARKOV,LEQ.1)IG0TO 258
CALL UNTRANINsSNYRIXXeYY)
N=XX
IF(IELEQIIWRITE(G,I00 N
DO 257 l=leN
DO 25% Jzl+NYR
KX Lo J)EYY LT ed)
255 CONTINUE
297 CONTINUE
258 DO 260 I=iaN
IF{IECEQ.LIWRITE(S, 900N
IF(INGERIINRITE(6495201 (XX (T eJ) s J=1eNYR)
260 CONTINUE
RETURN
ENg

SUBRDUTINE UNTRAN(N.NYR.Y,XX)

COMMON/MY Y/ VST MU« 11 SIG(S 1) o XICIB 1) vBETA(S 1)+ XMINIS 1

WSCALE(D 1) 9A{5+5)19B8(5+5)+C(5+5) v I« Ils IERIMARKOV
COMMONZUNTAXMN(S) yBETAX{S) «XMEINX{B) oMI(5}PLIS+5) +NX«SCALEX(S)
DIVENSION Y{5,150) «X{5+150)+PCT(5:45):XX(5:150).¥3(5,150)

9520 FORMATIIH #6E15.9)
ND=zN+1
00 50 I=1.NX
YB(I4+1)=0.
50 CONTINUE
DE 100 I=NDNX
OC 90 JEL,NX
YRBCT«1IEYBATe 3+ (PO eI RMN(I)}
24q CONTINUE
100 CONTINUE
IF(IESEQIIWRITE (6435200 {y3(I+1) E=NDyNX)
IF(NX.E@,NY)IBOTD 155
00 150 K=l1«NYR
DO 125 T=NDWNX
Y(LaK)=YB(Is1)
$25 CONTINUE
150 CONTINUE
DO 155 I=miaNX
IF(IEEU A IWRITE(H 95201 ¢(Y{TI¢K) +K=14NYR}
155 CONTINUE
TRANSPOSE PRINCIPAL COMPONENT COEFFICIENTS
DO 160 I=leNX
DO 160 J=LaNX
PCTII»JI=PC(MLT)
00 170 I=1.NX
IF{IEZEU, LIWRITE (695203 (PLT{ U} su=LaNX])
170 CONTINUE

CALL MBULTIPCT Y Xy NXeNYRINK45e945:150454150)

D0 250 K=1.NYR
D0 200 EF=1eNX
XX1=X{LeK}
IF(IELEQ LINRITE(S,9520) XX1
IF(MIGI) LEQe =L IXXI=BETAXLII+EXPIX{IK))
XX1=XX1*SCALEX(I)
IF{XXL LT XMINXCI) JXXE=XMINXCL)
XY {I+K}=XXKL
200 CONTIHUE
250 CONTINUE
DO 260 I=leNX
260 CONTINUE
RETURN
Ehg

%
50

75
100

s
10

SUBROUTINE CNATIXN.N«NYR)
COMMON/MUW/CUC3) 4DV (3D +CSNRE3)4CSKHMI3) +CSLAGI3)+5(3+150)
DIMENSION XN{(5«150)+L5(3+150)

00 50 I=3.N

DO 2% J=14NYR

XNET I =XNCT U3 =CULI4DV(T)

CONTINUE

CONTINUE

DO 160 I=3.N

00 75 J=1.NYR

CS{I JIBCONBUT ) +CSNMETIRXNET o) +CSLAGITI®S{Td"1)
Seredi=lS (Lo 48 Lau~11}

CONTINUE

CONTINUE

RETURN

END

SUIROUTINE MADSUB(ASBsC+NLIN2+DsN3+NB«NGINEINTNB)
INTEGER D

DIMENSION A(NZING) BINSNSI+CINT NB)
DO 10 I®1,N1

DO 10 J=14N2

IF(0.LT«0)60T0 5
CL{Ie)ZALT o3 +BIJ}

GOTO 1lu

CLIvdIZALLI I =BLE )

CONTINUE

RETURN

END

AFORSUSB BR78+SRTB«SRTE

Caven
o
€
[+

2002
5003
10
20

25

SUBROUTINE MOUT{AALL MMy TOUTsRADG +LHDG «NW)
TO PRINT MATRIX AA(LL®MM)

IF IoUTzy NO HEAODINGS

IF 10UT=2 PRINT ROW HEADINGS

IF IGUTS3 PRINT ROWw AND COLUMN HEALINGS
DIMENSION AA(S+5)sRHDG(5)LHDG(5)

pougtE PRECISION RHDG,CHDG

FORMAT(LIH +10K+110¢4Xeng))

FORMATILIH «AB,4X 10E12,5/1H:(1X130E1245/710}
IFLIOUT-6T-11G60TO 20
WRITE(NW,9000) (AA{Ted) sud=l oMM}

CONTINUE

RE TURN

IF(IOUT-EQ.2160T0 25

WRITE (849002} (CHDG (V) v JT1 e MM)

DO 30 IS1.LL
WRITE{NN,S003)RHDS (I} ¢ (AA{L v U) 1dx1 e MM}
RETURN

END

SUBROUTINE WRITE(X+JY1oJY2iNK}

Cxevxdke  NH LT 0 USE FORMAT 9551
Cxsorhaes NW BT 0 USE FORMAY 9540

10

20

9500

3501
40

DIMENSION X(1)

HY=JY2-dY1+1

1vi=1

1Y2=6

GOTO 29

1Y1=IY1+g

1Y2=1Y2+6

IF(IY2.6T,NYIIY2:=NY

KYL=1Y1l+5Y1~1

KY2=z1Y2+gY1-1

IF{NW.LT40) 6070 30
WRITE(NW.G500)IKY Lo KY2e (X{IY)eIYSIYL1Y2)
FORMATITXv2I4.4E12,6)

GOTO 40
WRITE(NW,SS0LIKY I KY20 UXUIVILIYRIYLIY2)
N ==l W

FORMAT(TX121446E512,.6)
IF{IY2.EQ.NY)IRETURN

GOTO 10

END



Table E-2a.

Input data and decision parameters for Great Salt Lake Water Balance Model.

I.

II.

Main program input

1. MVQPT -~ Format (I5)

1-5

MVOPT

Multivariate option: if = 1, then multivariate stochastic generation.
if = 2, then univariate stochastic generation, 1f = 3, then multivariate
input for historic peaks

Univariate stochastic ARIMA (1, 0, 1} input parameters

2. THQ, PHIQ, XICQ, MUQ, SIGXQ, BETAQ, XMINQ, IOPT3 - Format (7F10.0, 110)

1-10
11-20
21-30

31-40

41-50
51-60
61-70

71-80

THQ
PHIQ
XICQ

MUQ

SIGXQ
BETAQ
KMINQ

IoPT3

Streamflow theta, @, parameter for 0'Connell's ARTMA(l, 0, 1) model
Streamflow phi, ¢, parameter for O'Connell's ARIMA(!, 0, 1) model
Initial conditions for gemerating streamflow input series

Mean of historical streamflow input (sum of annual Bear, Weber, Jordan
Rivers)

Standard deviation of historical sum of streamflow input series

Third parameter in log normal distribution of streamflow

Lower value for generated series, u 1/2 the lowest historical value
Precip option: 4f = 1, then lake precip is estimated from Linear Regres-

sion. Equation parameters, if = 2, then precip is estimated from ARIMA
(1, 0, 1), if = 3 then precip is estimated from ARIMA (1, O, O)

3. THF, PHIP, XICP, MUP, SIGXP, BETAP, XMINP - Format (7F10.0)

1-10
11-20

21-30
3140
41-50
51-60

61-70

THP
PHIP

X1ce

MUP

SIGXP

BETAP

XMINP

Precip theta, ©, value for ARIMA(l, 0, 1) model
Precip phi, ¢, value for ARIMA(L, 0, 1) model

Initial conditions for synthetic precip series
Historical precip mean

Historical precip standard deviation

Third parameter in log normal distribution of precip

Lower boundary for generated precip series

4, (CR(1), I=1, 6), ERM, ERS, BETAR, RESMIN - Format (10F10.0)

1-10

11-20
21-30
31-40
431-50
51-60
61~70

71-80

CR(1)

CR(2)
CrR(3)
CR(4)
CR(5)
CR(6)
ERM

ERS

BETAR

RESMIN

Constant term in linear equatioen for residuals (EVAP, small streams,
groundwater)

Coefficient for historic computed streamflow variable
Coefficient for lag one historic computed streamflow variable

Coefficient for area variable

Mean for error term = zero
Standard deviation for error time
Third parameter in log normal distribution for residuals

Minimum value for residual serles equal to 1/2 the lowest historic value
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Table E-2a.
IIT1.

1.

Continued.

Precip on the lake estimated from linear regression with streamflow.

3.

(CP(1), I=1,3), EPM, EPS, BETAP! - Format (6F10.0)

1-~10
11-20
21~30
31-40
41-50

5160

CP(D)
CP(2)
cp(3)
EPM
EPS

BETAP1

Main program inpucs

5.

CE, CPP -~ Format (2F10.0)

1~10
11-20

CE
CPP

Constant term in precilp linear regression equation with streamflow
Coefficient for historic computed streamflow variable

Coefficient for area of the lake variable

Mean of the error term = zero

Standard deviation of the error term

lLower boundary of the error term

Parcent of evaporation that has occurred during the year at peak stage

Conversion coefficient for evap/precip inches (0.0833) feet; or if using
Salt Lake City precip vice lake precip use {(0.06)

IYR, LYR, NLK, NRB, NQIN, NP, IPNCH, I6PTL, IOPT2, NW, NWl, NW2, NW3, ICWO, NTRACE, NWs, NW5, NW6,
NW7, NW9, NW10, NWl1l, IRAND, NPNS, IOPT4 - Format (2515)

1-5

6-1G
11-15
16-20

21-25
26-30

31-35

36—40

41-45
46-50
51-55
56-60
61-65

66~70

71-75

76-80
-5
610

11-15

16~20

21-25

26~30
31-35

36~40

IR
LYR
NLK
NRB

NQIN
NP

IPNCH

I0PT1

I9PT2

ICwe

NTRACE

NW4

NW3

NW8
NW9

NWi0
NWil

IRAND

NPNS

First year of time series to be generated or input
Last year of time series to be generated or input
Number of lakes = 1

3

H]

Number of basins

i

Number of rivers = 2
Number of values in stage-volume-area tables = 30

If = 0, don't punch cards, if = 1, then punch cards

If = 1, then call subroutine read for input, if = 2, read input from cards,
if = 3, call stochastic generation subroutines as input

If = 0, don't calculate residual time series, = 1 do
File number for residual time series to be written to
File number for area time series to be written to

File number for residual/area time series to be written to use negative
number in order to get two decimal places

File number for SALIN time series to be written to

1, then causeway widths present opening; 1f = 2, then = 100 feet,
3, then = 300 feet; if = 4, then = 600 feet

I1f
if

i

Number of times the water balance model generates a sequence of stage time
series, up to 100 by 125 years
File number peak residual time series is written to

File number peak residual/area is written to, negative number = 2 decimals
File number for DUM = streamflow generated, if = 0, then skips
File number for DUMP = precip generated, if = 0, then skips

south arm peak stage, if = 0, then skips

It

File number for SSP

3

north arm peak stage, if 0, then skips

il

File number for SNP

File number for 88 = south arm stage, if = 0, then skips
File number for SN = north arm stage, if = 0, then skips

Random number for seed in the generation subroutine

Bumber of values in table of north arm percentage of volume-stage
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Table E-2a. Continued.

46~50

1GPT4

If = 0, don't write out arguments in program = debugging

7. I16PT5, 10PT6, I6PO7, ISPT8, LGPTY9, IOPTLO, IBPTLL, NYBUB, NW1Z - Format (915)

1-5

11-15

16~20

21-25

26-30
31-35
36-40
41-45
8. NW13,
1-5
6-10
11-15
16-20
21-25
26~30
31-35

36-40

NW14,

IOPTS

IGPTE

IoPT7

IoPT8

16PTY

IGPT10
IePT1
NYBUB

NWl2

If = 0, calls subroutine BJIOLl for streamflow; if = 1, calls BJ10O

n

1f = 0, untransformwed time series genervated, if 1, log transformed time

series for streamflow

§

If = 0, initial error term is zero in BJ101, if 1, initial error is

random number IRAND for streamflow

If = 0, untransformed precip time series, if =1, generates log trans—
formed precip

If = 0, initial error term = 0, if = 1, initial error is = IRAND in precip
generation

i

If 0, write to line printer output, i1f = 1, nothing written to line printer
If = 0, don't calculate excess inflow, if = 1, do
Number of years before upstream development commences

File number for excess inflows to be written to

NW15, NW17, NW18, NW19, NW20 - Format (8I5)

NW13
NW14

NWi5
NW16

NW20

File for multivariate generated evap 1
File for multi-generated precip 2
File for multi-generated Bear River 3
File for multi-generated Weber River 4
File for multi-generated Jordan River 8

File for NAT-PMF RBear River
File for NAT-PMF Weber River

File for NAT-PMF Jordan River

9. CONELV, UPSTCI, ADJM - Format (3F10.0)

1-10

11-20

21-30
31-40

CONELV

UPSTCI

ADIM
BRMIN

Control elevation above which lake will not go into upstream development
in feet

Firm base (100 percent of time), upstream development acre-feet, annually

Adjusts stochastic generation of streamflows mean to historic mean

Minimum flow allowable Bear River

v. Multivariate stochastic generation input parameters

1. NV, IDIAG, IOUT, MARKOV, IE, IW, IER, NX, NAT - Format (9I5)

16-20

21-25

26-30

31-35

NV

IDIAG

IouT

MARKOV

IE

iw

IER

Number of input variables to be generated (i.e. 3)

Parameter for matrix read subroutine if = 1, then reads only a diagonal
matrix, 1f = 0, reads entire matrix

Parameter in matrix write subroutine, if = 1 no headings are written,
if = 2, row headings are written, if = 3, row and column headings are

written

If = 1, then performs multivariate Markov generation otherwise performs
ARIMA(L, O, 1) generation and a2 "C" matrix must be read in

]

If = 1, writes out steps in multivariate generation subroutine

If 1, writes out generated lnput

i

If = 1, then writes out error terms im generation subroutine
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Table E-2a. Continued.

IVa.

36-40 NX Number of physical variables in principal component vector
41-45 NAT Option 1f NAT = 0 changes natural generated to present modified flows
(VLOG(1), I=1, NV) — Format (NVI5)
1-5 VLOG(T) If = 1, then data is to be log transformed, if = 2, then not
etc.
(RHDG(I), I=1,KV) -~ Format 13A6)
1-6 RHDG(T) Row heading for matrix
etc.
{CHDG(I), I=1,NV) ~ Format {13A6)
1-6 CHDG(I) Column heading for matrix
Subroutine MIN (AM, NV, ¥V, ID, AG, IBUT, RHDG, CHDG, 6)
Reads input AM matrix
(AM(I,T), J=1,8V), (I=1,NV) - Format (8F10.0)
1-20 AM(I,J) A" matrix for Markov or ARIMA{I, 0, 1) multivariate matrixz
Repeat above for "B" matrix

1f ARIMA option, then read:

ARIMA (1,0,1) Stochastic multivariate generation parameters

ba.

7a.

9a.

10a.

lla.

1Za.

Subroutine MIN (C, KV, NV, IDIAG, I0QUT, RHDG, CHDG, 6)
Reads input "C" matrix

(C(1,J), J =1, NV} (I=Ll,NV) - Format (8F10.0)

1-10 c(I,n "C" matrix

(XMN(I), I=1,NX) - Format (8Fl0.0)
1-10 XMN(T) Physical means of principal component elements
(BETAX(I), I=1, NX) -~ Format (8F10.0)

1-10 BETAX(I) Third parameter of physical series
(XMINX(I), I=1, NX) -~ Format (8F10.0)
1-10 XMINX(I) Minimum value for transform physical series
(MI(I), I=1, NX) - Format (16I3)
1-5 MI(I) If = 1 log transform, if = 2 normal physical variable
(SCALEX(I), I = 1, NX) ~ Format (16I5)
1~5 SCALE X(I) Scale factor for each physical variable
PC(I, Iy, J=1, NX, I = 1, NX - Format (&F10.0)

1-10 PC(1,J) Principal compounent coefficients for each vector and physical element
(MV({I,1}, I=1,8V) ~ Format (3E15.9)

1-15 MU(I, 1) Mean of input physical varilable i.e. (Evap, Precip, etc)
ete. If log transformed then, mean log transformed

(S1G(1,1), I=1,NV) - Format {(5E15.9)

1-15 SIG(I, 1) Standard deviation of input physical variable, if log transformed
etc. then standard deviation log transformed

(BETA(I,1), I=1,NV} - Format (5E15.9)

1-15 BETA(IL, 1) Third parameter of log normal transformation
ete. 155



Table E~2a. Continued.

10.

11.

12.

13.

14.

15.

16.

17.

18.

8.

9.

(XMIN(I, 1), I=1,NV) ~ Format (5F10.0)
1-10 XMIN(T, 1) Minimum value allowable in generation of wvalues

(X1¢(1,1, I=1,NV) - Format {5F10.0}

1-10 ¥IC(L, 1) Initial condition of each variable to be generated
etc.

(SCALE(I, 1), I=1,NV) - Format (5F10.0)
1-10 Scale(I, 1) Scale factor of each variable 12 for evap and precip;s 1079259 for each river
{Cu(1), 1I=3,3) - Format {3F10.0)
Cu(I) 1-10 CU(I) Consumptive use for Bear, Weber, Jordaa River Basins
(pv(1), I=3,5) ~ Format (3F10.0)
DV (L) 1-10 DV(I) Diversions into or out of Weber, Jordan River Basins
(CSNB{I), I=3,5) - Format (3F10.0)

CSNR{(I) i-10 CSNB{(I) Constants for linear regression equations for three basins for change
of storage = (natural - consumptive use + diversion) = natural'

{CSNM(L), I=3,5) - Format (3F10.0)
CSRM(1) 1-10 CSNM(1) Coefficient for linear regression for change of storage = natural't

(CSLAG(I), I=8,5) ~ Format (3F10.0)

CSLAG(I) 1-10 CSLAG(I) Coefficient for log natural’ term in linear regression equation
for change of storage = NAT' 1
(8(1,1) 1-10 Initial end of your storage %or each river basin

(RNAME{N), N=1,20) - Format (2044)
1-80 RNAME (N) Title of lake

VLLIC, ARI(1l), SALT(1) ~ Format {(3F10.0)

1-10 VLLIC Initial lake volume -~ acre feet
11~20 ARI(1) Initial lake area ~ acre
21-30 SALT(1) Total salt loading in tons

(WNACL(J), J=1,7) - Format (7F10.0)

1-10 WNACL (1) Sodium chloride concentration data points corresponding to the
atc. percent evaporation EVRAT

(EVRAT(J), J=1,7) - Format ¢7F10.0)

1-10 EVRAT (1) Evaporation ratio corresponding to the lake salt concentration
etc. WNACL(J)

(SLAKE(I), I=1,5) - Format (5F10.0)

1-10 SLAKE (1) Lake stage corresponding to the Thiessen precip. adjustment factor
etc. ADJPT(JI)

(ADJPT(J), J=1,5) - Format (5F10.0)

1-10 ADJPT(1) Thiessen precip. adjustment factor corresponding to lake

etc. stage SLAKE(J)

(v{1,N), N=1, NP) - Format (8F10.0) NP=30

1-10 v{i,1) Yolume table of the lake
etc.

¢A(1,N), N=1,NP) - Format (8F10,0) NP=30

1-10 a(l, ) Area table correspondence to the volume table
etc, 156



Table E~-2a. Continued.
10.  {(E(1,N), N=1,NP) ~ Format (8F10.0) NP=30

1-10 E(1,D) Stage table correspondence to the area table
ete.

11. (H(J), J=1,NPNS) - format (8F10.0) NPNS=37

1~10 H(L) Stage table for south arm of the lake -~ not used
ete.

12. (VN(I), J=1, NPNS) - Format (8F10.0) NPSN=37

1-10 VN(L) Proportion of volume for north arm of lake
ete.

13. PeI, ¢1, €2, €3, EVRT, VIOT, VRATE ~ Format (7F10.0)

1-10 POL Small streams percentage of combined streamflow i.e. .08

1i-20 Cl Groundwater component as a percentage of present years' inflow i.e. .07
2130 c2 Groundwater component as a percentage of previous years' inflow i.e. .04
31-40 c3 Groundwater component as a percentage of lag two year's inflow i.e. .02
41-50 EVRT Ameunt in feet of annual average lake evaporation

51-60 VTGP Maximum volume of lake set to some large number i.e. 999999999
61~70 VRATE Set = to zero not used

v. Input flows and precip for QIN(I,N) Option 1 = 2 Read input from cards for residual computation
Do (NQIN)=2 Two sets of input

1. (QIN(I,N), N=1, NYR) - Format (8F10.0)

1-10 QIN(1,1) Total annual streamflows into lake

etc,

1-10 QIN(Z,1) Total annual precip on the lake
VI, Call subroutine read 1f option 1=1 for inflows and precip

Do (NQIN)=2 First input = streamflow, and = precip

1. NR, JY1, JY2, JJY1l ~ Format (4I10)

1-10 NR File number streamflow record is on

11-20 JYl First year of streamflow series

21-30 JyY2 . Last year of series

3140 JJY1 Beginaing year if series is in 8F10.0 format or 6F10.0

2. ICDTP, STID, IYI, IV2, (DWM(I), I=1,6) -~ Format (Il, A6, 214, 6F10.0)

1 ICDTP Not used
2-7 STID Station identification
811 IY1 First year of data on card
12-15 1Y2 Last year of data on card
16-75 DUM(T) Data streamflow or precip
VII. I1f option 2 is called residual is computed by inputing known annual streamflow, lake stage peak and
average
1. Subroutine read is called for average annual lake stage
See section VI above for format and card arrangement
2. Subroutine read called for peak stage

See section VI for format and card arrangement
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Table E-2b. Input: Water Balance Model.
. ]
LEBUON0,u3e335333
17y 2143 1 3 é 29 it 4 ; & ) -6 £ i oo &
- ] 0 25 i 24 138469 37
. 1 0 i) { 1 1 126
3 4 8 1a i
421y, L1614, 14000y
3 1 1 1
-1 2 -1 -1 -1
v PRECIPHEAR  wipfic JORUAN
TR PPECIPSEAR WEBER JORGAN
BRSNS LHEHYR - 19989 J0DL73 ~e20p24
LT 1TuE Juus? e2:778 - Ulu3g Lyludul
-7 LHu 11241 «29831 14163 16965
- i35 L2ule2 »1c119 «PH373 .2185%
L P Uy 2369153 - 08541 «19622 . 55664
_;:;7,»9
-.04%391  ,TsB66
- 2u0ll L2uT32 156912
., 19862 LLutoy 05406 e 53BU8
-, 1551 <19476 23094 ~a 28204 .37908
~eB3479-01 cIOHBTEL00 238315440y ~21312747401 - 175266401
L 2I03DAYE L183768679%; £8U 7813135 507370541 .390169816
L,332354+01  .258333 «1B877213C LU2E 084843 L08110674
40 . 3.1 202600, 30250, 65950,
2,548899 1,093 875695 L2L1372 212526
1 1za 10792%9, 10792%9. 1079259,
G . 4] g 16 1.6 ]
0 g 0 »11 1.6 0
y ¢ 0 «2U 1.9 0
crb AT SALT LoKE WATER LALANCE wnOEL STCCHASTIC STALES 1978-2102
12978840, 937988,.,2 &700000. . .
O- 5‘ 10. 3.5- 20' 25i 2&.53
1. 975 «933 J083 o842 2808 n795
170, 4191, 4200, 4211, 4219, ‘
T.Ulq 10‘)1‘4‘ ¢999 e .9&9
16000 2950500 4732990  572u620  67867( 7311200 7868300 8440400
2134560 9545950 10301090 1100204y 11749730 12536430 13421890 ;4350140
15947Tp180 16481450 17640700 18825700 2004070C 21276000 22542000 &3808000
25075000 ¢6341000 27607000 29400000 3070000C 43200000 .
161060 4o7000 482600 589034 535056 550000 564196 580000
501861 632676 677668 719%¢4 772964 434809 890047 969549
179259 1140000 1172000 1201009 ~1zg3000 155500 1330000 1375000
1410000 14300600 1490009 1530000 1570C00 2uuceoo .
%179 4180 4184 S 4186 biep 4189 4190 © 4191
4192 4193 4194 L4195 H19e 4197 T 4198 S 4199
4260 4201 4202 4243 ‘4204 4205 L H2p6 4207
u2ud 4209 4els 4211 H212 4219
4179 4171 43172 4173 G374 4175 4176 4177
4173 4179 4ing S ¥e5 1 Hike 4183 bia4 4185
4156 U187 4158 4189 4190 4191 4192 4193
4194 4195 4196 4197 419t 4199 4200 4201
4202 L2033 4204 4205 4p1g .
48,1 2745 2o.1 25,5 wb,E 274 28,2 29,5
30,3 Il.1 31.6 32.3 32,0 33,3 33,5 33,6
32,6 3343 34,2 34,4 34,7 34,8 35,0 3542
35.4 3546 35,7 35.9 36,1 3£.3 36,4 3645
36,5 6.6 36.6 37,3 36,5 - .
.08 LUT78 <040 020 4,3323 17640700, 210000,
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661

Table E-3. Water Balance Model Output.

1
L2E0000001.,083333333
1379 2103 1 3 2 30 U 3 0 & 6 -6 & 1 1 6 -6 ) s} 25 [
g 1 g 8] o] 0] 1 126 G
1 2 3 4 8 g ] # 19 ]
242190404 ,b1614+05 00000 2140004 Ub
5 ¢ 1 i 0 g ] ] 1
-1 2 -1 -1 -1
37822400 «53492400 ~,199694+00 «51730-01 -,20224+00
31748400 4 0670~01 «22778+00 ~,14360~-01 L14441400
-o291444+00 2112641400 29831400 L141694+00 +15568+00
- H5350-01 24762400 ,16112400 «28373+00 »21855+00
»20920~01 « 36915400 ~,85410-«01 £19622+00 +53666+00
2B85729+04 «00000 .0000U ,00000 - 00000
-e«54391+00 s 73866+00 200000 .00000 00000
«s26311400 L24T732400 - 56912400 00000 00000
~: 13462400 14004400 «F4060-1U1 +63808+00 03000
-2 96100~01 «194764+0U «23094+00 -.28204+00 « 37908400
.o B34TI0000~01 <90HETTI95+00 ~.383194L00+00 «.131274700+401 -,175266001+01
. 9303%6959+00 21837687964+00 507813133400 SOUTATUH39+00 .3901698144(0
« 3333000060401 «2082333001+00 »187721390+00 «CE0284698«01 ,611067400~01
40,00 3.10 202600,00 30250,00 65950,90
3,69 1.09 .86 .31 W21
nREAT SALT LAKE STMuLATION INPUT DATA
HASEN POF s ACRE sBIRDS+IPOP+LACRE ¢ G IMP
1 Ua Go 0, L1860 1.600 Q.
2 e Us 118 «110 1.600 0.
3 0o e 0. . 200 1.500 [
POLC1I C2+ L3 EVRT«VTURPVRATE ¢ SALTIL )
+080 070 » 040 20 4,333 17640G700. 310000, 4700060,
GREAT SALT LAKE WATER BaLANCE MODEL STOCHASTIC STAGES 1978-2102
YT AR QB J atq QGW QTT PRFCIP EvAP AREA VOLUME CONT
1976 s QU 00 00 LU0 « 00 00 937988,2013978840.,004700000,00
19¢9 231l1436,78 z604351,72 31%48s,78 2917R35,47 BO7656,66 3289317,12 976901.451484%15017.79 23,99
1980 1686612.56 1767541,55 212759,63 1980301.19 B806437,.56 3573500.16 907813.61136282%6,25 25,38
1941 1370447,06 14EQ043,47 209624,57 1689708,03 B4071A,15 3112470.31 B68239,6213046210.12 26,91
19452 1082640.59 116925%1,61 163334,98 1332%66,59 B18372,68 2880031.62 B819980.6912317137.62 27.50
19n3 1261602.89 L3h4%151,11 160420,77 1544957,.67 B3500FR.G7 3100662.97 T76206b,30115%6020,68 27.50

0 038469 27
PK ELEV AN ELEV
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%199.28 4167 .,57
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4197,75 .4195,.79



Table E-4. Variable definition,

Water Balance Model.

Variable B0 Typeb Dimension

Definition

A I R 5, 50 Area table of up to five lakes in
acres

AA B R 50 Area table of Great Salt Lake in
acres

ACRE I R 5 Area of each basin-not used

ACTUP 0 R 150 Actual upstream development on the
Bear River

ADIM I R 1 Constant to adjust the streamflow
input

ADJPT 1 R 5 Adjustment factor to precip
to allow for Thiessen weighting
factor biased by lake stage

AM I R 5, 5 "A" matrix for Markov or ARIMA (1, 0, 1)
Multi-variate generation model

AREA 0 R 150 Area of the lake at end of year

ARI I R 5 Initial area of the lake

B 1 R 5, 5 "B matrix for Markov or ARIMA (1,0,1)
Multi-variate generation model

BEAR B R 150 Bear River generated by multivariate
model

BETA I R 5, 1 Third parameter of Log normal distribution
for log transformed variable generated
by Markov model.

BETAP I R 1 Third parameter of log normal
precipitation distribution

BETAP1 1 R 1 Lower boundary of error term in
precip linear regression

BETAQ i R 1 Third parameter in log normal streamfiow
distribution

BETAR I R 1 Lower boundary if error term in
residuals lineatr regression

BETAX 1 R 5 Third parameter for log normal
distribution for physical variable to
untransform principle component ARIMA
(1,0,1) generated variables.

BIRDS I R 5 Not Used

BPMF B R 150 Bear River natural flow adjusted to
present modified flows

BRMIN I R 1 Minimum allowable flow for Bear River
Bird Refuge in upstream development mode

C I R 5, 5 "C" matrix for ARIMA (1,0,1) generation
model

cc B R 1 Salinity conversion factor

CCN B R 3 Concentration of Great Salt Lake salinity

CCl I R 4 Slope of the line representing
relationship between north-south lake stage
depending on causeway opening present,
160 ft. 300 fe. 600 fr.

cec2 I R 4 Intercept of the line representing
the wnorth-south lake stage relationship

CE I R 1 Proportion of lake evap. that has
ocecurred by the time of peak stage

CHDG I R 5 Colunn headings for matrix

CON Q R 5, 150 Concentration of the lake same as CCN

CONELV I R 1 Lake stage desired to maintain below
by upstream development

CONM G R 5 Mean concentration of the lake over
a period of years

®1 = Input B = Body of program O - Output

R = Real I = Integer
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Table E~4. Continued.

Variable 1BO Type  Dimension Definition

CONVOL B R 1 The volume corresponding to the control
lake elevation

CcP I R 3 Linear regression coefficients for
precipitation relationship with
streamflow and lake area

CPP I R 1 Conversion coefficient for precip. from
inches to feet

CR I R 6 Linear regression coefficients for
model vresidual (made up of evaporation,
small streams, groundwater, error)
based on streamflow and lake area.

CSLAG I R 3 Linear regression coefficients for
change in storage relationship with
natural flows (less consumptive uses
and interbasin diversion) logged
one year.

CSNB I R 3 Same as CSLAG except being the
intercept

CSNM I R 3 Same as CSLAG except not lagged

CuU I R 3 Consumptive use constant for each
river basin (Bear, Weber, Jordan)

cl I R i Groundwater component for present year
streamflow

c2 I R 1 Groundwater component for last year's
streamflow

c3 I R 1 Groundwater component for lag two years
streamflow

DACRE I R 5 Not used

DPOP I R 5 Not used

DUM B R 150 Input temporary variable Rivers stage

DUMP B R 150 Peak stage input variable

DV I R 3 Diversion from river basins

E I R 5, 50 Lake stage table in feet nsl

EE B R 50 Same as E

ELP ¢} R 5, 150 Peak stage in feet

ELPM 0 R 5 Mean peak stage over the years

ELV 0 R 5, 150 End of the year stage in feet

ELVM 0 R 5 Mean end of the year stage in feet

EP B R 150 Error/noise term for linear regression
precipitation function

EPM I R 1 Error mean for precip. linear
regression = zero

EPS I R 1 Error term standard deviation for
precip. linear regression

ER B R 150 Error/unoise term for residual
linear regression function

ERM I R 1 Error term mean for residual
linear regression = zero

ERS 1 R 1 Error term standard deviation for
residual linear regression

EVAP 0 R 5, 150 Lake evaporation in acre~feet

EVAPM 0 R 5 Mean lake evap. in ac~ft over
vears

EVMP B R 150 Input evaporation from multi-
variable generation model

EVRT I R 1 Amount of annual average lake
evaporation fresh water in feet

EVRAT I R 7 Evap. ratio eof fresh water to
salt water by salinity concentration

EVRTI B R 1 Lake evaporation derived by linear
regression

EX 0 R 150 Excess volume from control lake
stage to actual lake stage

EXC B R 1 Excess volume from upstream
development

FNYR B R 1 Number of years during lake

gimulation loop
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Table E-4. Continued.

Variable IBO Type  Dimension Definition

H I R 50 South arm lake stage table

ICWO I I 1 Causeway opening index : 1 = present,
2 = 100 ft.. 3 = 300 ft., 4 = 600 ft.

IDIAG I 1 1 Option in matrix real subroutine
if = 1 read diagonal only,
if = 0 reads entire matrix

IE I 1 1 Option in multivariate subroutine
if = 1 writes out computations

IER I I 1 Option in multivariate subroutine
if = 1 write ocut error terms

I6PTL 1 I 1 Option for input of lake variables
if 3 = multivariate generation
subroutine

I8PTLO I I i Option to write output in main
program

18PT11 I I 1 Excess inflow option

18PT2 I I 1 Residual option

I8PT3 I I 1 Precip. option if linear regression,
stochastic generation

I8PT4 I I 1 Debug write statement option

I8PTS I I 1 Univariate streamflow generation optiom

I8PT6 I I 1 Log transformation streamflow option

I8PT7 I I 1 Streamflow initial error term
option

18PT8 I 1 1 lLog transformation precip. option

18PT9 I I 1 Precip. initial error term option

I8UT I I 1 Option in matrix write subroutine

IP B I 1 Precip. seed number

IPNCH I I 1 Punch cards option

10 I I 1 Streamflow seed number

IR I I 1 Residual seed number

TRAND I I 1 Random number

iw I I 1 Write option in multivariate
subroutine

I YEAR B I 150 Year time series used in write
subroutine

I¥YR I I 1 Beginning year of simulation

IYR1 B I 1 Previous year to beginning year

JORDN B R 150 Input Jordan River from multi-
variation

KEPSED I I 1 Read seed option

LYR I I i Last year of simulation

MARKOV I I 1 Markov generation option

MI I I 5 Log transformation index if = -1
then variable is log transformed
if = 2 then normal

MU I R 5, 1 Mean of the input variables for
multivariate

MUP I 1 i Mean precip. for univariate generation

MUQ I 1 i Mean streamflow for univariate

) generation

MVOPT I I 1 Multivariate generation option

NAT I I 1 Natural streamflow option

NLK I I 1 Number of lakes

NP 1 I 1 Number of values in stage-volume
area tables

NPNS I 1 1 fumber of values in north arm
volume ~ south stage table

RQIN I I 1 Number of univariate generation
inputs = 2

NRB 1 I 1 Number of basins

NTRACE I I 1 Number of traces

NV I I 1 Number of wultivariate input
variables

W I I 1 Residual file

NWSD I I 1 Seed file

"Wl I I 1 Area file

NW10 I I 1 South lake stage file
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Table E-4. Continued.

Variable IBO Type  Dimension Definition

NWil I I 1 North lake stage file

NW12 I 1 1 Excess inflows file

W13 I I 1 Evaporation file

NWlé 1 I I Precipitation file

NW15 I I 1 Bear River file

NW16 I I 1 Weber River file

NW17 I I 1 Jordon River file

NW18 I I 1 NAT-PMF Bear file

NW19 I I 1 NAT-PMT Weber file

NW2 1 I 1 Residual/area file

NW20 I I 1 NAT-PMF-Jordan file

NW3 I I 1 SALIN file

NW4 1 1 1 Peak Regidual file

NWS 1 I 1 Peak residual/area file

NW6 I I 1 Streamflow file

NW7 I I 1 Precipitation file

NW8 I I 1 South peak stage file

NW9 I I 1 North peak stage file

NX I I 1 Number of physical variables in
principal components

NY I I 1 Same as NV

NYBUP I I 1 Number of year before upstream
development starts

NYR B I 1 Number of years of simulation

NYR1 B I 1 Number of years plus one for
simulation

PC X R 5, 5 Principal component coefficients
for ARIMA (1,0,1)

PHIP I R 1 Phi value for univariate generation
of precipitation

PHIQ I R 1 Phi value for univariate generation
of streamflow

PMFJ B R 150 Jordan River natural flow
adjusted to present modified flows

POI I R 1 Small streams component of streamflow

POP I R 5 Not used

PPAF o R 5, 150 Precipitation on the lake for the
year in acre~feet

PPAFM 0 R 5 Mean lake precip. for over the years
in Ac.-ft.

PPFI B R 1 Precip. derived by linear regression

PPT B R 150 Precipitation in inches generated
by multivariate model

QBW.I B R 150 Bear, Weber, Jordan Rivers combined

QBWIM 8] R 1 Mean combined streamflow

QGW B R 150 Total groundwater into the lake

QGWM Q R 1 Mean ground water

QGWZ B R i Groundwater component

QGW3 B R 1 Groundwater component

QIMP I R 5 Not used

QIN B R 5, 150 Multivariate generated input variables

QTI B R 150 Total inflow in the lake (Bear, Weber,
Jordan)

QTs B R 150 Total surface inflow into the lake
{(Includes small streams)

QTSHM 0 R 1 Mean total surface inflow

QIT B R 150 Total inflow into the lake included
groundwater and surface infiow

QITM a R i Mean total inflow

QIT1 B R 1 Initial combined streamflow

QX R 5, 150 Surface inflows QX14,J is small streams

RE B R 1 lLake stage, temporary varlable

RESID ¢ R 150 Residual difference in lake volume
from actual to model end of year
volume

RESIDP 0 R 150 Residual difference in peak lake

volume from actual to model
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Table E-4. Continued.
Variable IBO Type Dimension Defipition
RESMIN I R 1 Residual minimum value
RHBG 1 R 5 Row headingg for matrix
RNAME 1 R 20 Name of lake, title for water
budget table
RS B R 1 Lake area, temporary variable
RV B R 1 Lake volume, temporary variable
SA B R 1 Mean lake area, temporary variable
SALIN 0 R 150 Salinity of the lake time series
SALT I R 5 Total salt load in the lake in tons
SAR 0 R 5, 150 Lake area in acres
SARM 0 R 5 Mean lake area inm Ac. over the years
SAL B R 1 End of the year lake area
SAZ B R 1 Peagk lake area
SCALE 1 R 5.1 Scale factor for dinput variables
to convert inches to feet and acre-
feet to feet
SCALEX I R 5 Same scale applied in untrans
subroutine
Sb B R 100 Seed for generation model
SEED B R 1 Seed number
SEEDP B R 1 Seed nunber of precipitation
SEEDA B R 1 Seed number for streamflow
SEEDR B R 1 Seed number for residual
816G I R 5, 1 Standard deviation of input variables
for multivariate generation
SLAKE I R 5 Lake stage for precip. adjustment
factor ADJPT
SIGXEP I R 1 Precipitation standard deviation
SIGXQ I R 1 Streamflow standard deviation
SM B R 1 Lake Stage
SN B R 150 North Lake Stage
SNP B R 150 North peak lake stage
Ss B R 150 South Lake Stage
SSP B R 150 South peak lake stage
871D I R 1 Station, dindentification
SLIM 0 R 10 Summation variable for water budget
THP 1 R 1 Theta value for univariate precip.
generation
THQ I R 1 Theta value for univariate streamflow
generation
TIME I I 1 Clock function for seed
UPSTCI I R 1 Amount of constant upstream develop—
ment
v 1 R 5, 50 Lake volume tables
VLL B R 5 Computed lake volume
VLLIC I R 1 Initial lake volume
VLOG I I 5 Log transformation index same as MI
VN 1 R 50 Proportion of north arm volume
of the lake at corresponding south
arm stage H
VOL ] R 5, 150 Final volume of the lake for each
year
VOLM 0 R 5 Mean year end lake volume
VOLO B R 1 Computed lake volume, temporary
variable
VOWT B R 150 Volume 1n excess to maximum lake
volume
VOWTM ¢ R 1 Mean excess volume
VRATE 1 R 1 Not Used -~ zero
vs I R 50 Not used
vTor I R 1 Max. lake volume
vy 1 R 50 Lake volume table
WEBER B R 150 Weber riwver input variable from
multivariate generation model
WPMR B R 150 Weber River natural flow adjusted to

present modified flows
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Table E4. Continued

Variable IBO Type  Dimension Definition

WNACL I R 7 Salinity concentration for
determining percent lake evap.
EVRAT

XIC I R 5, 1 Tnitial starting condition for
each input

Xice I R 1 Initial precipitation for univariate
generation

XICQ I R 1 Initial streamflow for univariate
generation

IMIN 1 R 5, 1 Lowest allowable value for each
generated input variable

MINP I R 1 Lower precipitation boundary

LMING I R 1 Lower streamflow boundary

XMINX I R 5 Lowest allowable value for each
input variable in untrans subroutine

XMN 1 R 5 Mean for each input variable in
untrans subroutine

ZERO B R 1 Zero value







APPENDIX F
DAMAGE SIMULATION MODEL
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Table F-1.

Damage Simulation Model program listing.

CxexxCONTINUDUS OAMAGE SIMULATION MODEL FOR GREAT SALT LAKE

8971

e el

5000
8001
9002
9003
a004
9005
006
9007
9008
2009
9012
3500
9505
G506
9510
9511
7512
9513
as514
8517
ab2u
0521
ag23
9524
95295
9526
q527
9528
95353
a5y

T3

YT

COMPILER{XM=])

DIYENSION FX(100)«XPP{100)+NSSTAGIZS) «NSSALT(25)+TSGS1(10),
. TSGS(10+4)+TSOGNLIL10) s TSENEL0+4) +TSHE(LU) »TT(L0),

N TS6T(1y)

DIVENSION PwF(150) 4USFI150)+A(158)IMAGHLI5151)4XI(100),¥P{100)
DIMENSIUN MRELU«23¢NSI{150),
cORM(25+30)+v0CI{25+301 sDRLS{25+30) v URLLI2S+30)+CUL(U) 20Ol ¢
STITLEL(20)vTITLER2¢2035(158)AREA(I0}C{158}F(158)
COMMON/COML/0RML (2530 U {25303+ IE(30) 4P +ORLS1(25420) DRLLELZ
«5¢30) ¢ JUCS{25) vAREALLLIU) 4 JASUMIL0) «SCALE+IWU{25)+RETNI25)4+DRLTLL2S
«v36)

COWMON OAM{150+100)«UNFS({180«¢10)Pw(100+10}3:%3(300.10)5¥1P{100,10)
Wy RLT(I50,100),0MARIL50+1003.CIRE(150:100)0RLI{23¢30) ¢APNTELLD)
203y XUSOIL100) s XUSRIL00).YY{150:,100):Y(250:100),YZ(350,100)

s e DwIC(1U) 4 DWOC(10) +OWSC(10) «DOWIALLICY DWOACIC)OWSA(LDYTHE(LD)

COMMON/COM2/XND 4 IND

DATA CCL/0.01276140,+4=0+012443,~0,013466/

OATA CC2/-52.059110.975:52,7822¢56.7659/

FORMAT(2AS47F10,0/ (10X 7TF10.04})

FORMAT (1615}

FORMAT{21I5«7F10.0}

FORMAT (1346}

FORMAT(SIS+6F10.0)

FORMAT(8110)

FORMAT(2AS5+7I10/(10X+7110))

FORMAT(B0AL)

FORMAT(4F 20,0}

FORMAT(8F10.0)

FORMAT(2I5¢F10,0+110+4F18,0,310)

FORMAT{LH +2AS5+7F10,0/{1H +10%X«7F10.0))

FORMAT(L1H +IS,20F5,2/(5%+20F5.:2))

FORMAT(LH «8E14%.9)

FORMAT(LH «2046)

FORMAT{1H 41615}

FoRMATIIH +31542F10.2)

FORMAT{1H +1215+7F10.0)

FORMAT{IH +8110)

FORMAT(1H 21346}

FORMAT(1HO «4HIERZ)

FORMAT(1H +8F10,2)

FORMAT(1H +2I5+F10,0¢110+4F10.,0+1106)

FORMAT(IHD+32HCAPTITAL INVESTMENT/RLINSTATEMENT)

FORMAT{1HO +29HOPERATIONS/MAINTENANLEZREPAIR)

FORMAT{1HO+5HTOTAL)

FORMAT({1HO0,10812,6)

FORMAT(IHO+ 12HREVENUE LOSS)

FORMAT(LH 15HUNIFORM SERIES=7E14,9)

FORMAT(1H +14HPRESENT WORTHZ(TEL4.9)

IMPUT GENERAL

INPUT

READ(5120073 (A (1) s1=51+72)

READ(S+90071(A(T)+12734108)

READ(S«9007H(A(I)-I=109.144)

READIS,F008){A(I+12145,148)

READ(S+9007)(A(T)+I=1492158)

READ(S5+90072(8(I)21=1472)

READ(5:2007)4B(1)+12102+144)

READ(S+20083{BLI)+12145:148)

QELD(S5+F0071(8LE}+12149,158)

READ(S.90873LC I +I=1472)

READ(5.,9007)4C{13+1573+108)

READ(S+2007)(CAIY e I=109414%)

REAC(S5,2008)(CHI)I3145,248)

REAJ(S+F007IICITI)+I=149,155)

READ{S«9007I(F{IYel=172}

READ(S+9007)(F (1) 12109144}

KELC(5+ 3008 IFLIII=1485,148)

10

20

30

{ smxk

C *%%

60

KEAEHIDUTIIF I vislua, 153

READES IO IYRE GV EYR2 y ICwD v PSOalPT o [l ¥ Ty 1SA Ty TUCSFyISOLE « Dat
S0 TORPTLTIOPT2

cRTTE(BIIDTLIIYR LI YR IC AU MPSO il T Ty NYP Live IS0 T IUCT R4 ISGELE W In
HYR=1YRE~- [ YALl+l

HEAD(S s P00 INP v NEL Gy JI 4R e SOBLE

WAITE (019812 NP S0+ ii1 «R e SCALE

HEAD (529001 HRR MWy NSC o NRT W NBRATIRT s HP o MTHD
R ITE(Be99 1 LINURR« N s NSC o NRZ o NBR NR LA NPAWNING
NYE =MRRANHWHNSC+HNRCHNLR NI N
REND(S+90011 (NST(Y) Mzl T)

SRITE (6495131 {NSI{M) edzt vl

READ (B9 F00L IR IKsKL ) a2l o N510 )
WRITE(S+3511) (NRUIK K1} (K=14¢n510)

READIS 2012 INGyIND o ANDNETEP o XMINJXMAX YHINVYMAR cHYSTER
ARITE(699923)INGyINDs XNOyNRTEP s XMIN XMAX, YMIN ¢ YMAKNYSTER
MSTEP=NG

KYSTEP=NG

READ{S+9003) (TITLEL(L)sIm1020)
WRITE(6+9SL7I(TITLEL(I) 121420
READ(DF003Y(TITLEZ( ) vIm1r 20}

READ(B 9005 LIUCS(LY slml e NTE)
WRITE(S+S514) (TUCS(LY «L=14NTE)
READ{B5»F009 Y (REINIL) sL=1sNTE)

D0 10 L=1.NTE

REIN(LITREIN(LI*1006./5CALE

CONTINYE

REFAD(B+I001) (NSSTAGIL) +L=1sNTE)
WRITE(H19511) (NSSTAGIL) L= sNTE)
READ(5+9001) (NSSALT(L) +L=1aNSC)
READ(S:9009) (AREA(L)sL=1+NSC)

WRITELG 9521 (AREA{L) +L=1.NSC)
READ(S«9009) (T1SGELJ) eJ=1 s VPSG)
GRITE(S+3521) (TSHEE(JI) vy J=1 e NPSG)

N0 20 I=144

READ(IS5+9009M(TSBHLI ) v dz1 o NPSG)
WRITELG1I521) (TEGNIJ e IY 1 UzLaNPSE Y

CONTINUE

DO 30 I=1.4

READ(5+9809) (TSGES(JeI)+dz1+NPSG)
WRITE(6195211 (TSGS(JeI) 1 JzlsNPSG)

CONTINUE

READ{S9009) (TSGTLJI+Jz1eNPT)
WRITE(6+9521)(TSGTIJY1u=1NPT)

READ(S19009) (TT(J)ed=1eNPT)
WRITE(Hv952111TT{J}1J=1 NPT}

READ(5+43009) (APNTE(J)1JT1eANPA)
WRITE(G9IS2L Y (APNTE L) v U= 14 NPAY

READ (5490093 (APNT(J) s J=L+NPA)
WRITE(LyIB21) (APNT (JlaJ=11NPAY

CALCULATE HISTOGRAM INTERVALS

STEP={ XMAX«XMIN) /FLOATINSTEP}

YSYEPz (YMAX~YMIN} /FLOAT(NYSTEP)

CALCULATE PLOTTING POSITIONS

NEoZNSL10*10

IFLISBLE,EQ.11NSxL

00 60 I=1.NS

XPPUIY=FLOAT(E) /FLOAT(NS+1)

CONTINJYE

Caxxk REATD STAGE - UAMAGE TABLES

READIHRI S008I0 E0 (1ELUT s JnLl e NP

IF(IwsEua LIRRITE(E4 950110 E+ (TELJ) vzl (NP}
DO 100 L=l«NTE

READINKL L9000 Uk v (OCT Ly J) v U1 4hP)
READINKRL Y0000« E « (DRMILY J) szl P}
HEAD(NRL V9000 ILYE s {JRLS L vw) s dzl o NP)
READ(NKL¢20803L10 4 (DRLLAL s d) s =1y lyP)
READ{MNRI TG00 ILGE o (IRLT (L oS a2l o ik}
IF{LweEQ,01G0TU &0

WHITE G e I800) 1B L0 sd e d2T ol



—
o
N

]

Bt
100
Caxe R

101

102
C osk%

103

104
105
118
120
125

126
128
130
s LR

ARTTE(GIS00IDE v LLAMIL «uby =1 lb)
WRITE(ByIR0D)I I E  LLRLS (L JY Uzt siP)
AEITELE 495000 E  LURLL L s JY v Tl eiP}
WRITE(E995003 D E (URLItLY J)ausdvliP)
37 90 JT1,NP
GCILLyJIZ0CIlL #1000, /7S0ACE

SV L e d P ZORMIL o 3% 100U, /STELE

TRLS L W) SORLSIL «J) #1000 /STALE
IRLL(L e JIZORLLAL« J} %1000 #STALE
DRCLL ) =DRLI(LyJ)*1000./80ALE
CNTINJE

CONTINUL

EAT WRY DATA

IF(IWRDSEQLCIGOTO 103
READ(54+900%1(0WICTU) vJz1e8)

READIS 2009 LORGC LU vJE198)
READIS+I009 I IDWSClUydsd=lval
READ(S42008)1 (0UnwIACU) 1 Ux10B)
READ(S«2009) (OW0ACLL) vUz1e8)
REAI(5:9009) (OWSA(J) su=1v8)
IF{IN.ER.0IGOTO 101

WRITE(619521) (OWIC(J) v d=1a8)

ARITE (6199213 {0W0oC(JdYsuxlel)
ARITE(H99521 ) (DwSCCJIvu=148)
WRITE(E9521) (DWIA(J) 1 JT1a8)
ARITE(699521 1 (0WOALI) susd,8)
WRITE(GL195211 (DWSA(J)sdz148)

00 102 J=1410

JWIC(JIEDWICII #1000./SCALE
Da3CIJ)F0W0C(Ur*1000,/SCALE
JA5CHJIT0RSCLUI %1000 /5CALE
OwIAGIIROWTALYI*1000,./8CALE

D JALJI)I=DA0ALJI*10004/SCALE
DWwSALJITDESALUI®1L000./SCALE
CONTINUE

READ SYNTHETIC STAGE TRACTZS

06 125 Klz1+2

0o 120 XK=1.NS10

NSER=1Q

IF(ISGLE,EQ.IINSER=]

CALl READZEY IyNR{KeK1) A NSEJIvLYRL+IYR2NYRY

JJ=(K=11%10+4

DO 10% Izl.NYR
IF(KL1.EW.2)1G0T0 104
YY{Iedddz=y{led)
YZ1IeJdJdIsY{led)
CONTINUE

CONTINUE

LONTINUE

LONTINUE

JC 130 A=1.WS1l0

LN 128 J=1.10

JIz (K11 %10+dJ

00 126 1=1.NYR
TFAYY LI vJdJd LT o819 3YY (I JJI=YZHT I
COaTINUE

CONTINUE

COuTINUE
IMITIALISATION
C1=CC1¢{ICa0)
ce=gc2(Icad)

CakxanR TRACE (O0P

9710

140

20 500 KzlaNS
IF(IOPTZ.E3e11wRITL (6497103 %
FORMAT{IH y9HTHACE nNUO=:13}
33 140 Lz1WNSC

DASUMEL Y =0,

ARZALIL)I=AREA(L)

CONTINUL

DO 150 J=)NPSU

150

190
200

Camen

202

204
208

209

2095

Cexs C
210

TS581{J)=TSES{JICnD}
TSGHNILJI=TSEN Yy ICWO)
CONTINUE

00 200 Lz=1,NTE
wotLi=l

D0 190 J=1.NP
DRMI(L e I=ORM (L)
DRUSI(LeJI=ORLSIL I}
DRLLIL Y I =DRLL L)
DRLITIL«JI=ORLI{L Y}
CONTINUE

CONTINUE

SIC=0+

SGC=0«

SSC=0.

SIAZ0.

SOA=D.

$8A=0.

0%=0.

SICLIP=04

SOC1P=0.

SSCIP=0.

YEAR LOOP
On 400 IziaNYR
STYY{IX}

ESTIMATE NORTH ARM STAGE ANJ SOUTH ARM STAGE GIVLN CAUSEwWAY

OPENING

DH=C14S+L2

DCE=1,

0S=S-51

S1=YY({IeK}
IFIDSe56Ta=a80ARDDS«LT4e5)3UTO 208
IF(DS.5T.1.)60T0 202
IF(DS-LT.=1.)60T0 203
IF(08e¢6T.e5eANDDS,LT41,)50T0 204
OCF=1.5+40S

6070 208

DCF=1e5

60To 208

DCF=0.5

GOTO 208

DCF=0.5+08

caLl INTERP{APN APNT 1S APNTE NPA)
S=S+APN/100.«DH*DCF

SH=S-DH*DCF

IF (JWRD.EQ.1)GOTD 300

5 ADOED TO MAKE IFIX TRUNCATION EQUIVALENT TG ROJNDOFF
IS=IFIX{S+D,.5}

IN=IFIX{SN#D.5)

IF(I.NE-1)G0TO 209

1SpP=IS

INP=IN

FISZFLOAT({IS)

FIN=FLQAT(IN)

IF(IOPTL.E0.0360TD 20985
WRITEL649600) {1+ YY (LK) eSeIHsDSsS1+DCF SNLTS INFLISFINY
IF(L.REL1)60TO 210

caLl INTERP(SGSIVTSGSL+FISsTSGE+MPSH)
CALL INTERP{SGNI.TSGNLsFINyTSGE+NuPSH)
CALL INTERPUTSIZTTVSESITSETNPT)
CALL INTERPUTNETT,SGNITSST NPT
APITAL IHNVESTMENT

OAM(I+KIZ0.

DMAR(I4K) =0,

CIREtL+X)=0.

RLT(IsK)y=0.

DO 228 L=zlaNTE

Is1=1S8

IFENSSTAGIL) »EULC) 1SL=IN
TF(I.NEe1)IGOTO 214



00 211 Jzl.NP
IF{IOPTLER.C)60T0 2105
WRITE(E 988010y JdUsIS1IE L)

9850 FOSKMATIIH +2HU=,12,3H0d2«T24H1S12vISserHIE{ui=eI3)

2109 IF¢I81.67,IE(J)IG0TO 211
JdEd
GCTO 212

211 COMTINUE
WRITE(529700)1S1

9700 FORMAT(LH +37THLOWER DAMAGE STAGE EXCEED TABLE RANGE,I#)

STUP
212 IFtJJWLT.B5)60T0 214
DO 213 <=5.Jd
OCIi{lLsd)=04
213 CONTINUE
IF(IOPTL.E6.08)607T0 214
WRITELG6198001(DCI1ILyJ} edulanNP)
agg0 FORMAT{1H SHDCIi=,E14.9)
214  IsP1=1SP
IF{NSSTAG{L}-EQ.0}ISPLIzIND
CreexENTITY wIPED QUT/REINSTATED
IF(IS1.,LT,IUCS(LIIGOTO 215
1wl =1
GOT0 220
215 IF(IW0(L)}.EQ,0)60TO 218
IF(IS1.LE, (IUCSIL)Y-TUCSBYIG0TO 216
IWptL)=l
6OTO 228
216 IF(IW0(LY,GTLNYRINIGOTO 217
GOTO 228
217 IWO(L}=0
CIE1=REIN(LY
GOTO 219
218 CaLL CICL<IS1,CIEL)
213 DAM{I+KI=DAM({IK)+CIEL
CIRE(L K )1=CIRE(IWKI+CIED
220 IDIS=ISl.ISPl
IF(ABSLIDIS)WSLE.1)G60TO 228
IF(IDIS.LT.0)GOTD 222
InIs1=IvIg~1
Do 2e% II=1,1pISy
ISI=ISPl+Il
CALL CI{L+ISILCIEL)
DAM(T KI=DAMI T K)+CIEL
CIRE(LKy=CIRELTWKy+CIEL
224 CONTINUE
50T0 228
222 IF(ISP,6T,4196)60T0 228
1018=~IDIS
101S1=101S8-1
00 226 IIl=1.IpISi
1$1=ISPl~11
CALL CI4L«ISILCIEL}
DAM(TvKI=DAMITvK)+CIEL
CIRECIWK)=CIREC(I K}+LIEL
226 CONTINUE
228 CONTINUE
ISp=18
I8Pz IN
IFL{ICPTL,ER.0160T0 229
WRITE(S 96103 (IWOILIsL=1oNTE) +UAMIL K 4 CIRFLIVK)
9610 FORMAT(IM +6HuP/CAP18I2+2814.9)
CxxekOMP
223 (00 240 Lz1.08TE
IF(IwO(L) ,NELOIGOTO 241
I81=18
CALL OMR{L+IS1+0MREL)
DAM{T«KIZDAMUI WK} +0OMREL
CEARIT+KI=0MAR(I «K3+0MREL
240  CONTINUE
IF(IOPTL,E8,0)60T0 250

041

,

-~
o

862
289
* ¥

260

265

a7s

- R
268

270
275

280

ARITE(+ 96201 0AMIL k) 4 UMATLT K
U FosdaTile 3 300MR,3E149,9)
Q0 260 L=z1LaTE
* REYONUL LOSSES/ LOAT ofnpT1TR
I81=1$
TFANSSTAG(LIsEW OISRl
CALL RLALVISI RLSTL(RLLEL,RLIEL)
DAMELvKIZOAML L WK ) +RESLI+ROLETHRUIEL
RETAIwn )=/l T (T wm )+ L [+ 00 T 4nul by
COHNTINUE
IF¢IOPTLILEW.UILOTC 268
AaRITE(H19630)TAMITIvK) e LT (LK)
IFLIOPTZ2,E3.036070 2868
wHATE L eF700 Lo IS e AN w0t b sl =l s niTlE o GAM{T v A} CARAE{ T WK Y« C¥AR (LR}
s RLTEINR)
0 FORMAT(LIH +SHSTAGE +I%etH ISz I%:4H INT IS5 4HWIPE 211246 FTCTAL=,L8,
By BHCAPLTALT LR, 3+ 4HOMEE s Th, 3+ SHKEvL=+E443)
* SALINITY LOSSES
TF(ISALTLER.O)GOTO 400
CALL INTERP(SGS TSGSL+FIS, TSGENPSH)
Call INTERPU{SGN«TSGNL«FINs TSGEWNPSE)
Cal, INTERPUTSyTT+855¢TSGToNPT)
CALL INTERPUTHTT SGMyTSGT NPT}
WRITE(6+9513IKeI4DAMILeK)
00 280 L=1.NSC
IF(IwO(L)JNELDIGOTO 280
IF(NSSALTIL)«EQ.1)G0TO 270
TizTNI
Te=TN
60TO 2759
Ti=7sI
T2=TS
CALL SALT(L+T1+T2+8C18SRM)
CAMIT «KISDAMUIT «KIFSCI+SRM
CONTINUE
IF(TS«t. T, TSIITSI=TS
IF(TNA T INIITHNI=TY
6aT0 400

C xxx WRIY DAMAGE ALGURTHM

C

<

300

*

340

360

s Q0

w00

* ANNUAL DAMAGES
CALL INTERPISIALOWIAYSITAEYS)
CALL INTERP(SOAL,Ju0DA«S+THE+8)
Call INTERP{SSAL+DWSAS1THE8)
S1a=SIA+SIAl
SOA=SUA+SOAY
SEAzSSA+5SAY
CAPITAL DAMAGES
Cacl INTERPISICLOwIC+8+TaEen)
CaLL INTERPISOCLI+00IC«S+Twivn)
CALL INTERP(SSCL+0SIC«S+TAHEVS)
IF{D8«LE.0.}60T0 380
Y{I+KI=S
11=5
IFIT.EQe1160TQ 360
IFtl.LTe5)11=1
DO 340 Iix=isIl
Te=1-1
IF(S.6TeYY(IZ2K)IGOTU 360
CONTINUE
GOTO 380
SIC=8LlC+SICL~SICIP
SOL=8UC+S0C1-50C1P
S8C=8SC+5801-8S8C1P
SI123p=8ICy
]pClpesict
SSrip=sscl
COMTINUE
IF{1SALT,LED.0)060TO 300
WHITFLE+9513 ke Lo CAREAL (L Yzl v URCH
GFITEEe9S L3Ik Lo LUASE v e ws e S
COMNTLiuE



580
€00

aghi
2650
700

— 720
~d

740

742

744

745

IF(IwRUSEw.1IG0TL 270

PuF (1=,

USF 1) =1,

Aizletr

AI=RL

CrLCubaTE PRESENT wURTH a%d CR FrCLTuks
on 600 l=z.NYR

Tizlw1

PAFLI=PwF (113 /R1

RI=RI*K1

IF(R,LT«0,000001)607T0 580
USE{YTI=R*RIZ(RI=14)

GOYO 60U

JsE (1=, /1

CONTINUE

IFtIoPTI£0.0360T0O 700

WRITE(S 940 (PRF(1) s I=1¢NYR)
SRITE(BYyF6S0I(USF{I)+Iz1syYR)
FORMAT{IH 3HPWFF7.4%)

FORMAT(IH «3HUSFF7.4}

2C B8O M=1.NI

NS TM=NSL (M)

WRITE(H+3660INSINM

FORMAT(IH S 1BHINTERVAL IN YfaRS=,13)
DO 740 K=1.NS

PRDAM=(O

PuILT=0,

PWCIRE=0,

PaIMAR=0,
PROAMEPWDAM+DAM( T oK) %PWF{1)
PWCIRE=PWCIRE4CIRE (I vK)*PwF (1)
PulOMARZPWOMARSOMAR{ I «K %P AF (1)
PURLT=PURLT+RLT (I K ) *¥PwF (1)
CONTINUE

YPaT{K)=PuDAM

YPAC(K}SPWCIRE

YPAG{K)=PROMAR

YPAR{K)FPWRLT
XUSTIRI=PRDAMRUSE (MNSIM)
XUSC{KRI=PWwCIRE*USF(NSIM)
XUSO{K)=PWwOMARRUSF (NST#)
XUSRIK)}=PuRLTRUSF(NSIN)

CONTINUE

SRITELEvG524)

WRITE(E 9583 {XUSCIKI vK=1NS)

IF (ISGLEVEQLIIGDTD Tu2

CALL HISTATIXUSC NS e STEP ¢+ »NG o XMINGXMAX F X« X¥Miux XS )y XSK e X¥URT)
WPITE(&+9506 ) XMN XSO XSKyxKURT
wRITE(6v9525)

WRITE (519553} (XUSOIKI eKZ1 NS}

CAatl HISTATIXUSO«NSeSTEP 1 «NG e XMIN XMAX FX e XMy e XSy XSKyXKUKRT)
WRITE(G¥9B06 I XMN XSy XKSK« XKURT
WnRITE(6+9528)
ARITELEYSSRI I LXUSRIKI + (=1, M5
IF{ISGLELER.1360TO 745

ALl HISTATIXUSR NS ySTEP s =B XMITi g XMAX (FX e ¥ ¥ e XS5y XSKe XFURT )
ARLITELEe9506 ) XMN I XSD e XSK ¢ XCURT
SRITE(BIT526)
WRITE{G19583 ) (XUSTIKI sK1 NS}
IF(ISGLELEQ.13G60TO 762

ol HISTATIXUST NS eSTEP NG e XMIMN XMAX+F X o XNiia XSO o XSK < XKUIRT )
ARITEUE S50 A TITLEI(TI )« 121200

LD 75u K=1.NS

XCAKeM)IXUET (KD

CONTINUE

20 760 K=14NG

UNFS{KyM)=FxX (K]

SATE e y98U0 TN W PR {K a4z o NG
WPITE{6YYS06) XFM XSO XSKeXAJRT

762

64

7656

767

770

780

BB

ag0

sl
agl

370

10060

WRITE{6v9524%)

WRITE(H 19558 ) (YPWC{KI 1K1 eNS)
IF(1SGLELED.1)6GOTO Te4
WRITE(E+I506IYMNWYSED Y YSKy YKURT
WRITE(6+9525)

WRITECH 9558 ) (YPWOU(K v k=1 NS}

CALl HISTAT(YPWOHS YSTEP e~NGaYMINyYMAX FXy TMN A YSUYSKaYKURTY
WRITE{B 19506 ) YMNYSD« YSKy YKURT
WRITE(Bv9528)

WRITECE 19558 ILYPRR(K)IK=1 N8
IFtISGLELEQ.1)GDTO 767

CALL HISTATUYPWR (NS YSTEP+=NGeYMINYMAX  FX VBN YSUYSKYKURT)
WRITE(H+3526)

wRITE(o 9558 (YPRT IR} +K=1NS)
IF(ISBLEER,L)GOTO 880

CALL HISTAT(YPUT NS YSTEP NG YMIN, TMAN FXvYMNeYSIYSKeYFURT)
WRITE(H95101(TITLE2{(I)+I=21+20)

CO 770 K=1aNS

YIP(K o MIZYPWT(K)

CONTINUE

DO 780 K=1+NG

PRIK MYSFXIK]) B
CONTINUE

WHRITE(E+3S08INSTIIR) ¢ (FIK) oKzl NG )

WRITE(B 195063 YMN SO YSKy YRURT

CONTINUE

IF(IS6LELEQ.1)STOP

XUMIOD=XMINCSTER/2,.

XPYID=YMIN+YSTEP/2,

DO 900 I=1.NG

XU(I)=XUMID

XUSID=XUMID+BTEP

XP{11=XPMID

XPHIN=XPMID+YSTEP

CONTINUE

CALL USPLX({XUJUNFSeNGoNTI+1+100¢A,IMAGY 4 JER)
IF(IERWNEOINRITE (69520 IER

CalLl USPLXIXPPWNGsNIv1¢100+B+I10AGHIER)
IF(IER.NELOIWRITECE 9520 TER

CALL USPLX{XPP+XEWNS+NIv10100¢Ce TMAGH Y IER)
IF(IER NE D) WRITE(64+95203IER

CALL USPLX({XPPsY1IPyNS+MIv1+4100+F IMAGHIER)
IF{IERNELOIWRITE (6495201 TER

DO 960 Kz1.NS

DO 950 M=14NI

XB{KM}ZALOGIOI(XB(KsMI)

FIP (K MIzALOGLO{YIP LK 4))

CONTINUL

CONTINUE

CALL USPLX{XPP XBeMSsHIv1¢100+CoIMAGHIER)
IF{IERNEJOIWRITE(G 95203 TER

CALL USPLX(XPPyY1P NSeNI+1s100sF(IMAGH,IERY
IF(IER.NELOIWRITE(6.9520)IER

GOTO 1000

SIA=SIA/NYR

SOA=SQASNYR

SSA=SSA/NYR

SIC=%IC/NYR

SOO=SOL/NYR

SSC=SSC/NYR

SST=SSA+SSC

SIT=S1A+SicC

S07=50A+50C

§T=85T+S1T+S0T

WHITE(6+9527 )SEA+SSCe8STeSIAVSIC+SITySOASOC1SOT 8T
STOP

BN



LT

AEORy

40

50
aA500

&0

RFOR«

50

60

100

AFORy

ISH GSLxPROG2D.SR6YGSL#PRIG20.5RYT

SUSRGUTINE OMRUIL 1S+ UMRE)

CO¥MOMN/COML/DRML(22930)  UnI1(R5+30)+TE(3U) MNP OR.S1(25430),0RLLLI{2
54300 TUCSI25) yAREAL (L0 v DASUMIIO) +SCALE+IRTI25) 4 REINL25)DRLILLZS
»+30)

IF(L.NE«20)GOT0 40

IF(18.1E,4193)60T0 40

DRY1(20+4)=150U0,

DR¥1(20+83=15000,

00 B0 JT1WNP

IFLISGELIE(IIIGUTO S0

Jdzdel

IF(JJeEN LB JdR]

GOTG 6O

CONTINUE

WRITE(E 9500 1ISIE(NP)

FORMAT(IHD2LI10.29HATTEMPT TO EXCEED YaBLE RANGE)

STOP

OMRE=DRML (LyJd)

RETURN

N0
ISR GSL«PROG20,5R90,GSL*PRIG20.5R90

SUSROUTINE CI(L+IS,CIE}

COMMON/COMI/DRME (25430 )1+0C11(25930)2IE(30)+NP,DRLS1{25+30)+DRLLILZ
59301 JUCS{Z25) 2 AREALICLG I+ DASUMILOI v SCALE»TWO(2S) ¢REINI25Y+DRLIL(2S
v+ 30}

DO 50 J=1.MP

IF(IS.NELIE(J)IGOTO 50

Jd=d

GOTO 60

CONTINUE

CIE=D.

GOTO 100

CIE=DCI1(LdJ)

DCIltLeJuI=0.

RE TURN

END
ISR GSL#PROG20,SR91,6SL*xPRIG20.5R91

SUBROUTINEG RLILWIS,RLSE+RLLEWRLIE)

COMMON/COMI/ORML (25430)4DC10ER5¢303IE(30) NP DR.S1(2530)0RLLLI(2
«5e303 e JUCSI2S ) vAREAL (L0 +DASUMILO 1 +SCALE+IWUL2S ) REINI25 ) 4DRLIL(2D
-'50)

G
1Y

20
[ 2 23
450

50
R2
9500

55
&0

TECIW0 (LY JEGaUIGZeTO B0

SEN ERTITY #EPECL QUT

Tulse=ivestil)

G030 JR1.NP
TFIIUCSL W HNELIELU) 1G0T 30

Hdzd

GOTH 60

COuTIHUL

WHEN ERTITY NOT «IPED QUY
NO 50 JzlaHP
IF(IS.LR,IE(NP I IG0TO 58
JTE(ISe0RIELNIGLTE 5L
Judzd-1

Irfddstauiddel

GOTQ BL

CONTINUE

WRITE(6+95003 IS TE(NP)

FORMAT{LHO 211U 29HATTEMPT T0O EXCELD TARLE RaMGE)

5TaP

Jd=NP

CONTINUL

ALSE=DRLSI (L1 0J)

RLLE=DRLLItLyJJ)

RLIE=DRLTI1ItLyJd)

RETURN

EMD

RFORISB GSL%PROG20,SR93,6SL*PRIOG20.8R93

SUBRQUTINE SALT(L«T1sT2+8CI1SRM}
COMMON/COMT/DRMI(25+ 3013 Mr11¢25+30)  JE(S30 NP IRLE1125:30 yuRLLLILR
2930 v IUCSI25) vAREAL{L0) y JASUMCL0) +SCALE+IWO(25) +REIN(2S)DRLILI2S
v 30)

IF(T1.LT.7T2)60T0 200

DA=AREAI(LI*(TL/T2-1,4)

AREAL(UL) =AREALI(L) +DA

DASUMIL) =DASUM{L) +0A

SCI=DA%200,/SCALE

SRYU=DASUM{L)I%*10./SCALEL

RETURN

SRA=JASUM(LI#10 /s SCALE

5CI=C.

RF.TURN

ENQ



Table F~2a. Input data and decision parameters for Continuous Simulation Model of the Great

Salt Lake.

1.

Graph subroutine inputs

1. (A{I), I=1,72) =~ Format (72Al)
1-72 A(L) Title of graph Uniform seriles histogram
2. (A(1), 1=73,108) - Format (36Al1)
1-36 A(T) X-axis, damages in dellars
3. (A(1), I=109,144} - Format (36Al)
1-36 A(D) Y-axis, relative frequency
4. (A{I), I=145,148) ~ Format (4¥20.0)
1-20 ALY ¥-axis minimum if zero automatically computer range
21-40 A(2) ¥~axzis maximum if zero automatically computer range
4160 a(3) Y-axis mininum = ¢
61-80 Al4) Y-axis maximum = ]
5, (a{1), I=149,158) -~ Format (10Al}
1-10 ACL) Up to 10 different plot symbols
Repeat above sequence of cards for graph arrays, B, C, F
6~10 B = Present worth histograms
11-15 C = Cumulative frequency distribution of uniform series damages
16~20 T = Cumulative frequency distribution of present worth damages
Main program parameters
1.  TYRl, TYR2, ICWO, NPSG, NPT, IW, NYRIN, ISALY, IUCSB, ISGLE, IWRD, I0PTi, I6PT2 - Format (1315)

1-5 IYRI First year of time series

6~10 IRY2 Last year of time series

11-15 ICWT Causeway opening 1 = present opening, 2 = 100 fr, 3 = 300 feet, 4 = 600 f¢

16-20 NPSG Number of points in salt table, = 8

21-253 NPT Number of points 1a TSGT Table = 10

26~30 Iw If = 1, debugging write statement, if = 0, does not write cut input damage
tables

31-35 NYRIN Number of years after a wipeout that stage must remain down before rein-

statement of entity
36-40 ISALT If = 1, computer damages due to decrease of salinity, wust set = 0 to skip

4145 TUCSB Number of feet below wipeout stage that the lake level must remain below
before reinstatement of the entity d.e., 3'

46~50 ISGLE {f = 1, does not compute nor plot HISTOGRAMs, alsc reads in only ome time
series

51-53 IWRD 1f = 1, uses Water Resource Division of Utah damages, if = 0, skips

56~60 10PTL If = 0, does not write out discount factors, nor individual damages -

for debugging
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61-65

I9PT2

1f = 1, writes out wipeout damages

1P, NS10, NI, R, SCALE -~ Format (315,2F10.0)

11~15
16~25

26~35

NP

NSO

NL

R

SCALE

Number of points in table of lake stages and damages

Number of stage files with 10 sets of time series of length N4R each
Number of intervals time series are segmented into

Discount rate

HUse 1

NRR, NHW, NSC, RRC, NBR, NRI, NPA, WIND ~ Format (815)

1-5

6-10

11-15

16-20

21-25

26-30

31-35

36-40

NRR

NHW

NSC

NRC

NBR

NR1

NPA

NIND

Number of railroads around the lake considered for damages 4
Number of highways considered for damage 3
Number of mineral and salt companies considered 6
Number of recreational areas 4
Number of bird refuges 2
File number for damage file input 30
Number of points in APNTE/APNT tables 10
#Industry, not mining lakes 1

{NSTI(M), M=]l, NI) - Format {1015}

-5

ete,

NSI(M)

Interval length of period i.e. (18, 25, 50, 75, 100, 125 years) limit 10

{NR(K), K=1,NS510} -~ Format 10I5)

1-5

RR{K)

Fiile number from which the lake stage traces are read each file has
10 separate traces of NYR years each

NG, IND, XND, NSTEP, XMIN, XMAX, YMIN, YMAX, NYSTEP - Format (215, F10.0, 110, 4F10.0, 110}

11-20

21-30
31-40
41-50
51-80
61-70
71-80
(TITLEL(I},

1-6

NG

IND

XND

NSTEP

XMIN

XMAX

YMIN

YMAX

NYSTEP

tomd ot of groups in histogruam (100)

Parameter for subroutine KVRSK (Skewness, kurtosis, statistics) if = 1,
then skewness and kurtosis are estimated by moments; if = 2, then skew
and kurtosis are estimated by Fisber's K statistic

Parameter 1n subroutine STDEV if = 1.0, then maximum likelihood estimate
is used for computation of statistics; if= 1.8, then an unbiased estimate
is performed (use ~1.0)

Interval in bistogram subroutine i.e. (100,000} for uniform series

First interval i.e. {(50,000) for uniform series histegram

Last interval i.,e. (1,950,000} for uniform series histogram

First interval 1i.e. (2,500,000) for present worth histogram

Last interval i.e. (9,750,000) for present worth histogram

Length of idnterval in present worth histogram

I=1,20) - Format {1346)

TITLEL(I}

Title heading for uniform series histogram

174



10.

11.

12.

13.

PyML DC1T
FuMl 0CT
ryML OC1
pymL DCI
ML DRm
ryML DRwm
FyMl ORM
PYML ORM™
pyML DRm

{TITLE2(I), I=1,20) ~ Format (1346)
1-6 TITLEZ (1) Title heading for present worth histograms

(1vsc(L), L=1, NTE) ~ Format (8110)

Critical stage upon which an entity wipeout occurs, one stage for each

1-10 IVSC(L)
entity = NTE {(in feet)

(REIN(L), L=1,NTE) ~ Format (8F10.0)

1-10 REIN(L) Reinstatement damages incurred after wipeout of an entity (in thousands
of dollars)

(NSSTAG(L), L=1,NTE) - Pormat (16I5)

1-5 NSSTAG(L) Indicator of whether the entity is located in the north or south arm of
the lake if = 1, then south arm; 1f = 0, then north

(NSSALT(L}, 1L=1,NSC) -~ Format (161%)

1~5 NSSALT(L) Indicator of whether salt company is located in north or south arm of
lake

(AREA(L), L=1,NSC) - Format (8F10.0)

110 AREA(L)

Table F-2b. Damage input.

AN O D U MO e

PyML URLST

pyM, ORLS2

PyML URLS3

PyML DRLSY

fryMi DRLSS

FyM. ORLLA

PyML DRLLZ

FyML DRLL3

SyML DRLLy

FyMe DRLLS

fyML OrLIl 0 ] J g 8 U ¥
PyML DRETIZ2 0 14 28 42 56 79 a4
PyML DRLIY 19¢ 210 224 238 252 252 252
pysM DepsS 252
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Table F-2h.

e P S BISTOLKAMS = CORTINUOUS DaAMABE SIMULATLIUN MODEL OF BSL
foi LULLARS
FREGUEMCY

ey R
I NN
""L»‘\[.I'\:‘C

1LTanh 79

Continued.

0

HISTULRANS = CORTINUGUS DAMAGE SIMULLATIUN MUDEL OF GSL

] pR T
crorL b 10l DULLARS
ce Lyl FrEGUESCY

LT

cow g ATIVE FREQUENCY DISTRIGUTINN OF ULIFORM SERIES UAYMAGES

WD AN
L W T £ S

painubTo Ry

FRELUENCY
I DULLARS

¢
{

1

s g hTTvE FREGQUENCY DISTRIBUTION OF PRESENT WORTH DAMAGES

crpellveE FREGUENCY
catuel S LN DULLARS
0
1235490703y
1479 21usb 1 8 14
23 2 8 LUBETE
Y 5 - 6 iy 3
2 5 1o 25 50
‘v 5 25 2% 25
24 oy 24 24 24
1ud 1 ~1.0
CROJPSX 1 2 3 4
1e le 17 18 19
[CEEERIUISit & 2 3 4
1= 1s 17 18 19
4207 421¢
4220 4220
4207 4205
7anng 5580
U 0
100 250
1 1 1 i 1
1 1 ‘1 1 1
u 1 1 1 1
17000, 4800,
4170 4192
1,058 1284
1.750 1.244
1.250 1,243
1,250 l1.242
1.120 1.112
1.150 1,145
1.250 1.184
1,250 1.21¢
1,050 1.08¢
1.2¢ 1.25
35, B6l.
315, 424,
4170 4175
4212 4gzy
40 40
4y 44

390
75
€5
2
20

20

20
4216
4220
4220
5500

0
1620,
419
1.2“3
1.237
1,229
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1a110
L.140
1.165
1,186
1.11¢0
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4140

1
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1.
1o i
100 125
25 25 25 2%
24 &4 24 ‘4
g 20000600¢
6 7 3 2 iu 1
6 7 & & 1y 1
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4208 4eru 420
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J 0 G 70
5000 U &R0
3o0 in¢
1 1 i i i
35000, 11680, 300.
4147 4200 420
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1.228 1.20% l1.18
1.21% 1+1€3 114
1,206 16177 1,13
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1,1%5 1,123 1,10
1,183 Tel3h 1,10
l1.171. leltw 1.13
1,130 1,150 1,17
128, 157, 184
4149 4190 419
40 4

40
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0 28C000080GC

1 12 13
1 12 13
7 4220
8 4211
0 0
0 2200
1 11
4 4208
5 1,154
8 1.124
5 1,160
6 1.095
3 1,065
1 1.072
8 1,088
0 1.190
. 235,
5 4200
0 40
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Table F-3. Damage output.

1379 2193 1 & 10 0 4} L 3 U U 0 0
9 i 8 07 1.0U0
i % & 4 3 A lu 1
2 5 16 2n 50 7¢ 1ot 125
25 25
24 24
100 1 -1. 20 g, 20000000, 0.20000006090,
~ROUPSY 1 2 3 4 5] & 7 8 9 10 11 12 13
15 16 17 18 19 29
4207 4210 4216 422u 4o22q 4207 4220
422G 4220 4220 42086 422y 4208 4211
4207 42¢h 42206 4193 4208
70006,00 §500.00 5500,00 00 W00 700,00 00
.00 «00 00 200,00 80 800,00 2200,00
100,00 250.00 00 300,00 100,00
1 1 1 1 1 4} i i 1 1 1 1 1 1
1 1 1 i 1
0 1 1 1 1 ]
17000,00 4800.,00 1620.00 35 060,04 1100.00 300,00
4170.00 4192,.00 4195,00 4 97,00 4200,00 4204,00 4208,00
1.25 1.24 1.24% 1.24% 1.22 1.19 1,15
1.25% 1.24 1.24 1,23 1.2 1,17 1.12
1.25% 1.24 1.23 1,21 1.18 114 1.16
1.2% 1.24 1.23 1,21 1.18 1.14 1.09
1,12 1.11 1.11 1.11 1,34 1.08 1,06
1.16 1.14 1.14 1,14 1.1c 1.10 1.07
1.25 1.18 1,17 1,15 1,13 1,11 1,08
1.2% l1.21 1.19 1,17 1.1% 1.12 1,09
1.05% 1.08 1,11 1,13 1.15 1.17 1,19
1.22 1,25
356,00 61,00 98,00 125,00 157,06 194,00 235,00
319.00 420,080
4170,00 4175, 040 4180,00 4185,00 4190,00 4195.00 4200,00
4212.00 4220, 00
40,00 40,00 40,00 40,00 40, 0¢ 40,00 40,00
4¢,.0C 40,00
INTERVAL IN YEARS=E 2
CAPLTAL INVESTMENT /REINSTATOMENT
UNIFORM SERIES= 000000000 .000008G00 000000006 0000600000
UNIFORY SER1IES= .U00000000 . 300412400+07 L00C000GO0 L,000000000
UNIFORM SERIES= ,00UQO0D00 .bBoouoocoy L000000000 L,GPO0D000e
L1691918524,06 670266898406 ,000000000 .00000Go00
FPERATIONS/AATNTEMAHCE/REPATR
JINIFORM SERLEST 668230336406 ,T786600062+06 ,876010203+06 755603070406
RIFORM SERIESZ ,786600062+06 ,101343016+07 ,75%603070+406 786600062406
UNIFORM SERIESz ,787668K12+06 ,701358355+06 ,668230335+06 ,755603070+06
L7TUBELUG0+06 LUS4E5557+05 . 144604326401 ,193000811+01
PEVENUE LOSS
HHIFORM SERIESzT L1766H2793+05 _ 694687549405 41403G019%+06 ,524204150+05
IOy SERIESE JBY46ETS494+05 ,105822076+07 524204150409 624687549+05
IFORY SERIESzT L694BHTHY+05 ,3988BBB924+405 176662793405 ,524204150+05
«1358915624u6 257209764406 J303DH1664401 L K61053379+01

20
14

4220
4213

.00
210,00

1 1

42206,00
1,08
1,05
1.05
1,05
1,05
1,05
1,05
1.05%
1.20

237,00
4205,00

40,00

. 000000000
.000000300
000000000

« 786600062+06
. 786600062+06
s 75%5603070+06

2 6F468TE494(5
2646875494 ¢5
0 H24204150+05

266065742406
000600000
,000000000

o 87032Tu22+06
786600062406
668230336406

« 391837359406
LEIUE8TE49405
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+«113655597+06
+ 000080000

« 7153472039405
+66B230336+06

«512483423+05
s 176682793405



8LT

ToTabl
UNIFORM
HNIFORM SERIES=
UNIFORM SERIELS=
fROUPSY 1 2
2 .00 «00

.00 LU0

.00 .00
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.107594344407

SERIES=

.685898617+06
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3 4
.00 .25
.00 ,00
.00 .00
.00 ,00 .00
.00 ,00 0O
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6
.00
.00

.8956068812+06
2 507577500+07
s 737247055406

5 6 7

0 ,00 .05 ,
.05 .00 .0
.00 ,00 O
.00  ,00
.00 00 O

.384868196+01

CAPITAL INVESTMENT/REINSTATEMENT

PRESENT WORTH=
PRESENT WORTH=
PRESENT WORTH=

306432742406

.000000000
.000000000
.000000000
118322294407

OPERATIONS/MAINTENANCE /REPAIR

PRESENT WORTH=
PRESENT WORTH=
PRESENT WORTH=

«1396147304+07

REVENUE LOSS
PRESENT wORTH=
PRESENT WORTH=
PRESENT WORTH=
. 246120746+0U6

TOTAL
PRESENT WORTH=

PRESENT WORTH=
PRESENT WORTH=
GROUPSY1 1 2
.85 .10

.00 U0

.00 .00

.00 LU0

.00 .00
.194870080+47

2121026900+07
2 142465497+07
+142659064+07
.145882326+06

.320000000+05
125818713406
+125818713+06
429623766406

2128226900+07

»,155047367+07
2155240934407
3 4
.00 ,00
.00 .00
.00 .00
.00 .0G .0O
.00 ,00 .00
.170008489+G7

.0
.00
.00

000000000
. 544093562407
.000000000
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.127026900+07
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.550000000+05
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2195047367407
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5 6 7

5 .00 ,00 .
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.00 .00 .0
«00 .00 O
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Table F-4. Damage Simulation Model.

I Input Real
B Body Integer

Variable Q OQutput Type Dimension Definition

A I R 158 Plotting array for uniform series damages

APN B R 1 Proportion of north lake stage from linear interpolation

APNT I R 10 Proportion of north lake stage corresponding to APNTE

APNTE I R 10 Lake stage table

AREA I R 10 Area of each mineral salt company's holding pond

AREAL B R 10 Same as AREA

B I R 158 Plotting array for present worth damages

C I R 158 Plotting array for cumulative frequency distribution of
uniform series

cCl R 4 The four causeway opening coefficients

cc2 R 4 The four causeway opening intercepts

CIEL B R 1 Capital investment damages

CIRE 0 R 150, 100 Capital investment damages

C1 B R 1 Causeway opening coefficient for linear function

c2 B R 1 Causeway opening intercept for linear function

D 1 R 1 Title of entity in damage file

DAM 0 R 150,100 Total damages

DASUM* B R 10 Total area added to evaporation ponds to maintain pro—~
duction levels

DCF B R 1 Slope of linear function in north-socuth stage function

DCI I R 20,30 Capital investment damages

DCI1 B R 20,30 Same as above, DCI

DH B R 1 The difference in lake stage between north-south arm

DOIC R 1 Table of other capital damages by WRD algorithm

DRLI I R 20,30 Revenue loss to the industry

DRLI1 B R 20,30 Same as above, DRLI

DRLL I R 20,30 Revenue loss to the local government

DRLL1 B R 20,30 Same as above, DRLL

DRLS 1 R 20,30 Revenue loss to the state government

DRLS1 B R 20,30 Same as above, DRLS

DRM I R 20,30 Operations, repair and maintenance damages

DRML B R 20,30 Same as above, DRM

DS B R 1 Difference between two succeeding stages

DSIC I R 1 Initial difference between two succeeding stages

DWIA I R 10 Annual damages to industry estimated by WRD algorithm

DWIC I R 10 Capital damages to industry estimated by WRD algorithm

DWOA I R 10 Annual damages to other entities estimated by WRD
algorithm

DWOC 1 R 10 Capital damages to other entities estimated by WRD
algorithm

DWSA I R 10 Annual damages to State of Utah estimated by WRD
algorithm

DWSC I R 10 Capital damages to State of Utah estimated by WRD
algorithm

E I R 1 Title of type damage in damage file

¥ R 158 Plotting array for cumulative frequency distribution
present worth

FIN B R 1 North lake stage

FIS B R 1 South lake stage

FX 0 R 160 Frequency output from Histogram Subroutine

ICWO 1 I 1 Causeway opening

IDIS B I 1 Difference in stages in feet

IDIS1 B I i Difference in stage less one foot

1E I I 30 Lake stage table

IER 0 I i Error message option for Plot Subroutine

IMAGS Q I 5151 Working space for Plot Subroutine

IN B I 1 North lake stage

IND I I 1 Skewness, Kurtosis option

INP B I 1 Present year north lake stage

10PTI I 1 1 Option to write out discount factors, damages

10pT2 1 I 1 Option to write out wipeout damages

IS B I 1 South lake stage

ISALT I I 1 Index for salinity damages
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Table F-4. Continued.
I Input Real
B Body Integer

Variable 0 Output Type Dimension Definition

1SGLE I I 1 Option to do only simulation

I81 B I 1 Incremental stage in feet when difference in stage

ISP B 1 1 Present year scuth lake stage

871 B I 1 Present year lake stage

I81 B I i South lake stage

TucCsS I I 20 Wipeout stage for each entity in analysis

TUCsB I I i Number of feet stage must be below wipeout before re-~
instatement

W I I 1 Option for debugging write statements

WO B 1 20 Wipeout of entity indicator

IWRD 1 I 1 Option to use Utah Water Resources Division damages

IYRI I I 1 First vear in simulation

IYR2 I I 1 Last vear in simulation

NBR I I 1 Number of bird refuges in apalysis

NG I I 1 Number of groups for histogram

NHW I I 1 Number of highways in analysis

NI I I i Number of interval time periods to rum analysis on

NIND I I 1 Number of non-lake mining industries in analysis

NP I I 1 Number of points in damage-stage table

NPA I I 1 Number of points in APNTE and APNT table

NPSG I I 1 Number of values im salt table

NPT I I 1 Number of values in TSGT table

NR I I 10 Lake stage file

NRC I I 1 Number of recreational areas in analysis

NRR I I 1 Number of railroads in analysis

NR1 I I 1 Damage file

NS B I i Number of lake stage sequences read in

NSC I I 1 Number of mineral and salt companies in analysis

NSEQ B I 1 Number of sequences of lake stage files to read in sets
of 10

NST I I 150 Interval length of time for each analysis

NSIM B I 1 Same as NSI

WSSALT I I 20 Indicator of salt-mineral entity location - north-scuth

NESSTAG 1 I 20 Indicator of entity location in south-north lake

NSTEP I I 1 Interval size in histogram for uniform series

NS10 I 1 1 Number of simulations to run in sets of 10

NTE B I 1 Number of entities around the lake

NYR B 1 1 Number of years in stage file sequence

NYRIN 1 I 1 Number of years after a wipeout before reinstatement

NYSTEP I I 1 Present worth histogram interval size

OMAR §] R 150,100 Operation, repair and maintenance damages

OMRE1 B R 1 Same as OMAR

W 0 R 100,10 Frequency for present worth histogram

PWCIRE B R i Present worth of capital investment damages

PWDAM B R 1 Present worth of total damages

PWF B R 150 Present worth factor

PWOMAR B R 1 Present worth of operatiouns, repair, and maintenance
damages

PWRLT B R 1 Present worth of revenue loss

R T R 1 Discount rate

REIN I R 20 Reinstatement damages for each entity

RI B R 1 One plus discount factor

RLIEL B R 1 Revenue loss to industry

RLLEL B R 1 Revenue loss to local

RLSE1 B R 1 Revenue loss to state

RLT 0 R 150,100 Revenue loss damages

R1 B R 1 One plus discount factor

S B R 1 Lake stage for a particular year

SCALE 1 R 1 Scale factor = 1}

SCi* B R 1 Capital investments by industry to increase pond area
by DA

SGH B R 1 Specific gravity in north arm in current year

" SGNI B R 1 Specific gravity in north arm in previous high year
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Table F~4. Continued.

1 Inmput Real
B Body Integer

Variable 0 Output Type Dimension Definition

5GS B R 1 Specific gravity in scuth arm in current year

SG3I B R 1 Specific gravity in south arm in previous high year

SIA B R 1 Cumulated annual industrial damages from WRD algorithm

SI1Al B R 1 Current year's annual industrial damages from WRD
algorithm

sic B R 1 Cumulated capital industrial damages from WRD algorithm

Sict B R 1 Current year's capital industrial damages from WRD
algorithm

SICLP B R 1 Previous year's capital industrial damages from WRD
algorithm

SIT B R 1 Total cumulated industrial damages from WRD algorithm

SN B R 1 North arm stage

504 B R 1 Cumulated annual other damages from WRD algorithm

SCAL B R 1 Current year's annual other damages from WRD algorithm

s50C B R 1 Cumulated capital other damages from WRD algorithm

30C1 B R 1 Current year's capital other damages from WRD algorithm

S0C1P B R 1 Previous year's capital other damages from WRD algorithm

sS0T 0 R 1 Total cumulated other damages from WRD algorithm

SRM* B R 1 Repair and maintenance

S8A B R 1 Cumulated annual state damages from WRD algorithm

SSA1 B R 1 Current vear's annual state damages from WRD algorithm

SsC B R 1 Cumulated capital state damages from WRD algorithm

SSC1 B R I Current year's capital state damages from WRD algorithm

88C1P B R 1 Previous year's capital state damages from WRD algorithm

SST O R 1 Total cumulated state damages from WRD algorithm

ST o R 1 Total damages from WRD algorithm

STEP B R i Interval size in histogram for uniform series

S1 B R 1 Present year's stage

TITLEL I R 20 Uniform series histogram frequency heading

TITLEZ I R 20 Present worth histogram frequency heading

™ B R 1 Specific gravity of nmorth arm

TNL B R i Initial specific gravity of north arm

T8 B R i Specific gravity of scuth arm

TSGE I R 10 Specific gravity vs. evaporation table

TSGN I R 10,4 Specific gravity of evaporation ponds in north arm

TSGN1 B R 10 Specific gravity of evaporation ponds in north arm

TGS I R 10,4 Specific gravity of evaporation ponds in south arm

TSGS1 B R 10 Specific gravity of evaporation ponds in south arm

TSGT I R 10 Tons of salt vs. specific gravity table

TS1 B R 1 Initial specific gravity of south arm

T I R 10 Tons of salt per acre from evaporation ponds correspond-
ing to TSGT

TWE I R 10 Lake stages for tables of lake damages in WRD algorithm

Ti B R 1 Tons of salt per acre from evaporation ponds at previous
high stage

T2 B R 1 Tons of salt per acre from evaporation ponds at new high
stage

UNFS 0 R 100,10 Frequency for uniform series histogram

usy B R 150 Uniform series factor

XB 0 R 100,10 Uniform series total damages frequency

XKURT 0 R 1 Kurtosis of uniform series damages

XMAX I R 1 Uniform series histogram final interval

XMIN I R 1 Uniform series histogram initial interval

XMN 0 R 1 Mean of uniform series damages

XND I R 1 Statistic estimation option

XP 0 R 100 Present worth frequency

XPMID B R 1 Midpoint of beginning interval for present worth fre-
quency

xpe B R 100 Frequency of each stage or year

X$D 0O R 1 Standard deviation of uniform series damages

XSK o} R 1 Skew of uniform series damages

XU 0 R 100 Uniform series frequency
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Table F-4. Continued.

I Input Real
E Body Integer

Variable O Output Type Dimension . Definition

XUMID B R 1 Midpoint of beginning interval for uniform series fre-—
quency

Xus¢ B R 100 Uniform series of capital investment damages

Xuso B R 100 . Uniform series of operations, repalr and maintenance
damages

XUSR B R 100 Uniform series of revenue loss

XUST B R 100 Uniform series of tbotal damages

¥ B R 150, 100 Lake stage per year per trace

YKURT 0 R 1 Kurtosis of present worth damages

YMAX I R 1 Present worth histogram final interval

YMIN 1 R 1 Present worth histogram initial interval

YMN 0 R 1 Mean of present worth damages

YPUWC B R 100 Present worth of capital investment damages

YPWO B R 100 Present worth of operations, repalr and maintenance
damages

YPWR B R 100 Present worth of revenue loss

YPWT B B 100 Present worth of total damages

Y8D 0 R 1 Standard deviation of present worth damages

YSK 0 R 1 Skew of present worth damages

YSTEP B R 1 Interval size in histogram for present worth

YY B R 150,100 Lake stages for a particular year

Y1P ¢} R 100,10 Present worth total damages frequency

* . . . . . .

This variable is part of a procedure for estimating costs of expanding evaporation pond area to maintain
mineral production during periods of rising lake levels. The procedure was used on a trial basis and is not
part of the final damage algorithm which considers only flooding-related damages.
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