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Electrical impedance tomography (EIT) 

is an imaging modality in which the 

conductivity distribution of a body is 

reconstructed from electrical boundary 

measurements. Reconstructing the con-

ductivity distribution based on EIT meas-

urements is an ill-posed inverse problem 

and thus highly intolerant to modeling 

errors (such as inaccuracy of the body 

shape). In this thesis, a novel non-linear 

difference imaging approach is proposed. 

The numerical and experimental results 

demonstrate that non-linear difference 

imaging is relatively tolerant to several 

modeling errors and provide quantita-

tive reconstructions of the conductivity 

change in 2D and 3D EIT.
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ABSTRACT

In electrical impedance tomography (EIT), electrical currents are
injected into an object using a set of electrodes attached on the sur-
face of the object and the resulting electrode potentials are mea-
sured. The conductivity of the object is reconstructed as a spatially
distributed parameter based on the known currents and measured
potentials. The EIT image reconstruction problem is an ill-posed
inverse problem. That is, the solution is highly intolerant of mea-
surement noise and modeling errors, arising from model reductions
and inaccurate knowledge of auxiliary model parameters such as
electrode positions, contact impedances and boundary shape of the
body. Therefore, the EIT reconstruction requires accurate modeling
of the measurements and tailored inversion methods.

In many applications of EIT, the goal is to reconstruct a change
in the conductivity between two states measured at different times
or frequencies. This mode of EIT is usually referred to as differ-
ence imaging. The image reconstruction in difference imaging is
conventionally carried out using a linear approach, where the con-
ductivity change is reconstructed based on the difference of the
measurements and a global linearization of the non-linear forward
problem. One of the main reasons for its popularity is that the lin-
ear approach tolerates modeling errors to an extent. However, the
linear approach is highly approximative since the actual non-linear
forward mapping is approximated by a linear one. Consequently,
the images are often only qualitative in nature and their spatial res-
olution can be weak.

In this thesis, a novel non-linear difference imaging approach
to reconstruct changes in a target conductivity from EIT measure-
ments is developed. The key feature of the approach is that the
conductivity after the change is parameterized as a linear combi-
nation of the (unknown) initial state and the conductivity change.
This allows for modeling independently the spatial properties of the
background conductivity and the conductivity change by separate
regularization functionals. The approach also allows in a straight-



forward way to restrict the conductivity change to a localized region
of interest inside the domain.

The performance of the proposed method is tested with sim-
ulated and experimental 2D and 3D EIT data, and is compared
against the conventional linearized reconstruction and separate ab-
solute reconstructions. Since the conventional linear approach to
difference imaging has good tolerance for modeling errors, we study
to which extent does the non-linear approach tolerate modeling er-
rors. The results show that the non-linear approach combines the
advantages of absolute and difference imaging, and tolerates mod-
eling errors at least to the same extent as the conventional linear
approach, producing quantitative information on the conductiv-
ity change. In addition, we also investigate the effect of infeasible
choices for regularization functionals in the non-linear approach.
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1 Introduction

Electrical impedance tomography (EIT) is an imaging modality in
which the conductivity distribution of a body is estimated from
measurements of electrical currents and electrode potentials at the
boundary of the body [1–3]. EIT has applications in geophysical
exploration [4, 5], underwater applications [6–9], biomedical imag-
ing [10–15], industrial process monitoring and control [16–18], and
non-destructive testing [19–24]. For reviews of EIT, see [2, 3, 25–27].

The image reconstruction problem in EIT is an ill-posed inverse
problem, which makes the solution highly intolerant to modeling
errors. Therefore, to obtain a feasible estimate of the conductivity
distribution, appropriate reconstruction methods have to be chosen.

Methods for EIT imaging can be categorized as absolute imag-
ing [12, 28] and difference imaging [3, 14, 15, 29–34]. In absolute imag-
ing, the conductivity distribution is reconstructed based on poten-
tial measurements corresponding to a single instant of time. To
produce a feasible absolute image, the auxiliary model parameters,
such as the boundary shape of the target body, contact impedances
and electrode positions, need to be known accurately. However,
this information is usually inaccurately known. It has been shown
that errors in modeling of the auxiliary parameters (e.g. boundary
shape), can lead to severe errors in the reconstruction [35, 36].

On the other hand, in difference imaging, the conductivity chan-
ge is reconstructed based on data sets measured before and after the
conductivity change. For example, in the lung imaging, the data
before the change might be measured at respiratory expiration and
the data after the change at inspiration, in such a way that the differ-
ence image shows the conductivity change between expiration and
inspiration [3, 10, 37]. In the conventional linear approach to differ-
ence imaging, the non-linear mapping between the electrical con-
ductivity and the electrode potentials is approximated by a global
linearization and taking difference of the data sets, the reconstruc-
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Dong Liu: Non-linear Difference Imaging Approach to EIT

tion becomes a linear problem. The linear problem can be solved,
for example, by regularized linear least squares (LS) problem. The
linear approach to difference imaging has been shown to preserve
the inclusion shape and position of the conductivity change in the
continuum limit [38]. We note, however, that in a realistic EIT set-
ting with a limited number of electrodes and with measurement
errors, the solutions need to be regularized, and the quality of the
reconstruction depends heavily on the chosen regularization [39].
The linear difference reconstruction has also been found to toler-
ate modeling errors to an extent. This feature occurs when the un-
known auxiliary model parameters (e.g. boundary shape or contact
impedances) are invariant between the measurement states, leading
to partial cancellation of the modeling errors when the difference of
the measurements is computed.

Although the linear approach to difference imaging is able to
suppress some of the effects of modeling errors, it has been shown
that artefacts are still present in the reconstructions [40–42]. Fur-
thermore, a drawback of the linear approach is that the linear ap-
proximation for the non-linear forward model is only feasible for
small deviations from the initial conductivity [43]. In high contrast
cases, for example in imaging of accumulation of well conducting
liquid (haematothorax) or poorly conducting air (pneumothorax)
in the lungs, the linear approach may be insufficient for detecting
clinically relevant information in the lung [44]. Moreover, the per-
formance depends on the linearization point which should ideally
be equal to the initial state, which is usually unknown. Convention-
ally, the linearization point is selected as a homogeneous estimate
of the conductivity of the initial state. However, in practical medical
applications, the initial state is often highly inhomogeneous. Due
to these problems, difference imaging with linear approach usually
only provides qualitative information on the conductivity change.

To achieve quantitative information of the conductivity change,
it would be preferable to use a non-linear model in the solution
of the difference imaging, and to model independently the back-
ground and the conductivity change, which may exhibit different

2 Dissertations in Forestry and Natural Sciences No 206



Introduction

spatial characteristics. Furthermore, in some applications, the con-
ductivity change is often known to occur in a region of interest
(ROI) inside the body. Utilizing this information could improve
the quality of the reconstruction. Examples of such applications
are monitoring of water ingress in soil [4] and cracking of con-
crete [20, 22, 23], underwater object tracking [45], assessment of re-
gional lung ventilation [46–50], monitoring of cardiac stroke [51]
and intra-peritoneal bleeding [52]. This is also the case in a poten-
tial new application of EIT: imaging of vocal folds in voice loading
studies [53–56]. Indeed, the location of the glottis is known rel-
atively well, and vocal folds are the most rapidly moving part in
a human body; hence, during the movement of vocal folds, the
conductivity changes outside a relatively small volume around the
glottis are negligible.

In this thesis, a non-linear reconstruction method for difference
imaging is proposed. The new method presented in Publication
I is based on the regularized non-linear LS framework. The EIT
measurements before and after the change are concatenated into
a single measurement vector and two images corresponding to the
initial conductivity and the conductivity change are simultaneously
reconstructed based on the combined data. The key feature of this
approach is that the conductivity after the change is parameter-
ized as a linear combination of the (unknown) initial state and the
conductivity change. Therefore, it naturally allows for modeling
independently the spatial characteristics of the initial conductivity
(background) and the conductivity change, by using different reg-
ularization functionals. The approach also allows in a straightfor-
ward way to restrict the conductivity change to a subvolume when
the conductivity change is known to occur in some specific ROI
inside the body.

Finally, we note that the non-linear difference imaging approach
developed in this thesis is not confined to EIT only and the ex-
tensions to other imaging modalities are mostly straightforward.
Recently, the non-linear difference imaging has successfully been
applied to optical tomography [57].

Dissertations in Forestry and Natural Sciences No 206 3
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Aims and contents of this thesis

The thesis consists of three publications. The aim and content of
each study are:

1. To develop a novel non-linear difference imaging approach
for reconstruction of changes in a target conductivity from
EIT measurements. The proposed approach is evaluated both
with simulated measurements in a computed tomography sc-
an based human neck geometry and with experimental mea-
surements from a water tank phantom. (I)

2. To study the robustness of the non-linear difference imaging
approach with respect to modeling errors due to domain trun-
cation, unknown contact impedances, inaccurately known elec-
trode positions and inaccurately known domain boundary.
The non-linear difference imaging approach is evaluated with
numerical and experimental data. (II)

3. To investigate the applicability of the non-linear difference
imaging approach for three-dimensional (3D) EIT in the pres-
ence of geometric modeling errors. The feasibility of the ap-
proach is evaluated with simulated examples of glottal imag-
ing, cardiac imaging and lung imaging, and also with experi-
mental data from a laboratory setting. (III)

This thesis is organized as follows. In Chapter 2, the forward
model and notations in EIT are described. The reconstruction prob-
lem and modeling errors in EIT are also reviewed briefly in Chapter
2. The non-linear difference imaging approach in EIT is proposed
in Chapter 3. In addition, potential applications of non-linear dif-
ference imaging are briefly outlined in Chapter 3. The review of
the results is given in Chapter 4. Some unpublished results of a
study of the effect of infeasible choices for regularization function-
als in the non-linear approach are also presented in Chapter 4. In
Chapter 5, summary and conclusions of the thesis are given.

4 Dissertations in Forestry and Natural Sciences No 206



2 Electrical Impedance To-
mography

In Section 2.1, the forward problem of EIT is explained. The for-
ward model describes how the electrode potentials can be deter-
mined when the conductivity of the object and the injected currents
are known. In this thesis, the so-called complete electrode model
(CEM) is used as the forward model. The solution of the forward
problem is approximated by finite element (FE) method. The FE
approximation of the CEM and the measurement noise model are
also described in Section 2.1. Section 2.2, briefly reviews the inverse
problems in EIT. The discussion is concentrated on the sources of
modeling errors, and reconstruction methods. For reviews on EIT,
see for example [2, 3, 26, 27].

Figure 2.1: A thorax-shaped measurement tank used in Publication III. Left to right: views
from the top, front and side, respectively.

2.1 FORWARD MODEL AND NOTATION

In EIT, L contact electrodes e� are attached to the boundary of the
body, see Figure 2.1. A set of electric currents is injected into the
body through these electrodes, and the resulting potentials are mea-

Dissertations in Forestry and Natural Sciences No 206 5
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sured using the same electrodes. Based on the electrode potentials
and known currents, the internal conductivity distribution of the
object is estimated.

To solve the reconstruction problem one needs to solve the for-
ward problem for some assumed conductivity so that the predicted
potentials can be compared with the measured data. We model the
EIT measurements with the CEM [1], which consists of the follow-
ing partial differential equation and the boundary conditions:

∇ · (σ(x)∇u(x)) = 0 , x ∈ Ω (2.1)

u(x) + z�σ(x)
∂u(x)

∂n
= U�, x ∈ e�, � = 1, ..., L (2.2)

∫

e�
σ(x)

∂u(x)
∂n

dS = I�, � = 1, ..., L (2.3)

σ(x)
∂u(x)

∂n
= 0, x ∈ ∂Ω\

L⋃

�=1

e�, (2.4)

where σ(x) is the conductivity, u(x) is the electric potential distri-
bution inside the target domain Ω, x ∈ Ω is the spatial coordinate,
and n denotes the outward unit normal vector on the boundary
∂Ω. Contact impedances, electrode potentials, and injected cur-
rents corresponding to the electrodes e� are denoted by z�, U� and
I�, respectively. The currents satisfy the charge conservation law

L

∑
�=1

I� = 0, (2.5)

and a ground level for the potentials can be fixed for example by
setting

L

∑
�=1

U� = 0. (2.6)

2.1.1 Finite element approximation of the forward model

The numerical solution of the model (2.1-2.6) is based on the FE
approximation [28]. In the FE approximation, we write finite di-
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mensional approximation

u(x) =
Nu

∑
j=1

αjψj(x), (2.7)

for the potential u(x) in the variational form of (2.1-2.6). Here Nu is
the number of nodes in the FE mesh that is used for the representa-
tion of u(x), and the functions ψj(x) are the nodal basis functions of
the FE mesh. In this study, the conductivity σ(x) is approximated
in a basis

σ(x) =
Nσ

∑
k=1

σkφk(x). (2.8)

Typically, Nσ is the number of nodes in the FE mesh for the repre-
sentation of σ(x), and φk(x) are the nodal basis functions.

Then, using a standard Galerkin discretization, the solution of
the forward problem becomes equivalent to solving a system of lin-
ear equations. In the following, we denote the discretized forward
mapping

σ �→ U(σ)

by U(σ). For details of the FE approximation, see [28, 58].

2.1.2 Conventional noise model

The measurement noise in EIT is usually modeled as Gaussian ad-
ditive noise which is mutually independent with the unknown con-
ductivity, leading to the observation model:

V = U(σ) + e (2.9)

where V ∈ RM is the vector including all the measured electrode
potentials , M = mNinj. Here Ninj denotes the number of current
injections and m is the number of measured potentials for each
current injection. Moreover, e ∈ RM is the Gaussian distributed
measurement noise e ∼ N (e∗, Γe). The mean e∗ ∈ RM and the co-
variance matrix Γe ∈ RM×M are usually estimated experimentally,

Dissertations in Forestry and Natural Sciences No 206 7
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see [59]. Note that the additive noise model is not always ade-
quate. For example, measurement noise due to the disturbances
in industry (e.g. power supply) can have various different noise
characteristics. For this reason, more complicated noise models in
inverse problems are discussed in [60].

2.2 INVERSE PROBLEM IN EIT

In this section, a brief review of modeling errors and the inversion
methods in EIT is given. For a more comprehensive discussion on
reconstruction methods in EIT, see [25, 61–63].

2.2.1 Modeling errors in EIT

The ill-posed nature of the EIT reconstruction problem means that
the problem is highly intolerant to measurement noise and mod-
eling errors. The effect of the measurement noise can often be re-
duced by using an accurate measurement system and by careful
modeling of the measurement error statistics.

Modeling errors, on the other hand, are often related to model
reductions, such as truncation of the computational domain, and
inaccurate knowledge of auxiliary model parameters such as the
contact impedances, electrode positions and boundary of the target
body. For example, the computational domain has to be often trun-
cated because of limited computational resources and time. One
such application is EIT monitoring of industrial processes, where
the truncated models of flow pipes have to be often used. As an-
other example, consider EIT monitoring of the pulmonary function.
In practice, the shape of the thorax varies due to breathing and
changes with the patient position during measurements. Therefore,
the shape of the thorax and electrode positions are never known ac-
curately.

A few approaches to absolute imaging (see Section 2.2.2) have
been proposed to recover from the inaccurately known auxiliary pa-
rameters, e.g. for recovering from the inaccurately known bound-
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ary shape, a method based on anisotropic conductivities and Te-
ichmüller spaces was introduced in [64–66]. Another way to coping
with inaccurately known auxiliary parameters in the models is to
consider them as unknown parameters in the image reconstruction.
For example, simultaneous estimation of the conductivity and con-
tact impedances has been considered in [59, 67]; the conductivity
and boundary shape are simultaneously reconstructed in [68, 69].
Also in [70], the systematic errors induced by inaccurately known
boundary shape and contact impedances are eliminated as part of
the image reconstruction.

The so-called approximation error method (AEM) [60,71], based
on the Bayesian framework, is an alternative for the above approach-
es. The key idea in the AEM is, loosely speaking, to represent not
only the measurement noise, but also the errors due to inaccurate
modeling of the target as an auxiliary noise process in the observa-
tion model. The statistics of the modeling errors are approximated
via simulations based on prior distribution models for the conduc-
tivity and the auxiliary parameters. For a more extensive discus-
sion on handling of modeling errors by the AEM in EIT, we refer
to [72–74].

In addition, the so-called D-bar method, which is based on a
constructive uniqueness proof for 2D EIT [75–77], has also been
demonstrated to have some tolerance against domain modeling er-
rors [78].

In difference imaging, the traditional way to circumvent the
problems of modeling errors has been to use linearization-based re-
construction, which will be discussed in Section 2.2.3. The tolerance
of the new non-linear difference imaging approach w.r.t modeling
errors is discussed in Chapter 4 and Publications II-III.

2.2.2 Absolute imaging

In absolute imaging, the conductivity σ is reconstructed using a
single set of potential measurements V during which the target is
modeled to be non-varying. Most of the current approaches to the

Dissertations in Forestry and Natural Sciences No 206 9
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EIT inverse problem are based on the regularized non-linear LS
approach [79], that is, the conductivity is obtained as a solution of
a minimization problem of the form

σ̂ = arg min
σ>0

{‖Le(V − U(σ))‖2 + pσ(σ)} (2.10)

where Le is a Cholesky factor of the noise precision matrix, i.e.
LT

e Le = Γ−1
e , and pσ(σ) is a regularization functional. The func-

tional pσ(σ) is usually designed such that it gives high penalty for
unwanted/improbable features of σ.

The minimization problem (2.10) can be solved iteratively, for
example with the Gauss-Newton method while the positivity con-
straint on the conductivity can be taken into account by using inte-
rior point methods [80,81]. For properties of different optimization
methods in EIT, see e.g. [63].

Note that if the modeling errors are not taken into account, the
solution of the non-linear absolute imaging problem can be highly
erroneous, due to the ill-posedness of the inverse problem. This has
been a major difficulty for realizations of practical applications of
absolute imaging.

2.2.3 Linear difference imaging

In many applications of EIT, the goal is to monitor temporal changes
in the conductivity. This is the case for example in functional med-
ical imaging when the aim is to monitor blood volume changes in
heart [82, 83] or assess regional lung ventilation [46–50]. This mode
of EIT is referred to as difference imaging [3,14,15,29–34] . Difference
imaging is based on two EIT measurement realizations V1 and V2 at
time instants t1 and t2, corresponding to conductivities σ1 and σ2,
respectively. The observation models corresponding to the two EIT
measurement realizations can be written as

V1 = U(σ1) + e1 (2.11)

V2 = U(σ2) + e2 (2.12)

where ei ∼ N (e∗, Γe), i = 1, 2.
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In the conventional linear approach to difference imaging, mod-
els (2.11) and (2.12) are approximated by first order Taylor approx-
imations as:

Vi ≈ U(σ0) + J(σi − σ0) + ei, i = 1, 2 (2.13)

where σ0 is the linearization point, and J = ∂U
∂σ (σ0) is the Jacobian

matrix evaluated at σ0. Using the linearizations and subtracting V1

from V2 gives the observation model

δV ≈ Jδσ + δe (2.14)

where δV = V2 − V1, δσ = σ2 − σ1 and δe = e2 − e1.
Given the model (2.14), the objective in the linear difference

imaging is to estimate the conductivity change δσ based on the
difference data δV. This leads to a minimization problem

δ̂σ = arg min
δσ

{‖Lδe(δV − Jδσ)‖2 + pδσ(δσ)} (2.15)

where pδσ(δσ) is a regularization functional. The weighting matrix
Lδe is defined as LT

δeLδe = Γ−1
δe , where Γδe, the covariance of the noise

term δe is Γδe = Γe1 + Γe2 = 2Γe.
Note that the regularization functional pδσ(δσ) is often chosen to

be of the quadratic form pδσ(δσ) = ‖Lδσδσ‖2 where Lδσ is a regular-
ization matrix. In such a case, (2.15) is of the form of a regularized
linear LS problem, the solution of which can be computed with one
step – in contrast to iterative solution of (2.10) in absolute imaging.
The main benefit of the linear approach to difference imaging, how-
ever, is that when considering the difference data δV at least part of
the systematic errors in the models/measurements are subtracted,
and hence the estimates are often to some extent tolerant of system-
atic measurement and modeling errors. A drawback of the linear
approach to difference imaging, however, is that the linear approx-
imation for the non-linear observation model (2.9) is only feasible
for small deviations from the initial conductivity [43], which can be
insufficient for the detection of the clinically relevant high-contrast
information [44]. Moreover, the performance depends on the selec-
tion of the linearization point σ0 which should ideally be equal to
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the initial state, which is unknown. Conventionally, the initial state
is approximated by a spatially constant conductivity which may be
selected by a one-parameter LS fit to the data from the initial state.
This choice can lead to significant errors in the reconstructions, es-
pecially if the background conductivity is highly inhomogeneous.
Although the linear approach is known to reduce the reconstruction
error due to modeling errors to some extent, it has been shown that
artifacts are still present in the reconstructions [40–42]. To account
for modeling errors caused by inaccurately known boundary shape
and electrode positions, simultaneous reconstruction of the conduc-
tivity change and the electrode/boundary movements has been in-
troduced to linear approach in difference imaging in [40, 42, 84].
However, these approaches have only been demonstrated to handle
small conductivity changes and electrode/boundary movements.
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3 Non-linear difference imag-
ing in EIT

In Section 3.1, we describe a novel approach to EIT image recon-
struction in cases where EIT measurements of a time-varying tar-
get are available before and after the change of the target. This
approach is referred to as non-linear difference imaging. In the pro-
posed approach, the conductivity after the change is represented as
a linear combination of the initial conductivity and the conductivity
change. Then, the initial conductivity and the conductivity change
are reconstructed simultaneously, based on EIT data collected be-
fore and after the change of the target. The potential applications of
non-linear difference imaging in EIT are briefly reviewed in Section
3.2.

3.1 NON-LINEAR DIFFERENCE IMAGING APPROACH

In principle, one could reconstruct the conductivities σ1 and σ2 by
solving the minimization problem (2.10) separately for realizations
Vi, i = 1, 2, and then estimate the conductivity change by δσ =

σ2 − σ1. However, this approach is prone to the modeling errors
[85]. The non-linear approach to difference imaging, on the other
hand, aims at simultaneous reconstruction of the initial state σ1 and
the change δσ based on measurements V1 and V2 and observation
models (2.11) and (2.12).

In the non-linear difference imaging approach, conductivity σ2

is modeled as a linear combination of the initial conductivity σ1 and
the change δσ. One feature of this parameterization is that it offers
a straightforward way to restrict the conductivity change δσ to a
region of interest (ROI), if temporal changes are known to occur
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only in a subvolume inside the body. Let

supp(δσ) = ΩROI ⊆ Ω

denote the ROI, and denote the conductivity change within ΩROI

by δσROI. Obviously, case ΩROI = Ω corresponds to the case where
there are no subvolume constraints on the conductivity change.
Then, we write

δσ = KδσROI,

where K is an extension mapping K : ΩROI → Ω such that

KδσROI =

{
δσROI x ∈ ΩROI

0 x ∈ Ω \ ΩROI
(3.1)

and the conductivity σ2 after the change is modeled as

σ2 = σ1 +KδσROI. (3.2)

Inserting model (3.2) to (2.12) and concatenating the measurement
vectors V1 and V2 and the corresponding models in (2.11-2.12) into
block vectors leads to the observation model

[
V1

V2

]

︸ ︷︷ ︸
V̄

=

[
U(σ1)

U(σ1 +KδσROI)

]

︸ ︷︷ ︸
Ū(σ̄)

+

[
e1

e2

]

︸ ︷︷ ︸
ē

(3.3)

or
V̄ = Ū(σ̄) + ē, (3.4)

where

σ̄ =

[
σ1

δσROI

]
.

Based on the observation model (3.4), the regularized LS solu-
tion to σ̄ is obtained as

ˆ̄σ = arg min
σ̄

{‖Lē(V̄ − Ū(σ̄))‖2 + pσ̄(σ̄)}, (3.5)
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where Lē ∈ R2M×2M such that LT
ē Lē = Γ−1

ē and

Γē =

[
Γe1 0M×M

0M×M Γe2

]
.

Typically, the noise statistics can be modeled as stationary, i.e.,
Γe1 = Γe2 = Γe. Further, the compound regularization functional
pσ̄(σ̄) is defined as

pσ̄(σ̄) = pσ1(σ1) + pδσROI(δσROI), (3.6)

which allows naturally designing different spatial models for σ1 and
δσ to match different properties of the initial conductivity and the
conductivity change. For example, pσ1(σ1) may correspond to the
assumption of a smooth initial conductivity σ1, while pδσROI(δσROI)

may correspond to a total variation (TV) model for the conductivity
change.

The solution ˆ̄σ of (3.5) has to be computed iteratively. In the
iterations, the Jacobian matrix JŪ(σ̄) = ∂Ū

∂σ̄ is needed; the Jacobian
is of the form

JŪ(σ̄) =

[
JU(σ1) 0M×NROI

JU(σ1 +KδσROI) JU(σ1 +KδσROI)K

]

where JU(·) is the Jacobian matrix of the function U(·), 0M×NROI ∈
RM×NROI is an all-zero matrix, and NROI is the dimension of the
vector δσROI.

In contrast to the conventional linear approach to difference
imaging, the global linearization of the EIT forward model is not
needed here, enabling the use of the two data realizations for quan-
titative imaging. Moreover, utilizing the information on the approx-
imate position of the target change between the two measurement
sets V1 and V2 is expected to improve the reconstructions, especially
if the ROI is relatively small in comparison with the volume of the
target.

In Publications I-III , the non-linear difference imaging approach
is tested numerically and experimentally both in 2D and 3D studies.
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The results are compared against the reconstructions of the conduc-
tivity change with the separate absolute reconstructions (Section
2.2.2) and the linear difference imaging approach (Section 2.2.3).
Tolerance w.r.t various modeling errors is tested in Publications II-
III. Modeling errors related to 1) truncation of the computational
domain, 2) inaccurately known electrode positions, 3) unknown
electrode contact impedances and 4) unknown exterior geometric
shape are considered. For the results, see Chapter 4 and the Publi-
cations I-III.

3.2 POTENTIAL APPLICATIONS FOR NON-LINEAR DIFFER-
ENCE IMAGING

There is a variety of potential applications for the non-linear dif-
ference imaging approach. As mentioned in Chapter 1, one appli-
cation is the glottal imaging with EIT, especially imaging the vocal
folds in voice loading studies [54–56, 86]. The measurements used
in EIT are similar to the multi-channel-electroglottography system
proposed in [53] for improving the assessment of glottal opening
and the laryngeal position. The principle of that system is to regis-
ter laryngeal behavior indirectly by measuring the change in electri-
cal impedance across the throat during speaking. The results in [53]
indicated that it is possible to track the location of glottis during a
swallowing manoeuvre. However, the data was not used for image
reconstruction. EIT could potentially serve as a tool for imaging the
vocal folds movement during speech production. A nice property
of the glottal imaging with EIT is the possibility of carrying out
the reference measurements for difference imaging. Indeed, a test
person can deliberately close or open the glottis for the reference
measurements. Meanwhile, the location of the glottis is known rel-
atively well, and vocal folds are the most rapidly moving part in
a human body; hence, during the movement of vocal folds, the
conductivity changes outside a relatively small volume around the
glottis are negligible. Therefore, it is known a priori that the con-
ductivity change can be restricted to a ROI subvolume inside the
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larynx, and the difference in the measured data is mainly due to a
local change of the conductivity in the glottal area.

Another potential application for non-linear difference imaging
approach lies in monitoring of the cardiac stroke, in which the heart
is known to be located in the lower middle of the thoracic cavity,
and the main interest is the conductivity change in the heart. Thus,
the conductivity change is known a priori to be restricted to a ROI
subvolume inside the thorax.

The other possible biomedical applications include, e.g. intra-
peritoneal bleeding [52] and assessment of regional lung ventila-
tion [46–50]. Examples of possible geophysical applications are
monitoring of water ingress in soil [4] and solute transport pro-
cesses [87, 88]. The industrial applications include underwater ob-
ject tracking [45], for example. The nondestructive testing applica-
tions include imaging of cracks in concrete [20,22,23], for example.
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4 Review of the results

In this chapter, a brief review of the results of Publications I-III is
given. Some unpublished results of a study of the effect of infeasi-
ble choices for regularization functionals in the non-linear approach
are also shown in Section 4.3.3.

4.1 COMPUTED ESTIMATES

To study the performance of the non-linear difference imaging ap-
proach, the results are compared against the reconstructions of the
conductivity change with absolute imaging and the linear differ-
ence imaging approach. The following estimates are computed in
this thesis:

(E1) Absolute reconstructions of σ1 and σ2 by solving the mini-
mization problem (2.10), leading to

σ̂i = arg min
σi>0

{‖Le(Vi − U(σi))‖2 + ‖Lσ(σi − σ∗)‖2}, i = 1, 2,

where Vi is the EIT measurement corresponding to the con-
ductivity σi, LT

σ Lσ = Γ−1
σ , and

Γσ(j, k) = a exp

{
−
‖xj − xk‖2

2

2b2

}
+ cδjk. (4.1)

Here, Γσ(j, k) is the covariance matrix element (j, k) corre-
sponding to the conductivities at the nodes in locations xj

and xk [89]; a, b and c are positive scalar parameters, and δjk

denotes the Kronecker delta function. Parameter a controls
the variance of the nodal conductivity values, and parame-
ter b controls the degree of spatial smoothness. The role of
the term cδjk is to ensure that the covariance matrix is invert-
ible. This choice of the regularization matrix Lσ is known to
promote spatial smoothness to the estimates σ̂i. From these
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reconstructions, the estimate for the conductivity change is
obtained by δ̂σ = σ̂2 − σ̂1 [85].

(E2) Linear difference reconstruction of δσ in the whole domain
Ω by solving the minimization problem (2.15)

δ̂σ = arg min
δσ

{‖Lδe(δV − Jδσ)‖2 + ‖Lδσδσ‖2}.

Here, δV = V2 − V1, J is the Jacobian matrix (see details in
Section 2.2.3), and LT

δσLδσ = Γ−1
δσ , where Γδσ is constructed by

equation (4.1).

(E3) ROI constrained linear difference reconstruction of δσROI in
the sub-domain ΩROI by solving

δ̂σΩROI = arg min
δσΩROI

{‖Lδe(δV − JΩROI δσΩROI)‖
2

+‖LδσΩROI
δσΩROI‖

2}.

Here, JΩROI = JK, K is an extension mapping K : ΩROI → Ω,
LT

δσΩROI
LδσΩROI

= Γ−1
δσΩROI

and ΓδσΩROI
= KTΓδσK. This estimate

is computed as a reference of how the linear approach per-
forms when a ROI constraint is employed.

(E4) Estimate of σ̄ = (σT
1 , δσT

ROI)
T with the ROI constrained non-

linear difference reconstruction.

ˆ̄σ = arg min
σ̄

{
‖Lē(V̄ − Ū(σ̄))‖2 + pσ̄(σ̄)

}

s.t. σ1 > 0, σ1 +KδσROI > 0

with the choice

pσ̄(σ̄) = ‖Lσ(σ1 − σ∗)‖2 + αTV(δσROI),

where α > 0 is a weighting parameter. Further,

TV(σ) =
Ne

∑
k=1

|ek|
√
‖(∇σ)|ek‖2 + β
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is a differentiable approximation of the isotropic TV func-
tional [90], (∇σ)|ek is the (constant) gradient of the (piecewise
linear) σ at element ek, and Ne is the number of elements in
the mesh that is used for the representation of σ. β > 0 is a
small parameter which ensures that TV(σ) is differentiable.

(E5) Estimate of σ̄ = (σT
1 , δσT)T with the non-linear difference re-

construction in the case where ΩROI = Ω. That is, estimate
(E5) provides a non-linear difference reconstruction in a case
where no ROI constraints are used. Here, pσ̄(σ̄) is chosen as
in (E4), except for the difference in the selection of ROI.

In each test case, the sub-domain ΩROI in estimates (E3) and
(E4) is the same. The minimization problems in (E1), (E4) and (E5)
are solved by using the Gauss-Newton method with a line search.
The positivity constraint on the conductivity is handled by using
interior point methods [80, 81].

4.2 PUBLICATION I: ESTIMATION OF CONDUCTIVITY
CHANGES IN A REGION OF INTEREST WITH EIT

The motivation of the studies in Publication I originated from a
potential new application of EIT: glottal imaging (see Section 3.2).
In glottal imaging, the goal is to monitor physiological changes in
glottal due to the closing and opening of the glottis. A nice prop-
erty of the glottal imaging in EIT is the possibility of carrying out
the reference measurements for difference imaging. We hypoth-
esized that the non-linear difference imaging approach could im-
prove the quality of the reconstructions, especially if the location of
the change in the target is relatively well known inside the body.
The approach was tested both experimentally and with a 2D simu-
lation corresponding to a neck shaped geometry.

4.2.1 Measurement configuration

The measurements were conducted using a cylindrical tank shown
in the top row of Figure 4.1. The diameter of the tank was 28 cm.
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Sixteen equally spaced metallic electrodes (width 2.5 cm, height 7.0
cm) were attached to the inner surface of the tank. In Figure 4.1,
the electrode locations are indicated with brown stripes on the tank
wall. The rightmost electrode was identified with electrode index
� = 1, and the electrode indices increased in counter clockwise di-
rection. The tank was filled with saline. In the initial state σ1, a
plastic bar was placed in the tank to form an inhomogeneous back-
ground. In the second state σ2, a plastic triangular prism was added
to the tank to form a conductivity change. Pairwise current injec-
tions were applied in the measurements. The currents were injected
in such a way that one electrode was fixed as the sink electrode and
then pairwise currents were sequentially applied between the sink
electrode and each one of the 15 remaining electrodes. This process
was repeated using electrodes {1, 5, 9, 13} as the sink, leading to to-
tal of 54 current injections when reciprocal current injections were
excluded. This will be useful for improving the signal-to-noise ratio
of measurements.

4.2.2 Results

The photographs of the measurement tank at the initial state (con-
ductivity σ1) and after the change (conductivity σ2) are shown in the
top row of Figure 4.1. The second row shows the estimate (E1) by
separate absolute reconstructions. The third and fourth rows show
linear reconstructions (E2) and (E3) without and with the ROI con-
straint, respectively. The estimates (E4) and (E5) with the non-linear
difference imaging approach are shown in the fifth and sixth row;
the fifth row corresponds to the case where the ROI constraint is
employed, while in the sixth row case the conductivity change is
not restricted to a ROI. In estimates (E4) and (E5), the conductiv-
ity after the change is computed from the estimated parameters
(σ̂1, δ̂σROI) as σ̂2 = σ̂1 +Kδ̂σROI. In the estimates (E3) and (E4), the
boundary of the ROI is indicated by a black line.
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σ1 σ2 δσ

(True)

(E1)

(E2)

(E3)

(E4)

(E5)

Figure 4.1: Reconstructions from real data. Top row: photographs of the measurement
tank. (E1)-(E5) refer to the estimates listed in Section 4.1. (E4) and (E5) are the non-
linear difference reconstructions with and without ROI constraint, respectively.

4.2.3 Discussion

Figure 4.1 shows that all reconstruction methods detect the conduc-
tivity change with varying accuracy (estimates for the conductivity
change δσ, third column). However, the quality of the estimates
(E4) and (E5) obtained with the proposed method is clearly better
than the other estimates by visual inspection; especially, in (E4),
where the ROI constraint is employed, the triangular shape of the
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inclusion is recovered notably well.
In Publication I, the proposed approach outperformed the frame-

by-frame absolute imaging approach and the conventional linear
difference imaging approach in all test cases. For example, we con-
sidered two cases (refer to Figures 2 & 3 in Publication I) to study
if the proposed approach can detect the different size of rectangu-
lar shaped prisms simulating different glottis opening. The result of
this study shows that estimate (E4) was the only estimate capable of
differentiating the size, giving the most accurate size estimates for
the inclusions (Table 1 in Publication I). Further, when the change
in δσ was a thin rectangular shaped prism (Figure 3 in Publication
I), (E4) shows even the elongated shape of the inclusion, unlike the
other estimates.

These findings suggest that the proposed approach could be
very useful for difference imaging, especially when the conductiv-
ity change is known to occur in some specific ROI inside the body.

In the simulation case of Publication I (refer to Figure 4 within),
the electrodes were set only on the frontal part of the domain bound-
ary that is close to the ROI where the change of the target was
known to take place. The results demonstrated that the proposed
approach can tolerate well such a partial boundary setting.
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4.3 PUBLICATION II: A NON-LINEAR APPROACH TO DIF-
FERENCE IMAGING IN EIT: ASSESSMENT OF THE RO-
BUSTNESS IN THE PRESENCE OF MODELING ERRORS

Since the ability to tolerate modeling errors is one of the main rea-
sons for the wide usage of the linear approach to difference imag-
ing, an interesting question regarding the practical usability of the
non-linear approach is: To which extent does it tolerate modeling
errors?

In Publication II, we studied the robustness of the non-linear
difference imaging approach w.r.t modeling errors in the forward
model of EIT measurements. Modeling errors due to inaccurate
knowledge of the boundary shape, truncation of the computational
domain, inaccurate knowledge of the contact impedances and elec-
trode positions were considered. The extension of the results of
Publication II to study the robustness w.r.t infeasible choices for
regularization functionals is presented in Section 4.3.3.

4.3.1 Measurement configuration & modeling

The experiments were performed using a deformable tank shown
in the top row in Figure 4.3. Sixteen identical metallic electrodes
(width 2.0 cm and height 7.0 cm) were attached to the inner surface
of the tank. The tank was filled with tap water. In the initial state
σ1, a plastic bar was placed in the tank to form an inhomogeneous
background. In the state after the change σ2, a plastic triangular
prism was added to the tank to form a conductivity change. The
inside circumference of the tank was about 81.5 cm and the geo-
metrical shape of the tank is shown with a black line in Figure 4.2.
In the reconstructions, the domain was modeled as a circle (Figure
4.2): this causes a modeling error due to the incorrect knowledge of
the boundary shape.
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Figure 4.2: Study of the robustness w.r.t mismodeling the boundary shape. Measurement
domain Ω (∂Ω is shown with solid line) and model domain Ω̃ shown as gray patch are
used for experiment in Section 4.3.1.

4.3.2 Results & Discussion

The results of the robustness study w.r.t mismodeling the boundary
shape are shown in Figure 4.3, which has the same layout as Figure
4.1. The top row in Figure 4.3 shows the photographs of the mea-
surement tank at the initial state σ1 and the state after the change
σ2. The estimates (E1)-(E5) are shown in rows 2-6.

Figure 4.3 shows that the estimates σ̂1 and σ̂2 by the absolute
reconstruction (E1) are highly sensitive to the modeling errors, and
the estimates contain severe artefacts. However, the change estimate
δ̂σ is relatively feasible, because the artefacts are similar in σ̂1 and
σ̂2, and are partly canceled in the subtraction σ̂2 − σ̂1.

The linear difference reconstructions (E2) and (E3) are indicative
of the location of the change, but the accuracy of these reconstruc-
tions is not very high, and especially the shape of the inclusion is
not recovered well. We note that overall in Publication II the ROI
constrained linear reconstruction (E3) is more sensitive to the mod-
eling errors than the conventional linear difference reconstruction
(E2) (see especially Figures 2-4 and 7 in Publication II). This is due
to the fact that in the ROI constrained case, all the modeling errors,
which do not cancel out in the subtraction of the data, are mapped
into a smaller dimensional subspace, which represents a subvolume
of the body, leading to larger artefacts in the ROI area. Therefore it
seems that the use of the ROI constrained linear reconstruction (E3)
would not be a robust approach in practical applications.
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σ1 σ2 δσ

(True)

(E1)

(E2)

(E3)

(E4)

(E5)

Figure 4.3: Experimental case: Errors due to inaccurately known boundary shape. The
measurement set-up and estimates (E1)-(E5) described in Section 4.1 using experimental
data. (E4) and (E5) are the non-linear difference reconstructions with and without ROI
constraint, respectively.
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The estimates (E4) and (E5) with the non-linear difference imag-
ing approach, on the other hand, give qualitatively good reconstruc-
tions of the conductivity change δσ. Indeed, although the modeling
errors are rather severe, (E4) and (E5) yield conductivity change
reconstructions which even show the shape of the inclusion, espe-
cially (E4). This implies that the non-linear difference reconstruc-
tions, with and without the ROI constraint, tolerate modeling errors
well. This finding is also supported quantitatively by the simulation
studies with varying level of error in contact impedances (Figure 5
in Publication II) and domain modeling errors (Figure 9 in Publica-
tion II).

Obviously, the reconstructed conductivity distributions σ̂1 and
σ̂2 are heavily affected by the modeling errors also in the estimates
(E4) and (E5). The reason for the modeling errors not affecting sig-
nificantly to the estimate δ̂σ lies in the parameterization of σ2 as
the linear combination of the initial state σ1 and the change δσ;
the modeling errors due to the inaccurate knowledge of auxiliary
model parameters are invariant between the times of the measure-
ments V1 = U(σ1) + e1 and V2 = U(σ1 + KδσROI) + e2. Conse-
quently, when the proposed parametrization is used, the errors
caused by the uncertainties in auxiliary model parameters are ab-
sorbed by the estimate of σ1, which consists the parameters that are
common for the models of both observations V1 and V2.

Overall, the estimates (E4) are more reliable than (E5) – this is
evident from the experimental studies in Figure 4.3 in this section
and Figure 6 in Publication II. This is an expected result, since the
prior information on the location of the conductivity change is in-
cluded in the ROI constrained estimate (E4).

Finally, it is worth noting that in Publication II we only studied
the robustness of the non-linear difference imaging approach w.r.t
modeling errors in the forward model of EIT measurements. The
effect of misspecifying the regularization functionals in the non-
linear difference imaging approach was not thoroughly examined.
We note, however, that in the experimental case (Figure 4.3) the reg-
ularization functional for σ1 was infeasible – the true σ1 contained

28 Dissertations in Forestry and Natural Sciences No 206



Review of the results

a very sharp change in the conductivity due to the plastic object
in the background, while in the reconstructions a smoothness func-
tional for σ1 was employed. The robustness of the non-linear dif-
ference imaging approach w.r.t infeasible choices for regularization
functionals is further studied in Section 4.3.3.

The numerical and experimental studies in this publication only
considered 2D cases with modeling errors. In reality, however, the
targets are always 3D and the target geometry may become com-
plicated. To address this problem, the extensions of the non-linear
approach to 3D cases and to more realistic geometries of human
body studies in the presence of geometrical modeling errors are
studied in Publication III.

4.3.3 Assessment of the robustness w.r.t infeasible choices for
regularization functionals

As an extension of Publication II, the effect of misspecifying the
regularization functionals for σ1 and δσROI to the performance of
non-linear difference imaging approach is investigated with simu-
lated EIT data. As discussed in Section 3.1, the two regularization
terms pσ1(σ1) and pδσROI(δσROI) in (3.6) corresponding to conductiv-
ity σ1 and conductivity change δσROI may have different properties.

In this thesis, we assume that the unknown background σ1 con-
sists of smoothed objects, and the conductivity change is charac-
terized by a sharp change of the conductivity, representing typical
cases in real applications. For example, targets that are results of
diffusion processes, are usually modeled with a smoothness func-
tional, while piecewise regular targets which have sharp bound-
aries might be modeled with a TV functional. Therefore, we se-
lect a smoothness functional for pσ1(σ1) and a TV functional for
pδσROI(δσROI). However, in real application, both σ1 and δσROI can
also be smooth or discontinuous or where σ1 is discontinuous and
δσROI is smooth.

In order to evaluate the sensitivity of the non-linear difference
imaging approach to infeasible choices for regularization function-
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als, we computed two test cases in Figures 4.4 and 4.5. Figure
4.4 shows the test cases where both the true initial conductivity
σ1 and the true conductivity change δσROI are smooth, implying
that the functional pδσROI(δσROI) is infeasible in the reconstructions;
Figure 4.5 illustrates the test cases where σ1 is discontinuous and
δσROI is smooth, that is, both regularization functionals pσ1(σ1) and
pδσROI(δσROI) are infeasible. Note that, in both test cases, no model-
ing errors related to the forward model are present.

Figures 4.4 and 4.5 show that estimates (E1)-(E5) detect the in-
clusions with varying accuracies. Overall, the quality of (E4) and
(E5) obtained with the non-linear approach is clearly better than the
other estimates by visual inspection; indeed, the shapes and sizes
of the inclusions are recovered notably well in estimates (E4) and
(E5).

In summary, the new results in Figures 4.4 and 4.5, together
with the experimental case (Figure 4.3) where the regularization
functionals were also infeasible, demonstrate that the estimates (E4)
and (E5) based on the non-linear difference imaging approach are
robust w.r.t infeasible choices for regularization functionals.
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σ1 σ2 δσ

(True)

(E1)

(E2)

(E3)

(E4)

(E5)

Figure 4.4: Test Case without modeling errors to study the robustness w.r.t infeasible
choices for regularization functionals. The true conductivity (top row: both σ1 and δσ are
smooth) and estimates (E1)-(E5). (E4) and (E5) are the non-linear difference reconstruc-
tions with and without ROI constraint, respectively.
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σ1 σ2 δσ

(True)

(E1)

(E2)

(E3)

(E4)

(E5)

Figure 4.5: Test Case without modeling errors to study the robustness w.r.t infeasible
choices for regularization functionals. The true conductivity (top row: σ1 is discontinuous
and δσ is smooth) and estimates (E1)-(E5). (E4) and (E5) are the non-linear difference
reconstructions with and without ROI constraint, respectively.
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4.4 PUBLICATION III: NON-LINEAR DIFFERENCE IMAG-
ING APPROACH TO THREE DIMENSIONAL ELECTRI-
CAL IMPEDANCE TOMOGRAPHY IN THE PRESENCE
OF GEOMETRIC MODELING ERRORS

In Publication II, the non-linear difference imaging approach was
found to tolerate a variety of modeling errors in the 2D cases, re-
sulting in better reconstructions of the conductivity change than
the linear difference imaging and the approach based on separate
absolute reconstructions. In Publication III, we investigated how
the approach performs in 3D EIT, especially in realistic geometries
of human neck and thorax. We evaluated the feasibility of the ap-
proach in geometries related to three potential medical applications
of EIT: glottal imaging, cardiac imaging and lung imaging, by using
simulated data. Two experimental studies with a water tank in the
shape and 1:1 scale of a human thorax were also conducted.

4.4.1 Target and model domains

In Publication III, the anatomies of the neck and thorax used for
the target domains were obtained from computerized tomography
images. Because such information in practical situations is often
not available, the EIT image reconstruction problems were carried
out using approximate model domains.

The meshes for the target domain are shown in Figure 4.6 (left).
In the neck model, L = 32 disc electrodes with a radius of 0.5 cm
were modeled on the boundary ∂Ω. Electrodes 1 through 28 in a
7 × 4 array were placed on the frontal part of the domain bound-
ary near the glottal area, whereas the other 4 electrodes were hor-
izontally placed on the back side of the domain boundary. In the
thorax model, L = 32 disc electrodes with a radius of 0.5 cm were
arranged in two horizontal rows of sixteen approximately equally
spaced electrodes. The locations of electrodes are indicated by red
color in Figure 4.6. To study the effect of mismodeling the geo-
metric shape of the target domain, we adapted approximate model
domains to solve the image reconstruction problem. As shown in
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Figure 4.6: Meshes used for numerical studies. Left: meshes of the human neck domain
and thorax domain for simulating measurements; Right: meshes of the model domains for
the inverse computations.

Figure 4.6 (right), a circular cylinder with radius 6.5 cm and height 9
cm was used for the inverse computations in the simulation study
of glottal imaging, while an elliptic cylinder with height 20 cm,
semi-major axis 22 cm, and semi-minor axis 13 cm was used for
inverse computations in the simulation studies of cardiac and lung
imaging. Note that both model domains were also truncated in the
z-direction.

4.4.2 Simulation examples

To study the performance of the non-linear difference imaging ap-
proach, the following four simulation cases were carried out. In
each test case, two measurement sets were simulated: V1 corre-
sponding to an initial conductivity σ1 and V2 corresponding to con-
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ductivity σ2 after the change.

• Case 1: Glottal imaging with EIT. In this test case, the initial state
σ1 corresponds to a case where the vocal folds are contacted
each other by holding breath, whereas the conductivity after
the change σ2 corresponds to a case where the vocal folds are
partially separated, forming a non-conducting strip within the
glottis.

• Case 2: Cardiac imaging with EIT. Here, the initial state σ1

presents a heart in the end-systolic phase, whereas the con-
ductivity after the change σ2 represents the heart in the end-
diastolic phase. In the cardiac imaging, one can avoid a signif-
icant change of the subject’s thorax shape and the conductiv-
ity of the lung by asking the subjects to inspire to total lung
capacity and to hold their breath for a short measurement
time. Therefore, we assume there is no change of the thorax
shape and the conductivity of lung during the measurements.

• Case 3: Lung imaging without a shape change of the thorax. Here,
the initial state σ1 simulates the thorax in the end-inspiration
phase, whereas the conductivity after the change σ2 simulates
the thorax in the end-expiration phase. This case was done
to produce an ideal reference case of lung imaging, where the
geometric modeling errors between the initial state and the
state after the change are assumed to be invariant in the sense
that the geometry is the same in both V1 and V2.

• Case 4: Lung imaging with a shape change of the thorax. In the
clinical situations, the thorax shape varies due to breathing
and changes with the patient position during the measure-
ments. For this reason, we simulate a more realistic situation
lung monitoring, where the shape changes due to breathing,
leading to a situation where all the estimates (E1-E5) are more
prone to the modeling errors since the (unknown) body ge-
ometry in V1 and V2 is not the same. The shape change of
the thorax is simulated by linear movement and deformation
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of the front part of the chest, leading to 4.15% change in the
volume of the thoracic cavity and 15% change in the lung vol-
ume between the initial state and the state after the change,
see Fig. 4.7.

Figure 4.7: Study of the lung imaging with a shape change of the thorax in Case 4.
Horizontal cross section of the model domain Ω̂ (∂Ω̂ is shown with solid line) and the
target domain Ω is shown as gray patch. Left: thorax at the end-inspiration phase. Middle:
thorax at the end-expiration phase. Right: the change of the thorax shape (shown as black
patch). When the thorax is in the end-expiration phase, the volume of the thoracic cavity
and the size of a lung decrease by 4.15% and 15%, respectively.

4.4.3 Results

The true conductivity distributions at the initial state and after the
change and estimates (E1)-(E5) for different test cases are shown in
Figures 4.8-4.11. In each of these figures, the top three rows show
the horizontal cross sections of the true conductivity distributions
and the corresponding estimates; and the bottom three rows show
the vertical cross sections of the true conductivity distributions and
the corresponding estimates. In Figures 4.8-4.11, the images of the
true and estimated conductivity changes δσ are highlighted with
dashed boxes, because the main interest in this study lies in the
reconstruction of δσ. In the estimates (E3) and (E4), the boundary
of the ROI is indicated by a black line. Again, in estimates (E4)
and (E5), the conductivity after the change is computed from the
estimated parameters (σ̂1, δ̂σROI) as σ̂2 = σ̂1 +Kδ̂σROI.

To compare the performances of estimates (E1)-(E5), a size cov-
erage ratio (CR) was used to determine how well the sizes of in-
clusions were recovered. The CR was calculated by dividing the

36 Dissertations in Forestry and Natural Sciences No 206



Review of the results

Table 4.1: The RCRs and the relative contrast value of the reconstructed conductivity
change δσ. (E4) and (E5) are the non-linear difference reconstructions with and without
ROI constraint.

Case 1 Case 2 Case 3 Case 4
RCR RCo RCR RCo RCR RCo RCR RCo

(True) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(E1) 4.91 1.15 2.17 0.35 0.20 1.96 0.26 1.42
(E2) 1.77 1.31 2.30 0.20 0.39 2.59 0.41 2.06
(E3) 0.32 2.63 1.37 0.37 – – – –
(E4) 0.86 1.12 0.53 1.23 – – – –
(E5) 0.91 1.11 0.53 1.14 0.97 0.98 0.69 0.87

volume of the inclusion by the total volume of the target:

CR =
Inclusion volume

Target volume
× 100%.

To estimate the volume of the inclusion, we used the half value of
the minimum/maximum of the estimates δ̂σ as the threshold for
the inclusion detection. For easy comparison with the true volume,
we computed a relative CR (RCR), which was defined as:

RCR =
CR

CRTrue
.

Further, the maximum/minimum of the reconstructed change was
used to measure the accuracy of the recovered contrast. The con-
trasts of the reconstructed conductivity changes are tabulated in
terms of a relative contrast (RCo)

RCo =
max|δ̂σ|

max|δσtrue|
.

The relative quantities RCR and RCo are used here instead of the
respective quantities CR and max|δ̂σ| to ease the comparison of the
values in Table 4.1. For both RCR and RCo, value 1 would indicate
exact match of the true and estimated values of the change.
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4.4.4 Discussion

Figure 4.8 illustrates the results of Case 1. In estimate (E1), the
subtraction σ̂2 − σ̂1 removes the largest artefacts, and consequently
the location of the conductivity change is roughly detected. How-
ever, severe artefacts are still present in the reconstruction, making
it difficult to distinguish between the conductivity change and the
artefacts. It is also difficult to assess the shape and size of the con-
ductivity change based on those images. In short, the accuracy of
the reconstruction of δσ is quite poor.

In estimate (E2), the location and shape of the conductivity
change are recovered relatively well, and the RCR is already much
closer to the true value than (E1), see Table 4.1. However, (E2) over-
estimates the contrast of δσ quite heavily. The estimate (E3) is heav-
ily affected by the modeling errors. As noted in Section 4.3.2, this

True (E1) (E2) (E3) (E4) (E5)

σ1

σ2

δσ

σ1

σ2

δσ

Figure 4.8: Case 1: Horizontal and vertical cross sections of the neck with simulated con-
ductivity distributions and the reconstructions obtained by estimates (E1)-(E5) described
in Section 4.1. The dashed boxes highlight the true and estimated conductivity change
δσ. (E4) and (E5) are the non-linear difference reconstructions with and without ROI
constraint, respectively.
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behavior can be explained by the fact that in the ROI constrained
linear approach the effects of modeling errors which do not cancel
out in the subtraction V2 −V1, are propagated into a smaller dimen-
sional subspace than in the whole domain estimate (E2), leading to
heavy artefacts in the ROI.

The estimates (E4) and (E5) based on the non-linear approach,
on the other hand, give the most accurate reconstructions of the
conductivity change δσ, e.g. the location and size of the conductiv-
ity change are recovered well, as evidenced by the RCR and RCo
that are close to the true values, see Table 4.1. It is worth noticing
that in (E4) and (E5), the reconstructed conductivity change δσ is
feasible although the reconstructed conductivity distributions σ1 and
σ2 are heavily biased (see Fig. 4.8). As pointed out in Publication II,
this results from the parametrization used in (E4) and (E5): When
modeling errors remain unchanged between states σ1 and σ2, the er-
rors caused by the mismodeling are absorbed by the estimate of σ1,

True (E1) (E2) (E3) (E4) (E5)

σ1

σ2

δσ

σ1

σ2

δσ

Figure 4.9: Case 2: Horizontal and vertical cross sections at the level of z = 20 cm and
y = 10 cm, respectively. The true conductivity (top row) and the estimates (E1)-(E5)
described in Section 4.1. The dashed boxes highlight the true and estimated conductivity
change δσ. (E4) and (E5) are the non-linear difference reconstructions with and without
ROI constraint, respectively.
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which consists of the parameters that are common for the models
of both V1 and V2.

The results of Case 2 are shown in Figure 4.9. All the estimates
detect the conductivity change with varying accuracies. For exam-
ple, the RCRs are significantly overestimated or underestimated in
all the estimates, see Table 4.1. Although the RCRs are underesti-
mated in estimates (E4) and (E5), the quality of the reconstructions
with (E4) and (E5) is better than that based on estimates (E1-E3) by
visual assessment. This is mainly because the RCos corresponding
to (E4) and (E5) are clearly closest to the true values, see Table 4.1.

In the lung imaging (Cases 3 and 4), we only considered the
whole domain estimates (E1), (E2) and (E5), since the ROI would
cover a significant part the overall volume of the thorax, and in the
Case 4, where the thorax deformation between the states is included
in the simulation, the selection of the ROI would be somewhat am-

True (E1) (E2) (E5)

σ1

σ2

δσ

σ1

σ2

δσ

Figure 4.10: Case 3: Lung imaging without a shape change of the thorax. Horizontal and
vertical cross sections at the level of z = 22.5 cm and y = −8.5 cm, respectively. The
true conductivity (top row) and the estimates (E1), (E2) and (E5) described in Section 4.1.
The dashed boxes highlight the true and estimated conductivity change δσ. (E5) is the
non-linear difference reconstructions without ROI constraint.
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biguous.
Figure 4.10 shows the results of Case 3 where the thorax shape

does not change between the states. Similarly as in Case 1 and
Case 2, estimates (E1), (E2) and (E5) detect the conductivity change
with varying accuracies. Table 4.1 shows that the RCRs based on
(E1) and (E2) are significantly underestimated, and the RCos corre-
sponding to (E1) and (E2) are fairly far from the true values. Esti-
mate (E5), on the other hand, produces the most accurate RCR and
RCo, see Table 4.1.

Figure 4.11 shows the results of Case 4. As expected, the recon-
structed conductivity changes in all the estimates are worse com-
pared to Case 3, due to the change of the thorax shape between the
states σ1 and σ2. However, the performance of the approaches com-
pared to each other remains similar to the more ideal case 3; the
estimate (E5) gives again quantitatively most accurate reconstruc-
tion of the conductivity change.

In overall, the results of the simulated test cases indicate that
the non-linear approach improves the accuracy of the estimates of

True (E1) (E2) (E5)

σ1

σ2

δσ

σ1

σ2

δσ

Figure 4.11: Case 4: Lung imaging with a change of the thorax shape, otherwise as in
Figure 4.10.
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δσ compared to the approaches based on separate absolute recon-
structions and the linear approach to difference imaging, and that
the approach tolerates 3D geometrical modeling errors at least to
the same extent as the linear approach. The result of Case 4 in-
dicates that this also extends to the cases where the modeling er-
rors are variant between the states. This is a nice feature from the
practical point of view, since medical EIT is always accompanied
by invariant or variant modeling errors (e.g. geometrical modeling
errors) and feasible estimation of the conductivity change plays a
very important role in studying activities in organs (e.g. the esti-
mation of conductivity change offers the possibility to study cardiac
stroke volume, which is a direct indicator of the cardiac pumping
efficiency [82, 83]).
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5 Summary and conclusions

In this thesis, a non-linear difference imaging approach was devel-
oped for EIT. In the proposed approach, the conductivity after the
change is parameterized as a linear combination of the (unknown)
initial conductivity and the conductivity change. The approach is
based on regularized non-linear LS framework. The EIT measure-
ments taken before and after the change are concatenated into a
single measurement vector, and the inverse problem is to simul-
taneously reconstruct the initial conductivity and the conductivity
change based on the combined data. This approach allows indepen-
dently modeling the spatial characteristics of the initial conductiv-
ity and the change by applying different regularization functionals,
and it also allows for the restriction of the conductivity change to
a ROI in cases where the changes are a priori known to occur in a
certain subvolume of the body.

In Publication I, the proposed approach was tested with three
test cases using experimental data and one simulated test case re-
lated to a potential new application of EIT: glottal imaging. The pro-
posed approach outperformed the frame-by-frame absolute imag-
ing approach and the conventional linear difference imaging ap-
proach in all test cases. Those findings suggest that the proposed
approach can be useful in EIT applications where one is interested
in detecting the conductivity change between two time instants, es-
pecially when the conductivity change is known to be restricted to
a relatively small sub-domain. The results of the simulation study
demonstrated that the proposed approach can be particularly bene-
ficial in partial boundary data problems. Furthermore, this finding
suggests that one could employ existing multichannel electroglot-
tography measurement geometry [53] for glottal imaging with EIT
and therefore the proposed approach could allow flexibility in de-
sign of a practical measurement system.

In Publication II, the performance of the non-linear difference

Dissertations in Forestry and Natural Sciences No 206 43



Dong Liu: Non-linear Difference Imaging Approach to EIT

imaging approach in 2D EIT in the presence of modeling errors
was studied. Modeling errors related to domain truncation, inaccu-
rately known electrode locations, unknown contact impedances and
inaccurately known domain boundary were studied. The approach
was evaluated both with numerical simulations and with experi-
ments. The non-linear difference imaging approach was compared
with the approach based on separate absolute reconstructions and
linear difference imaging. The non-linear difference imaging was
shown to produce better estimates for the conductivity change than
the conventional approaches, and it was found to tolerate modeling
errors at least to the same extent as the linear difference imaging.
Furthermore, in the extension of Publication II, it was found that
the non-linear approach is also in some extent tolerant to infeasible
choices for regularization functionals, giving better estimate of the
conductivity change than the conventional approaches. These find-
ings suggest that the non-linear approach is well suited to differ-
ence imaging in EIT, can handle well challenges of involving mod-
eling errors, unknown initial state and high contrast changes.

In Publication III, the non-linear difference imaging approach
was applied to 3D EIT in the presence of geometric modeling er-
rors. The feasibility of the non-linear approach was evaluated with
simulated examples of glottal imaging, cardiac imaging and lung
imaging in EIT, and with phantom measurements. The perfor-
mance of the non-linear approach was compared to the approaches
based on separate absolute reconstructions and the linear differ-
ence reconstruction. The study demonstrated that in realistic 3D
geometries the non-linear approach tolerates 3D geometrical mod-
eling errors at least to the same extent as the linear approach to
difference imaging, and provides quantitative information on the
conductivity change.

In many practical EIT applications the reconstruction problems
are always accompanied by modeling errors. The modeling errors
pose a considerable difficulty in making absolute imaging as a prac-
tical EIT reconstruction method since it is well known that even
slight mismodeling can quite easily ruin the reconstruction of the
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conductivity. Thus there is a great need for reliable reconstruc-
tions that tolerate modeling errors and give quantitative informa-
tion. The linear approach to difference imaging is a widely used re-
construction method in EIT, due to the ability to tolerate modeling
errors in some extent. However, the linear approach only produces
qualitative information and it may be insufficient for the detection
of the clinically relevant high contrast changes. These limitations in
the reconstruction method are partly responsible for the relatively
low use of EIT in clinics. The non-linear approach developed in
this thesis handles well challenges involving high contrast changes,
unknown initial state and modeling errors.

In conclusion, the non-linear difference imaging approach was
demonstrated to produce better estimates of the conductivity chan-
ge than the conventional approaches and it was found to tolerate
modeling errors at least to the same extent as the conventional lin-
ear approach to difference imaging. Thus, it seems that the dif-
ference imaging with the non-linear approach might be a feasible
choice for difference EIT reconstruction method in the clinical use.
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S. Lundin, and O. Stenqvist, “Regional lung derecruitment af-
ter endotracheal suction during volume-or pressure-controlled
ventilation: a study using electric impedance tomography,” In-
tensive care medicine 33, 172–180 (2007).

[48] E. L. Costa, R. G. Lima, and M. B. Amato, “Electrical
impedance tomography,” in Intensive Care Medicine (Springer,
2009), pp. 394–404.

[49] S. Leonhardt and B. Lachmann, “Electrical impedance tomog-
raphy: the holy grail of ventilation and perfusion monitor-
ing?,” Intensive care medicine 38, 1917–1929 (2012).

[50] S. Pulletz, A. Adler, M. Kott, G. Elke, B. Gawelczyk,
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Dong Liu

Non-linear Difference
Imaging Approach to
Electrical Impedance
Tomography

Electrical impedance tomography (EIT) 

is an imaging modality in which the 

conductivity distribution of a body is 

reconstructed from electrical boundary 

measurements. Reconstructing the con-

ductivity distribution based on EIT meas-

urements is an ill-posed inverse problem 

and thus highly intolerant to modeling 

errors (such as inaccuracy of the body 

shape). In this thesis, a novel non-linear 

difference imaging approach is proposed. 

The numerical and experimental results 

demonstrate that non-linear difference 

imaging is relatively tolerant to several 

modeling errors and provide quantita-

tive reconstructions of the conductivity 

change in 2D and 3D EIT.
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