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#### Abstract

Recently, many important nonlinear partial differential equations arising in the applied physical and mathematical sciences have been tackled by a popular approach, the so-called Exp-function method. In this paper, we present some shortcomings of this method by analyzing the results of recently published papers. We also discuss the possible improvement of the effectiveness of the method.
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## 1 Introduction

Exact and explicit solutions of nonlinear evolution equations (NEEs) may well describe distinct phenomena in the applied physical and mathematical sciences, as well as other fields. By means of these solutions, scientists may give better insight into the physical aspects of the nonlinear problems considered. During the past four decades or so, searching for analytic solutions of NEEs has been the main goal of many researchers. On this direction, a lot of powerful tools have been established and developed. To make mention of some, the homogeneous balance method, ${ }^{[1]}$ the inverse scattering, ${ }^{[2]}$ the $\mathrm{Hi}-$ rota's bilinear method, ${ }^{[3]}$ the Backlund transformation, ${ }^{[4]}$ the Painleve analysis, ${ }^{[5]}$ the symmetry approach, ${ }^{[6]}$ the F-expansion method, ${ }^{[7-8]}$ the sine-cosine method, ${ }^{[9]}$ the tanh-coth method, ${ }^{[10]}$ the homotopy perturbation, ${ }^{[11]}$ the Jacobi elliptic-function method, ${ }^{[12-13]}$ the extended tanhfunction method, ${ }^{[14]}$ and the similarity transformation method. ${ }^{[15-16]}$

Many of these methods take advantage of the availability of computer algebra systems (such as MATHEMATICA, MAPLE, and MATLAB), which avoid the need for doing the complex and tedious calculations "by hand" and eliminate error. In 2006, He and $\mathrm{Wu}^{[17]}$ introduced such a method, the so-called Exp-function method, which relies on an ansatz (a rational combination of exponential functions), involving many unknown parameters to be specified at the stage of solving the problem. The method soon drew the attention of many researchers, who described it as "straightforward", "reliable", and "effective". Nowadays, being very popular, some authors put forth new modifications of the Exp-function method to tackle various kinds of nonlinear problems; just to mention a few, multi-dimensional equations, ${ }^{[18-19]}$ coupled NEEs,,${ }^{[20]}$ differential-difference equations, ${ }^{[21]}$ stochastic equations, ${ }^{[22]}$ NEEs with variable coefficients, ${ }^{[23]} n$-soliton
solutions, ${ }^{[24-27]}$ a multiple-exp function method, ${ }^{[28]}$ rational solutions, ${ }^{[29]}$ and a general $\operatorname{Exp}_{a}$-function method. ${ }^{[30]}$

On the other hand, Kudryashov ${ }^{[31-36]}$ and Parkes ${ }^{[37-39]}$ have been constantly alerting the scientific community for equivalent, disguised, and incorrect results. A number of cases have been demonstrated in the literature ${ }^{[40-44]}$ where solutions derived by the Exp-function method are misleading. Consequently, the method has received a lot of criticisms from different points of views. ${ }^{[36,45-47]}$

In this paper we outline some further observations on the Exp-function method and its applications. Our goal is neither to defend nor to criticize the method, but rather to show why one should be extra careful when applying this method, as well as to discuss the improvement of the effectiveness (if any) of the method. In Sec. 2 we review the procedure of the Exp-function method, while in Secs. 3-8 we analyze the results of some published papers. We end our discussion with some concluding remarks in Sec. 9.

## 2 Exp-Function Method

Suppose we are given a partial differential equation (PDE) for a function $u(x, t)$ in the form

$$
\begin{equation*}
P\left(u, u_{t}, u_{x}, u_{t t}, u_{t x}, u_{x x}, \ldots\right)=0 \tag{1}
\end{equation*}
$$

where $P$ is a polynomial in its arguments. The main idea of the Exp-function method for solving Eq. (1) proceeds in the following steps:
Step 1 Look for traveling wave solutions of Eq. (1) by taking the wave transformation

$$
\begin{equation*}
u(x, t)=U(\eta), \quad \eta=k x+w t \tag{2}
\end{equation*}
$$

into account, where $k$ and $w$ are real nonzero constants.
Step 2 Substitution of Eq. (2) into the PDE (1) yields an ordinary differentail equation ( $\mathrm{ODE)}$ ) for $U(\eta)$. If possible, integrate the resulting ODE term by term one or more times. This introduces one or more integration constants.

[^0]Step 3 Introduce the ansatz

$$
\begin{equation*}
U(\eta)=\frac{a_{c} \exp (c \eta)+\cdots+a_{-d} \exp (-\mathrm{d} \eta)}{b_{p} \exp (p \eta)+\cdots+b_{-q} \exp (-q \eta)} \tag{3}
\end{equation*}
$$

Here $c, d, p$, and $q$ are positive integers (to be determined). The coefficients $a_{i}$ and $b_{j}$ are arbitrary real constants (to be specified).
Step 4 Determine the highest order nonlinear term and the linear term of highest order in the ODE from Step 2, and express them in terms of Eq. (3). Then, in the resulting terms, balance the highest order Exp-function to determine $c$ and $p$, and the lowest order Exp-function to determine $d$ and $q$.
Step 5 With $c, d, p$, and $q$ as determined in Step 4, substitution of Eq. (3) into the ODE from Step 2 yields an algebraic equation involving the integer powers of $\exp (\eta)$. Equating the coefficients of each power of $\exp (\eta)$ to zero results in a (highly nonlinear) system of algebraic equations for $a_{i}, b_{j}, k$, and $w$. If the original PDE contains some arbitrary parameters, these will, of course, also appear in the system.
Step 6 The original PDE has a solution in the form (3) if and only if there is a real nontrivial solution to the resulting system of algebraic equations, and using a computer
can be very helpful.
Remark When using the Exp-function method, some authors prefer to set the integration constants (obtained in Step 2) equal to zero. A solution obtained in this way usually becomes less general than it could be. The reason is that omitting these integration constants may lead to the loss of some arbitrary constants in the solution function. This fact has been formulated as the third common error in Ref. [35].

## 3 A Careless Application of Exp-Function Method Leads to Incorrect Solutions

The authors of Ref. [48] investigated three nonlinear equations based on the ansatz

$$
u(\eta)=\frac{a_{1} \exp (\eta)+a_{0}+a_{-1} \exp (-\eta)}{\exp (\eta)+b_{0}+b_{-1} \exp (-\eta)}, \quad \eta=k x+w t
$$

Unfortunately, the authors of Ref. [48] left the reader with the impression that their solutions were new, while they are not even correct. First, it is claimed in Ref. [48] that the Klein-Gordon equation

$$
\begin{equation*}
u_{t t}-u_{x x}-u+u^{3}=0 \tag{4}
\end{equation*}
$$

admits the solution

$$
\begin{equation*}
u(x, t)=\frac{\exp \left(k x+\sqrt{k^{2}+2} t\right)-(1 / 4) b_{0}^{2} \exp \left(-\left(k x+\sqrt{k^{2}+2} t\right)\right)}{\exp \left(k x+\sqrt{k^{2}+2} t\right)+b_{0}+(1 / 4) b_{0}^{2} \exp \left(-\left(k x+\sqrt{k^{2}+2} t\right)\right)} \tag{5}
\end{equation*}
$$

where $k$ and $b_{0}$ remain arbitrary (formula (3.15) in and thus, Ref. [48]). By a careful inspection, we observe that the function (5) can be further simplified as

$$
u(x, t)=\frac{-b_{0} / 2+\exp \left(k x+\sqrt{k^{2}+2} t\right)}{b_{0} / 2+\exp \left(k x+\sqrt{k^{2}+2} t\right)}
$$

However, the direct substitution of the expression (5) (or its simplifed form above) into Eq. (4) yields

$$
\begin{equation*}
\frac{16 b_{0} \exp \left(k x+\sqrt{2+k^{2}} t\right)\left(b_{0}-2 \exp \left(k x+\sqrt{2+k^{2}} t\right)\right)}{\left(b_{0}+2 \exp \left(k x+\sqrt{2+k^{2}} t\right)\right)^{3}} \tag{6}
\end{equation*}
$$

which is not zero in the general case. Thus, the function (5) does not satisfy Eq. (4). Moreover, the expression (3.16) in Ref. [48] (which is a special case of Eq. (3.15) with $b_{0}=2$ ) cannot be a solution of Eq. (4) as well, since the term (6) does not vanish either.

On the other hand, the wave transformation (2) reduces Eq. (4) to the ODE

$$
\begin{equation*}
\left(w^{2}-k^{2}\right) U^{\prime \prime}-U+U^{3}=0 \tag{7}
\end{equation*}
$$

We observe that Eq. (7) is embedded in the more general equation

$$
\begin{equation*}
U^{\prime \prime}=F(U) \tag{8}
\end{equation*}
$$

In fact, Eq. (8) can be solved by a quadrature. Multiplying both sides of Eq. (8) by $U^{\prime}$ and integrating the resulting equation once, we obtain

$$
\frac{1}{2}\left(U^{\prime}\right)^{2}=\int F(U) \mathrm{d} U+C=G(U), \quad C=\text { const. }
$$

$$
\begin{equation*}
\mp \frac{\mathrm{d} U}{\sqrt{2 G(U)}}=\mathrm{d} \eta \tag{9}
\end{equation*}
$$

which is a first-order equation with separable variables. In fact, if $G(U)$ is a polynomial of third or fourth degree, then the relation (9) constitutes the definition of elliptic integrals. Thus, the general solution of Eq. (7) is written in terms of elliptic functions.

Second, the authors of Ref. [48] considered the BurgerFisher equation

$$
\begin{equation*}
u_{t}+u u_{x}+u_{x x}+u(1-u)=0 \tag{10}
\end{equation*}
$$

and found the exact solution (formula (4.13) in Ref. [48])

$$
\begin{equation*}
u(x, t)=1-\frac{k}{k+1} \exp \left(-\left(k x+\left(k^{2}-k-1\right) t\right)\right) \tag{11}
\end{equation*}
$$

where $k$ remains arbitrary. However, the direct substitution of the expression (11) into Eq. (10) yields

$$
-\frac{k^{2} \exp \left(-2 k x+2\left(1+k-k^{2}\right) t\right)}{1+k}
$$

which is not zero in the general case as well. Hence, the function (11) cannot be a solution of Eq. (10).

Indeed, using the extended tanh-function method ${ }^{[49]}$ for instance, we observe that Eq. (10) admits the solution

$$
u(x, t)=\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{1}{4}\left(x-\frac{5}{2} t\right)\right)
$$

Third, the authors of Ref. [48] studied the Sharma-Tasso-Olver equation

$$
\begin{equation*}
u_{t}+\alpha\left(u^{3}\right)_{x}+\frac{3}{2} \alpha\left(u^{2}\right)_{x x}+\alpha u_{x x x}=0 \tag{12}
\end{equation*}
$$

where $\alpha$ is a nonzero constant and found two exact solutions, which are numbered as (5.15) and (5.18) in there. For example, the solution (5.15) is given by
$u(x, t)=\frac{-2 k b_{-1} \exp \left(-\left(k x-4 \alpha k^{2} t\right)\right)}{\exp \left(k x-4 \alpha k^{2} t\right)+b_{-1} \exp \left(-\left(k x-4 \alpha k^{2} t\right)\right)}$,
where $k$ and $b_{-1}$ remain arbitrary. However, the direct substitution of the expression (13) into Eq. (12) yields

$$
\frac{16(k-1) k^{3} \alpha b_{-1} \exp (2 k(x+4 k \alpha t))}{\left(\exp (2 k x)+b_{-1} \exp \left(8 k^{2} \alpha t\right)\right)^{2}}
$$

which is not zero in the general case. Hence, the function (13) does not satisfy Eq. (12). Similarly, it can be shown that the solution (5.18) in Ref. [48] does not satisfy Eq. (12). Moreover, the expressions (5.16) and (5.19) in Ref. [48] cannot be solutions as well, since they also do not satisfy Eq. (12).

In fact, using the transformation $u(x, t)=G_{x} / G$, $G=G(x, t)$, Eq. (12) can be transformed to the third order linear partial differential equation

$$
\begin{equation*}
G_{t}+\alpha G_{x x x}=0 \tag{14}
\end{equation*}
$$

Then, by means of the wave transformation (2), Eq. (14) can be transformed further to the constant coefficient
third order linear ODE

$$
\begin{equation*}
\alpha k^{3} G^{\prime \prime \prime}+w G^{\prime}=0, \tag{15}
\end{equation*}
$$

where the prime denotes the derivative with respect to $\eta$. From the linear theory, the general solution of Eq. (15) is well known to us.

Regrettably, the same authors have presented more incorrect results in Ref. [50]. More specifically, they have obtained six incorrect solutions (relations (3.14)-(3.16) and (3.18)-(3.20) in Ref. [50]) for the $(2+1)$-dimensional breaking soliton equation, and three incorrect solutions (relations (4.11), (4.15), and (4.19) in Ref. [50]) for the modified Zakharov-Kuznetsov equation. Moreover, they have studied an incorrect form of the KonopelchenkoDubrovsky equation with incorrect solutions (relations (5.14)-(5.16) in Ref. [50]).

## 4 A Single Case of Exp-Function Method may Lead to Equivalent Solutions

The author of Ref. [51] studied the Korteweg-de Vries equation which reads as $u_{t}+6 u u_{x}+u_{x x x}=0$ by means of the ansatz (due to the Exp-function method)

$$
\begin{equation*}
u(x, t)=\frac{R k^{2}\left[A_{3} \exp (3 \eta)+A_{2} \exp (2 \eta)+A_{1} \exp (\eta)+A_{0}+A_{-1} \exp (-\eta)\right]}{\left(\exp (\eta)+b_{0}+b_{-1} \exp (-\eta)\right)\left(a_{1} \exp (\eta)+a_{0}+a_{-1} \exp (-\eta)\right)^{2}}, \quad \eta=k x+\omega t \tag{16}
\end{equation*}
$$

Using the single ansatz (16) the author derived three solutions which are formulated as (24), (25), and (26) in there. For example, the solutions (24) and (25) in Ref. [51] are given respectively as

$$
\begin{align*}
& u(x, t)=\frac{4 k^{2} a_{0} a_{-1}}{4 a_{-1}^{2} \exp (-\eta)+4 a_{0} a_{-1}+a_{0}^{2} \exp (\eta)}, \quad \eta=k x-k^{3} t  \tag{17}\\
& u(x, t)=\frac{8 k^{2} a_{-1} a_{1}}{\left(a_{1} \exp (\eta)+a_{-1} \exp (-\eta)\right)^{2}}, \quad \eta=k x-4 k^{3} t \tag{18}
\end{align*}
$$

Unfortunately, the author of Ref. [51] left the reader with the impression that these solutions are distinct. However, by minimizing the number of the parameters involved, we can rewrite Eqs. (17) and (18) as

$$
\begin{align*}
& u(x, t)=\frac{4 k^{2} a_{0} a_{-1}}{4 a_{-1}^{2} \exp (-\eta)+4 a_{0} a_{-1}+a_{0}^{2} \exp (\eta)}=\frac{2 C_{1} k^{2} \exp (\eta)}{\left(1+C_{1} \exp (\eta)\right)^{2}}, \quad \eta=k x-k^{3} t, \quad C_{1}=\frac{a_{0}}{2 a_{-1}},  \tag{19}\\
& u(x, t)=\frac{8 k^{2} a_{-1} a_{1}}{\left(a_{1} \exp (\eta)+a_{-1} \exp (-\eta)\right)^{2}}=\frac{8 C_{2} k^{2} \exp (2 \eta)}{\left(1+C_{2} \exp (2 \eta)\right)^{2}}, \quad \eta=k x-4 k^{3} t, \quad C_{2}=\frac{a_{1}}{a_{-1}} . \tag{20}
\end{align*}
$$

Now, letting $k \rightarrow 2 k$ in Eq. (19) leads to Eq. (20). Following the same approach one can show that the remaining solution (26) in Ref. [51] is equivalent to both solutions (24) and (25) presented in there.

## 5 Different Cases of Exp-Function Method may Lead to Equivalent Solutions

The authors of Ref. [52] applied the Exp-function method to the Radhakrishnan, Kundu and Laskshmanan equation which reads as

$$
\mathrm{i} u_{z}+u_{t t}+\frac{\gamma_{2}}{3 \gamma_{1}}|u|^{2} u+\mathrm{i} \gamma_{1} u_{t t t}+\mathrm{i} \gamma_{2}\left(|u|^{2} u\right)_{t}=0
$$

Using the ansatz (3) for the case $(p=c=1, d=q=1)$, they obtained the solution

$$
\begin{equation*}
u(x, t)=\frac{a_{1} \exp (\alpha z-\omega t)+a_{0}-\left[\left(a_{1} b_{0}+a_{0}\right)\left(-a_{0}+a_{1} b_{0}\right) / 4 a_{1}\right] \exp (-(\alpha z-\omega t))}{\exp (\alpha z-\omega t)+b_{0}+\left[\left(a_{1} b_{0}+a_{0}\right)\left(-a_{0}+a_{1} b_{0}\right) / 4 a_{1}^{2}\right] \exp (-(\alpha z-\omega t))} \times \exp (\mathrm{i}(k z-c t)) \tag{21}
\end{equation*}
$$

which is formulated as Eq. (40) in Ref. [52]. Then, using the ansatz (3) for the case ( $p=c=2, d=q=2$ ), they obtained the solution

$$
\begin{equation*}
u(x, t)=\frac{a_{2} \exp (2(\alpha z-\omega t))+a_{0}-\left[\left(a_{2} b_{0}+a_{0}\right)\left(-a_{0}+a_{2} b_{0}\right) / 4 a_{2}\right] \exp (-(2(\alpha z-\omega t)))}{\exp (2(\alpha z-\omega t))+b_{0}+\left[\left(a_{2} b_{0}+a_{0}\right)\left(-a_{0}+a_{2} b_{0}\right) / 4 a_{2}^{2}\right] \exp (-(2(\alpha z-\omega t)))} \times \exp (\mathrm{i}(k z-c t)) \tag{22}
\end{equation*}
$$

which is formulated as Eq. (45) in Ref. [52]. Finally, using the ansatz (3) for the case ( $p=c=3, d=q=3$ ), they obtained the solution

$$
\begin{equation*}
u(x, t)=\frac{a_{3} \exp (3(\alpha z-\omega t))+a_{0}-\left[\left(a_{3} b_{0}+a_{0}\right)\left(-a_{0}+a_{3} b_{0}\right) / 4 a_{3}\right] \exp (-(3(\alpha z-\omega t)))}{\exp (3(\alpha z-\omega t))+b_{0}+\left[\left(a_{3} b_{0}+a_{0}\right)\left(-a_{0}+a_{3} b_{0}\right) / 4 a_{3}^{2}\right] \exp (-(3(\alpha z-\omega t)))} \times \exp (\mathrm{i}(k z-c t)) \tag{23}
\end{equation*}
$$

which is formulated as Eq. (50) in Ref. [52]. However, by a close inspection, we observe that these solutions are equivalent. For example, since $\alpha$ and $\omega$ are arbitrary constants, letting $\alpha \rightarrow \alpha / 2$ and $\omega \rightarrow \omega / 2$ in Eq. (22) leads to Eq. (21). By the same manner, one can obtain Eq. (21) from Eq. (23). Unfortunately, the authors of Ref. [52] left the reader with the impression that the solutions presented above are different. It is also worth to mention here that a similar incident has occured in Ref. [53] as well, where the authors have obtained equivalent solutions for the cases ( $p=c=1, d=q=1$ ) , and ( $p=c=2, d=q=2$ ).

## 6 Some Cases of Exp-Function Method are Equivalent

The authors of Ref. [54] considered the cases $(p=c=2, d=q=2)$ (the formula (5.56) in there) and ( $p=c=3$, $d=q=1$ ) (the formula (5.75) in there), respectively,

$$
\begin{align*}
& \psi(\xi)=\frac{a_{2} \exp (2 \xi)+a_{1} \exp (\xi)+a_{0}+a_{-1} \exp (-\xi)+a_{-2} \exp (-2 \xi)}{b_{2} \exp (2 \xi)+b_{1} \exp (\xi)+b_{0}+b_{-1} \exp (-\xi)+b_{-2} \exp (-2 \xi)}  \tag{24}\\
& \psi(\xi)=\frac{a_{3} \exp (3 \xi)+a_{2} \exp (2 \xi)+a_{1} \exp (\xi)+a_{0}+a_{-1} \exp (-\xi)}{b_{3} \exp (3 \xi)+b_{2} \exp (2 \xi)+b_{1} \exp (\xi)+b_{0}+b_{-1} \exp (-\xi)} \tag{25}
\end{align*}
$$

for solving a generalized nonlinear Schrödinger equation which is stated as (1.1) in Ref. [54]. However, if we multiply both the numerator and the denominator of Eq. (24) by $\exp (\xi)$ we obtain an expression identical to Eq. (25). Unfortunately, the authors of Ref. [54] left the reader with the impression that their solutions based on the ansatze (24) and (25) are different. We can find the same misleading in Refd. [53] and [55] as well. The authors of Ref. [53] considered the equivalent cases $(p=c=2, d=q=2)$ and ( $p=c=3, d=q=1$ ) while the author of Ref. [55] also studied the equivalent cases $(p=c=2, d=q=1)$ and ( $p=c=1, d=q=2$ ) in a redundant manner.

In summary we note that the following cases are equivalent according to the ansatz (3):

$$
\begin{aligned}
& (p=c=2, d=q=1) \equiv(p=c=1, d=q=2) \\
& (p=c=3, d=q=1) \equiv(p=c=2, d=q=2) \\
& \quad \equiv(p=c=1, d=q=3) \\
& (p=c=4, d=q=1) \equiv(p=c=3, d=q=2) \\
& \quad \equiv(p=c=2, d=q=3) \equiv(p=c=1, d=q=4)
\end{aligned}
$$

and so forth. This fact has also been emphasized in Refs. [42] and [56].

## 7 Balancing Procedure of Exp-Function Method Seems Redundant

As far as we could verify through the open literature, performing Step 4 in Sec. 2 takes a lot of effort. We have witnessed that all applications of the Exp-function method always lead to the single case $p=c$ and $d=q$. This fact has been proved in Ref. [56] by taking the linear and nonlinear terms of highest order as $u^{(n)}$ and $u^{r} u^{(s)}(s<n)$, respectively, in the ODE obtained in Step 2. Thus, Steps 2 and 4 seem to be redundant and time consuming. We believe that taking Step 3 (with Step 1) into account only and assigning arbitrary values to the positive integers $p(=c)$ and $d(=q)$ will greatly reduce the procedure of the Exp-function method and make laborious calculations unnecessary. Recently, the author of Ref. [57] brought three additional nonlinear terms of the form $u^{\alpha},\left(u^{(s)}\right)^{\Omega}$, and $\left(u^{(s)}\right)^{\Omega} u^{\lambda}$ into discussion and made exactly the same argument as was done by the author of Ref. [56]. It is clear
that one can choose a highest order linear term in the form $u^{(n)}$. However, one cannot construct a general form for the highest order nonlinear term because there are many possibilities other than the ones considered in Refs. [5657]. Namely, the authors of Refs. [56-57] took some special cases of the nonlinear term into account. Hence, the problem still remains open.

Alternatively, since there are actually infinitely many cases that have to be considered separately, one can use the following procedure: Assume that there are solutions of the form

$$
u(x, t)=\frac{\sum_{k=0}^{n} a_{k} \exp (k \xi)}{\sum_{k=0}^{n} b_{k} \exp (k \xi)}, \quad \xi=b(x-c t)
$$

and start with the case $n=1$. Of course, $a_{0}, b_{0}$ or $a_{1}$, $b_{1}$ must not vanish at the same time, since this leads to a constant solution. Then proceed with the case $n=2$. Now, $a_{0}, b_{0}$ or $a_{1}, b_{1}$ or $a_{2}, b_{2}$ should not vanish at the same time, since this leads to the same solutions with case $n=1$. Then proceed with the case $n=3$ with similar restrictions, and so on.

## 8 Not Every Generalization of Exp-Function Method is Convenient

The authors of Ref. [58] proposed the so-called doubleExp function method for obtaining two-soliton solutions. The method was also used in Ref. [59]. Unfortunately, the double-Exp function method does not seem to work, since all results of Refs. [58] and [59] are incorrect. For example, the authors of Ref. [59] considered the generalized Burgers equations

$$
\begin{align*}
& u_{t}+a\left(u^{n}\right)_{x}+b u_{x x}=0  \tag{26}\\
& u_{t}+a\left(u^{-n}\right)_{x}+b u_{x x}=0 \tag{27}
\end{align*}
$$

where $a, b(\neq 0)$, and $n(>1)$ are arbitrary constants. Using the transformation $u=v^{1 /(n-1)}$, they reduced Eq. (26) into the equation

$$
\begin{equation*}
v v_{t}+a n v^{2} v_{x}+b\left(\left(\frac{1}{n-1}-1\right) v_{x}^{2}+v v_{x x}\right)=0 \tag{28}
\end{equation*}
$$

Then, by means of the ansatz (due to the double-Exp function method)

$$
\begin{equation*}
v(x, t)=\frac{a_{1} \exp (\xi)+a_{2} \exp (-\xi)+a_{5}+a_{3} \exp (\eta)+a_{4} \exp (-\eta)}{k_{1} \exp (\xi)+k_{2} \exp (-\xi)+k_{5}+k_{3} \exp (\eta)+k_{4} \exp (-\eta)}, \quad \xi=c_{1} x+c_{2} t, \quad \eta=c_{3} x+c_{4} t \tag{29}
\end{equation*}
$$

they solved Eq. (28). As a result, the authors of Ref. [59] claimed that Eq. (28) admits one-soliton solutions (relations (3.9) and (3.10) in Ref. [59]), as well as a two-soliton solution (relation (3.11) in Ref. [59]). For example, the solution (3.9) in there is given by

$$
\begin{equation*}
u(x, t)=\left(\frac{-2 b c_{3}\left(a_{1}+a_{4}\right)}{a(n-1)\left(a_{1}+a_{4}\right)-2 b c_{3} k_{3} \exp \left(c_{3}\left(x+\left(2 b c_{3} /(n-1)\right) t\right)\right)}\right)^{1 /(n-1)} \tag{30}
\end{equation*}
$$

This means that, via the transformation $u=v^{1 /(n-1)}$, Eq. (28) admits the solution

$$
\begin{equation*}
v(x, t)=\frac{-2 b c_{3}\left(a_{1}+a_{4}\right)}{a(n-1)\left(a_{1}+a_{4}\right)-2 b c_{3} k_{3} \exp \left(c_{3}\left(x+\left(2 b c_{3} /(n-1)\right) t\right)\right)} . \tag{31}
\end{equation*}
$$

However, the direct substitution of Eq. (31) into Eq. (28) results in the expression

$$
-\frac{8 b^{4}\left(a_{1}+a_{4}\right)^{2} c_{3}^{5} k_{3}\left(a(n-1)^{2}\left(a_{1}+a_{4}\right)+2 b c_{3} k_{3} \exp \left(c_{3}\left(x+\left(2 b c_{3} t /(n-1)\right)\right)\right) \exp \left(c_{3}\left(x+\left(2 b c_{3} t /(n-1)\right)\right)\right)\right.}{(n-1)\left(a(n-1)\left(a_{1}+a_{4}\right)-2 b c_{3} k_{3} \exp \left(c_{3}\left(x+\left(2 b c_{3} t /(n-1)\right)\right)\right)^{4}\right.}
$$

which is not zero in the general case. Thus, the function (30) cannot be a solution of Eq. (26). By the same token, we have verified that the other solutions (3.10) and (3.11) presented in Ref. [59] do not satisfy Eq. (26) as well. The same comments can be made for the incorrect solutions of Eq. (27) which are numbered as (3.16), (3.17), and (3.19) in Ref. [59], since they can be obtained by simply replacing $n$ with $-n$ in relations (3.9)-(3.11) of Ref. [59].

It is worth to mention here that we can solve Eq. (28) via the Exp-function method as follows: First of all, we can take $a=b=1$ in Eq. (28) without loss of generality. Thus, instead of Eq. (28), we can study the equation

$$
\begin{equation*}
v v_{t}+n v^{2} v_{x}+\left(\frac{1}{n-1}-1\right) v_{x}^{2}+v v_{x x}=0 \tag{32}
\end{equation*}
$$

Moreover, observe that if $v(x, t)$ is a solution of Eq. (32), then $-v(-x, t)$ is also a solution of Eq. (32). Taking the last remark and the issues outlined in the previous section into account, we first assume a function of the form

$$
\begin{equation*}
v(x, t)=\frac{a_{0}+a_{1} \exp (\xi)}{b_{0}+b_{1} \exp (\xi)}, \quad \xi=b(x-c t) \tag{33}
\end{equation*}
$$

and substituting in Eq. (32) we find that the equation
admits the solution

$$
v(x, t)=\frac{b b_{0}}{(1-n)\left(b_{0}+b_{1} \exp (\xi)\right)}, \quad \xi=b\left(x+\frac{b t}{n-1}\right)
$$

where $b_{0}, b_{1}$, and $b$ remain arbitrary. Thus, by setting $b_{0}=b_{1} b_{2}$, we conclude with the one-wave solution

$$
\begin{equation*}
v(x, t)=\frac{b b_{2}}{(1-n)\left(b_{2}+\exp (\xi)\right)}, \quad \xi=b\left(x+\frac{b t}{n-1}\right) \tag{34}
\end{equation*}
$$

where $b$ and $b_{2}$ remain arbitrary. Then, by assuming a function of the form

$$
v(x, t)=\frac{a_{0}+a_{1} \exp (\xi)+a_{2} \exp (2 \xi)}{b_{0}+b_{1} \exp (\xi)+b_{2} \exp (2 \xi)}, \quad \xi=b(x-c t)
$$

and substituting in Eq. (32) it is quite easy to verify that all solutions obtained are equivalent to Eq. (334). Of course, during the above process, we assume that $n \neq 2$, otherwise we have the classical Burgers equation which is known to be integrable. [60]

Regarding two-wave solutions, we attempted to solve Eq. (32) via the ansatz (29) but failed. We believe that the ansatz (29) is not convenient, since some intermediate constants are actually set equal to zero and some solutions may be missed. Alternatively, we followed Ref. [24] and searched for a two-wave solution of Eq. (32) in the form

$$
\begin{equation*}
v(x, t)=\frac{a_{10} \exp \left(\xi_{1}\right)+a_{01} \exp \left(\xi_{2}\right)+a_{20} \exp \left(2 \xi_{1}\right)+a_{11} \exp \left(\xi_{1}+\xi_{2}\right)+a_{02} \exp \left(2 \xi_{2}\right)}{1+b_{10} \exp \left(\xi_{1}\right)+b_{01} \exp \left(\xi_{2}\right)+b_{20} \exp \left(2 \xi_{1}\right)+b_{11} \exp \left(\xi_{1}+\xi_{2}\right)+b_{02} \exp \left(2 \xi_{2}\right)} \tag{35}
\end{equation*}
$$

where $\xi_{i}=b_{i}\left(x-c_{i} t\right) i=1,2$. However, a first study of the resulting algebraic system led only to two cases:
(i) $n=2$, which corresponds to the classical Burgers equation.
(ii) $b_{1}=b_{2}$ and $c_{1}=c_{2}$, which turns Eq. (35) into a one-wave.

Thus, the problem of finding multi-wave solutions for Eqs. (26) and (27) remains open.

## 9 Concluding Remarks

The Exp-function method has initiated an explosive reaction in the scientific community to find supposedly new exact solutions of nonlinear evolution equations. It is very likely that the flow of papers describing the application of
this method will continue in the future.
In this paper, unlike Ref. [35], we focus on some shortcomings of the Exp-function method only. First, we refer to two of the many papers in which the careless application leads to incorrect results. As mentioned in Step 5 of Sec. 2, substitution of Eq. (3) into Eq. (1) usually results in a highly nonlinear algebraic system. Thus, one encounters tedious calculations (even when using a computer algebra system) and must be extra careful not to make any mistakes, as well as not to miss any solution of the system, thus not to miss any solution of the equation. It would be wise always to check our results by direct substitution.

Secondly, we refer to some redundant calculations that should be omitted. Thus, the balancing procedure cannot
add much and should be left aside, while some cases of the Exp-function method are identical, and should not be considered as well, since they lead to the same solutions. Moreover, we refer to some examples where a single case or different cases of the Exp-function method lead to equivalent solutions. Thus, after finding some solutions, one should not leave them as they are, but rather compare them with each other and/or try to simplify them, by omitting some redundant constants or else.

To summarize, we believe that there should never be a blind trust in using the Exp-function method, one should always be able to justify why the output is a believable answer.

Last, we concentrate on a particular work, where the so-called double-Exp function method is used in order to produce both one-soliton and two-soliton solutions. We first show that all the results are wrong and present the correct one-wave solution. Then we argue on the ansatz (29) and propose the use of a form (35), as being more convenient. In fact, it is easy to verify that the single form

$$
\begin{equation*}
u(x, t)=\frac{f_{1}\left(\xi_{1}, \xi_{2}\right)}{f_{2}\left(\xi_{1}, \xi_{2}\right)}, \quad \xi_{i}=b_{i}\left(x-c_{i} t\right), \quad i=1,2 \tag{36}
\end{equation*}
$$

where

$$
\begin{array}{r}
f_{1}\left(\xi_{1}, \xi_{2}\right)=a_{10} \exp \left(\xi_{1}\right)+a_{01} \exp \left(\xi_{2}\right)+a_{20} \exp \left(2 \xi_{1}\right) \\
u(x, t)=\frac{\sqrt{2}\left(c_{1} \sqrt{2}+2 c_{2}+c_{2} \sqrt{2} x+2 c_{2} t\right) \exp (x \sqrt{2} / 2-t / 2)}{2\left[c_{0}+\left(c_{1}+c_{2} x+\sqrt{2} c_{2} t\right) \exp (\sqrt{2} x / 2-t / 2)\right]} \tag{37}
\end{array}
$$

where $c_{0}, c_{1}$, and $c_{2}$ are arbitrary constants. ${ }^{[36]}$ Of course, the generalization (36) of the Exp-function method cannot reveal such solutions, due to the initially assumed form of the solution. However, we can alternatively generalize relation (33) by considering polynomials in $x$ and $t$, instead of constants. Thus, we can assume that

$$
\begin{equation*}
u(x, t)=\frac{\left(a_{00}+a_{10} x+a_{01} t\right)+\left(a_{11}+a_{20} x+a_{02} t\right) \exp (\xi)}{\left(b_{00}+b_{10} x+b_{01} t\right)+\left(b_{11}+b_{20} x+b_{02} t\right) \exp (\xi)}, \quad \xi=b(x-c t) \tag{38}
\end{equation*}
$$

Clearly, using the ansatz (38), we can now reveal solutions such as Eq. (37).
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