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Abstract. The credibility of news cannot be isolated from that of its source. Fur-
ther, it is mainly associated with a news source’s trustworthiness and expertise. In
an effort to measure the trustworthiness of a news source, the factor of “is factual
or opinionated” must be considered among others.
In this work, we propose an unsupervised probabilistic lexicon-based opinion
mining approach to describe a news source as “being factual or opinionated”. We
get words’ positive, negative, and objective scores from a sentiment lexicon and
normalize these scores through the use of their cumulative distribution. The idea
behind the use of such a statistical approach is inspired from the relativism that
each word is evaluated with its difference from the average word. In order to test
the effectiveness of the approach, three different news sources are chosen. They
are editorials, New York Times articles, and Reuters articles, which differ in their
characteristic of being opinionated. Thus, the experimental validation is done by
the analysis of variance on these different groups of news. The results prove that
our technique can distinguish the news articles from these groups with respect to
“being factual or opinionated” in a statistically significant way.

1 Introduction

In today’s continuous news flow by various news providers the following two ques-
tions have gained importance: What makes a news source credible? What are the most
trustworthy news sources?

Journalism literature analyze news source credibility through the dimensions of
trustworthiness and expertise [Gaziano and McGrath (1986)]. The dimension of trust-
worthiness is further examined by the factors “is factual or opinionated”, “is biased or
unbiased”, “does or does not separate fact and opinion”, and “does or does not tell the
whole story” [Gaziano and McGrath (1986)].

This work covers the factor of “is factual or opinionated” as part of an effort to mea-
sure the trustworthiness of news sources. To address this factor, we propose a novel un-
supervised probabilistic lexicon-based opinion mining technique. For separating facts
from opinions, we take our intuition from the relativism. Our relativistic perspective has
two implications; first, it can be said that objectivity is not something that can be com-
puted on its own, rather it is the lack of any positive or negative sentiment. Second, for
calculating negativity and positivity we should find how different a word is (how much
more negative/positive) from the average word used in English. In order to find this rel-
ative strength of the words, we first get the sentiment (positive, negative, and objective)
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scores from a sentiment lexicon and normalize those scores by their cumulative distri-
bution. Although the proposed technique is classified as a lexicon-based technique, the
nature of calculating scores of words relativistically, allows this method to be applied
along with any kind of sentiment analysis technique.

We have used three different news sources in our experimental setup: Editorials,
New York Times articles, and Reuters articles. Editorials are opinion pieces that are
written or evaluated by the editorial staff. The New York Times articles are the regu-
lar news articles and Reuters articles are mainly factual wire agency pieces. Therefore,
each of these three sources demonstrates different level of opinionatedness. As an ex-
perimental hypothesis we claim that editorials are more opinionated than the regular
New York Times articles and these regular articles are more opinionated than the arti-
cles of the Reuters Agency. Our experimental results prove this claim statistically.

Our contribution comes in two different ways. To our knowledge there isn’t any
work that examines the credibility of news sources through the use of fact/opinion ra-
tio and second our method is the first method that uses Cumulative Distribution-based
normalization in sentiment scores.

In the remaining part of the article, we first refer to existing literature and our
contribution in the context. Section 3 describes our experimental setup covering the
dataset, knowledge-base and preprocessing, and sentiment analysis parts. In section 4,
we present our experimental results. Finally, we conclude our work and state possible
future research directions.

2 Related Work

Opinion mining, sentiment analysis, and/or subjectivity analysis deal with the compu-
tational treatment of opinion, sentiment, and subjectivity in text [Pang and Lee(2012)].
By opinionated, it means that a document or sentence expresses or implies a positive
or negative sentiment [Liu(2012)]. Classifying an opinionated text as either positive or
negative is termed as document-level sentiment-polarity classification problem [Pang
and Lee(2012)].

The emerging area of contradiction analysis models and analyzes conflicting opin-
ions. Subjectivity analysis is the general term that covers opinion mining, sentiment
analysis, opinion aggregation, and contradiction analysis [Tsytsarau and Palpanas(2012)].

Our work is an unsupervised probabilistic lexicon-based opinion mining technique
that is applied to news texts to determine their level of being factual or opinionated in
an effort to measure the credibility of the providing news source. Our related work is
structured as follows: First, the different approaches of opinion mining is described.
After that, similar work on news opinion mining is given.

In their survey on subjectivity analysis, Tsytsarau and Palpanas (2012) classifies the
different approaches of opinion mining as machine learning and dictionary-based, the
latter including the corpus statistics and semantic approaches.

A recent survey on multilingual sentiment analysis [Dashtipour et al.(2016)] goes
over the state-of-the-art sentiment analysis techniques and compares them on two stan-
dard datasets both in terms of their accuracy and computational cost. According to the
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accuracy, their comparison states that Support Vector Machines (SVM) is the best su-
pervised method. In the unsupervised category, on the other hand, semantic orientation
method of Singh et. al. (2013) outperforms the others.

The machine learning methods assign sentiment scores to documents based on a
model learned from document feature vectors and their known sentiments. The doc-
ument feature vectors are constructed either according to word presence or word fre-
quencies. Pang et al. (2002) in their work “Thumbs up?” predicts the sentence-wise
sentiments using the features mainly based on word presence by the classification al-
gorithms of Naive Bayes, Maximum Entropy, and Support Vector Machines (SVM).
Their results show that the predicted sentiment scores outperform the random baseline
and SVM has the superior performance.

Unsupervised approaches to document-level sentiment analysis are based on deter-
mining the semantic orientation (SO) of specific phrases within the document. If the
average SO of these phrases is above some predefined threshold the document is clas-
sified as positive and otherwise it is deemed negative. There are two main approaches
to the selection of phrases: a set of predefined part-of-speech (POS) patterns can be
used to select these phrases or a lexicon of sentiment words and phrases can be used
[Feldman (2013)].

The dictionary-based methods take the sentiment of each word from a dictionary
and aggregate the sentiment values of words through a weighting formula in order to
calculate the sentiment value of a text segment. The recent work in this category uses
different document sentiment aggregation formulas that make use of direct polarity
scores from dictionaries.

The unsupervised semantic orientation method [Singh et al.(2013)] is a state-of-the-
art lexicon-based method to classify documents (reviews) as either positive or negative.
In doing so, they make use of the semantic orientation values of adjectives. They extract
adjectives and aggregate the semantic orientation values of them for the document or
review. If the value exceeds a given threshold, the review is tagged as positive, otherwise
it’s evaluated as negative.

The concept of news credibility with its subdimensions is introduced first by Gaziano
and McGrath (1986). They define the credibility by trustworthiness and expertise of
news source. Moreover, they decompose the dimension of trustworthiness into more
concrete factors. Among those factors, “does or does not separate fact and opinion”,
and “is factual or opinionated” stand out.

Yu and Hatzivassiloglou (2003) uses a Naive Bayes classifier to distinguish articles
under News and Business (facts) from articles under Editorial and Letter to the Edi-
tor (opinions). Their document-level classifier is evaluated with respect to article type
labels (preassigned opinion and fact labels) that are part of the meta-data by the news
provider. Our approach differs from this work in three important ways: First, we pro-
pose to separate facts from opinions as part of an effort to measure the credibility of
news sources. Second, they use a supervised machine learning algorithm to separate
facts from opinions at the document level using different features like the average se-
mantic orientation score of the words. We use an unsupervised, statistical technique to
make this separation at the corpus level. Last, our experimental design differs. We have
three groups of article sets that are known to be different in being factual or opinionated.
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The experimental hypothesis is our technique is influential in identifying the degree of
being factual or opinionated. Analysis of variance is applied to test this hypothesis.

Morinaga et. al. (2002) and Bethard et. al. (2004) create an opinion-indicator lexi-
con by looking for terms that tend to be associated more highly with subjective-genre
newswire, such as editorials, than with objective-genre newswire [Pang and Lee(2012)].

3 Experimental Setup

In this section we describe our dataset and the details of our lexicon-based sentiment
analysis technique.

3.1 Dataset

Our data consists of articles from three different sources: The New York Times’ Ed-
itorials, The New York Times’ articles [Sandhaus(2008)] and Reuters’ articles [Rose
et al.(2002)]. The New York Times (NYT) corpus contains approximately 1.800.000
articles, published in New York Times between January 1st. 1987 and June 19th. 2007.
The Reuters corpus has around 800.000 articles, published between July 20th, 1996 and
July 19th, 1997.

The reason behind this dataset selection is, they have a distinguishing property that
we will try to verify with our tests. While The New York Times is a news source that
publishes regular news articles, Reuters is a news agency, and because of this Reuters
articles are expected to be briefer and freer from opinion of the authors. On the other
hand, The New York Times, although it can be very objective too, is more likely to
have opinions. This assumption comes from the fact that, the aim of Reuters and such
wire agencies is to provide information to other news sources, and to do so, it should
be, and in most of the cases actually is, more fact-based and pure. As Fenby states
[Fenby(1986)], objectivity is the philosophical basis for wire agencies and as these wire
services are preselectors and preprocessors of news the emphasis had to be on hard facts
rather than comment. Regular news sources, on the other hand, have a particular audi-
ence to address, so they tend to have more emotions and opinion on articles to conform
with the general view of their audience. Although it is stated that there should be a dif-
ference between the two sources in terms of subjectivity, both sources are expected to
be objectively written in contrast to the editorials which are written for the purpose of
projecting the author’s ideas.

By using these three types of data, we aimed to create an environment with three
levels of objectivity: editorials, news articles and news agency articles where the objec-
tivity increases from the first to the last.

3.2 Knowledge-base and preprocessing

In our work, for calculating words’ score we used SentiWordNet [Esuli and Sebas-
tiani(2006)], which is a sentiment dictionary that relies on the WordNet [Miller(1995)]
dictionary for English words. Since the SentiWordNet scores individual words accord-
ing to their POS tags, we used maximum-entropy (CMM) part-of-speech tagger of Stan-
ford NLP Group [Toutanova et al.(2003)].
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3.3 Sentiment Analysis

We have built this method on the idea of relativism by making two important analogies
to it. First, it can be said that objectivity is not something that can be computed on its
own, rather it is the lack of any positive or negative sentiment. Any kind of calculation
on objectivity should be built relatively to the negative/positive scores. So, computing
the objectivity scores without considering the negative or positive scores will not help
us in achieving our goals. Second, calculating negativity and positivity is an important
issue in itself. The analogy to relativity helps us particularly here. The notion of negative
or positive sentiment comes from the fact that it is more negative/positive than the usual
words used by people in ordinary contexts in daily life. There is no such thing as the
universal notion of negativity or positivity. So, if we want to determine the negativity of
a word, we should find how different it is (how much more negative) than the average
word used in English. In order to accomplish that, we had to find the nature of our data
and find what the properties of an average word are.

Table 1. Example of Scores from CDF

SentiWordNet Score Objective prob. (%) positive prob. (%) negative prob. (%)
0 0 0 0

0.025 0.01 19.36 11.07
0.05 0.14 82.30 71.09
0.1 0.28 85.53 84.66
0.25 1.26 91.44 89.62
0.75 17.58 99.85 99.67
0.9 24.78 99.98 99.86
0.95 58.02 99.98 99.98

0.975 94.58 99.99 99.99
1 100 100 100

We made use of the Cumulative Distribution Function (CDF) Graphs in order to
learn the aforementioned nature in our data. CDF of all words gave us the relative po-
sition of a word, which, in turn, gives us an insight of how much that word differs
from the average word in dictionary. We extracted the score of every single word on
SentiWordNet and using the word’s score, we calculated the probability of being posi-
tive/negative as the probability of seeing a word with such a positivity/negativity score
in a text by finding the underlying area of the curve in CDF. Table 1 shows a sample of
outputs from the CDF graphs for each category. For instance, the word “speculation”
has SentiWordNet scores of 0.675, 0.125, 0.250 for objectivity, positivity and negativ-
ity. Using the CDF based normalization, the scores for objective, positive and negative
probabilities become approximately 0.15, 0.86, 0.90 respectively.

4 Experimental Results

We perform the sentimental measurements at the sentence-level, and then combine them
to make the corpus-level decision of being factual or opinionated.
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Table 2. Summary Statistics of Positive and Negative Scores at the Corpus Levels

Editorials NYT Reuters
Mean of Positive Scores 0.32783 0.28363 0.22636
Median Positive Scores 0.32787 0.25194 0.23227
SD of Positive Scores 0.05323 0.09969 0.10252
IQR of Positive Scores 0.06816 0.12195 0.12154

Mean of Negative Scores 0.26938 0.20059 0.17295
Median of Negative Scores 0.26262 0.20885 0.17648

SD of Negative Scores 0.04395 0.08377 0.09523
IQR of Negative Scores 0.04807 0.10634 0.12238

To compute the degree of being factual/opinionated at the corpus levels, we cal-
culated summary statistics of positive and negative scores for all the datasets. Table 2
shows the mean, median, standard deviation, and interquartile range (IQR) of sentences
we get from the entire corpus. Mean-standard deviation and median-IQR values are
useful pairs to observe the statistical characteristics. By the way, each sentence is taken
into account independently without emphasizing which document they belong to.

If we take a look at the positive scores, we will see that the median score is gradually
decreasing from 32.78 percent in editorials to 25.19 percent in NYT and finally 23.22
percent in Reuters, as expected. The same thing applies to negativity too. The probabil-
ity of an average article to be negative is decreasing from 26.26 percent in editorials to
20.88 percent in NYT and finally to 17.64 percent in Reuters articles. There is almost 5
percent decrease in scores from editorial to NYT.

To test the significance of corpus-level positive and negative score differences, we
applied analysis of variance on these different corpora. The analysis of variance (refer
to Table 3) generates the F-score of negativity as 2370.54 and the F-score of positivity
as 8765.38, and both of them lead to a p-value of 2x10−16 . So, we can reject the null
hypothesis, stating that editorials, NYT articles and Reuters are equal in objectivity.

Table 3. Results of Analysis of Variance

F p-value
Positive scores 8765.38 2x10−16

Negative Scores 2370.54 2x10−16

Furthermore, we applied Scheffé test to see how those three sources can be com-
pared pairwise. By looking at Table 4, we can safely say that all three sources are fairly
different from each other with p-scores lower than 0.05.

As a comparison base, we selected the unsupervised semantic orientation method
by (Singh et al. 2013) as according to a recent survey (Dashtipour et al. 2016) it’s the
best state-of-the-art lexicon-based method in terms of its accuracy.

We performed first the analysis of variance on the semantic orientation scores of
editorials, regular New York Times articles, and Reuters articles and then applied the
Scheffé test to decide on the pairwise differences on being opinionated. The summary
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Table 4. Results of Scheffé Tests

Comparison F p-value
Negative(Editorials vs. NYT) 7.99 3.38x10−4

Negative(Editorials vs. Reuters) 15.65 1.59x10−7

Negative(NYT vs. Reuters) 2355.56 0
Positive(Editorials vs. NYT) 2.82 5.98x10−2

Positive(Editorials vs. Reuters) 14.85 3.55x10−7

Positive(NYT vs. Reuters) 8751.78 0

statistics of the semantic orientation scores can be found in Table 5, and the analysis of
variance and Scheffé test results can be observed in Table 6. The analysis of variance
results show that the unsupervised semantic orientation method can make a separation
among groups that are editorials, regular New York Times articles and Reuters articles
in a statistically significant way. As for Scheffé test’s results, the method fails to sep-
arate editorials from regular New York Times articles in a statistically significant way.
For this pairwise assessment, our method is better as it does make the separation in a
statistically significant way.

Table 5. Summary Statistics of Semantic Orientation Scores at the Corpus Levels

Editorials NYT Reuters
Mean of SO Scores 11.06667 11.98192 3.012828

Median of SO Scores 11 6 1
SD of SO Scores 8.270985 17.17534 5.08865
IQR of SO Scores 9.5 17 4

Table 6. Test Results of Semantic Orientation Scores

F p-value
Analysis of Variance SO scores 60088 2x10−16

Scheffé Tests SO(Editorials vs. NYT) 0.784695
SO(Editorials vs. Reuters) 0

SO(NYT vs. Reuters) 0

Although the aim of this paper is to find the factual/opinionated ratio of news
sources, we add an additional experiment to see how it will perform under different
circumstances, namely the binary document polarity task using the standard product
review dataset (Blitzer, Dredze, and Pereira 2007). We had an overall accuracy of 52
percent due to 96 percent in positive reviews and 10 percent in negative ones. Our
implementation of the unsupervised semantic orientation method, on the other hand,
produced an overall accuracy score of 62 percent attributed to 73 percent in positive re-
views and 53 percent in the negatives. It seems sufficient to compare against this work
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as it is the best lexicon-based method for this task and in general the second best after
SVM with respect to the accuracy (Dashtipour et al. 2016).

5 Conclusion

We have presented a technique to evaluate news sources’ degree of being factual or
opinionated in an effort to measure their credibility. The technique assigns positive or
negative sentiment scores to words using their cumulative distributions in a sentiment
lexicon (SentiWordNet).

As we consider the cumulative distribution of the words in the lexicon, the scores
we get are already normalized. Comparisons are done at the news source (corpus) level
and each sentence is taken into account independently without emphasizing which doc-
ument it belongs to. The technique’s unsupervised statistical nature allows it to be ap-
plied along with any kind of sentiment analysis technique whether it is a lexicon-based
model or a machine learning based model.

6 Future Work

Although the results are convincing, any future attempt at this subject should consider
the context in which words are written. It is expected to perform much better since the
objectivity and sentiment of a word can change drastically depending on the context.
Furthermore, finding the context and the subject of the article (finance, sports, politics
etc.) is important for any kind of analysis because it is acceptable to assume that in
different areas of news, emotions are expressed in different ways. So, in future, topic
modeling should be added to this method to calculate the shifts in positivity/negativity
and improve the results.

In our project, we focused only one of the factors that leads to the credibility of
news sources. However, in order to get the bigger picture it is necessary to investigate
other factors, too. In this regard, we are also planning to add a second factor, “biased
or unbiased”, to our analysis of trustworthiness to cover the credibility of news sources
more.
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