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Abstract. Especially in the first decade of this century, learner adapted 
interaction and learner modeling are becoming more important in the area of 
web-based learning systems. The complicated nature of the problem is a serious 
challenge with vast amount of data available about the learners. Machine 
learning approaches have been used effectively in both user modeling, and 
learner modeling implementations. Recent studies on the challenges and 
solutions about learner modeling are explained in this paper with the proposal 
of a learner modeling framework to be used in a web-based learning system. 
The proposed system adopts a hybrid approach combining three machine 
learning techniques in three stages. 
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1   Introduction 

Although the concept of learning from distance have been around for a long time, 
recent developments in communication technologies and internet itself have opened 
up a wide variety of possibilities of people who are in need of learning. The concept 
of web-based learning has been studied for more than a decade and it is closely 
related with developments in the Internet technology. 

Considering the current stage of web-based learning as a preparatory period for the 
future, most striking advantages of asynchronous distance learning can be emphasized 
to be used in web-based learning systems [1]. Asynchronous distance learning is 
based on the fact that the learner should learn at his / her own pace, from any place, 
and at any desired time. The idea of being able to learn anytime and from anywhere 
could easily be the most interesting aspects of web-based learning systems. However, 
the nature of anytime-anywhere learning also opens up new problems such as 
solicitation of the learner. This handicap can be engaged by deploying proper 
individualization and personalization mechanisms, which can also be called adaptive 
web-based learning. 
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Adaptivity issue is not only crucial for academic purposes. Popular web-based 
learning solution providers are also working on improving interaction possibilities for 
individualization and customization of their service [2]. The adoption of advanced 
presentation technologies are definitely easier than adopting and / or integrating 
similarly advanced adaptive mechanisms. Self [3] also remarks on the importance of 
artificial intelligence techniques in the future of education. 

Learner modeling and related issues are explained in the following section of the 
study. Machine learning for the use of learner modeling is discussed, a survey about 
proposed solutions on machine learning based learner modeling is given, and a 
proposal of a learner modeling framework for adaptive web-based learning is given in 
section 4. 

2   Learner Modeling in Web-Based Learning 

The generation of learner models resides in the heart of enhancing interaction 
between the learner and the web-based learning systems. Without the use of proper 
learner models, web-based learning systems might easily fall into the fallacy of 
drowning the learner with information flooding in the name of enhancing interaction. 

Sison and Shimura [4] define learner modeling as the construction of a qualitative 
representation called learner model that accounts for learner behavior in terms of a 
system’s background knowledge. Here, learner behavior refers to a learner’s 
observable response to a particular stimulus in a given domain that serves as the 
primary input to a learner modeling system. The background knowledge consists of 
the correct facts and principles of the domain, and the misconceptions and errors 
committed by learners in that domain. The resultant learner model would be an 
approximate primarily qualitative representation of learner knowledge and skill level 
in the domain or corresponds to specific aspects of the behavior of the learner. 

Webb et al. [5] categorize the purposes for which user models are developed as; 

• The cognitive processes that underlie the user’s actions, 
• The differences between user’s skills and expert skills, 
• The user’s behavioral patterns, 
• The user’s characteristics. 

They also emphasize that first two purposes are usually handled in early 
applications while user’s preferences and behavioral patterns are having been 
developed since a decade before. The user models that are aimed at exploiting the 
user’s characteristics are rare. 

The generation of useful learner models is both a necessity, but also very 
troublesome to achieve in practice. Aiken and Epstein [6] address this problem by 
considering that web-based education practices should accommodate diversity and 
acknowledge that learners might have different learning styles and skill levels. This 
has been a major goal in many of the education systems that have been developed. 
Here, they argue that this goal hasn’t yet been met because it is a very hard problem. 
They emphasize on the importance of learning styles with the teachers’ point of view, 
and note that the objective of influencing humans for the better without 
acknowledging diversity and different learning styles is not possible. Diverse teaching 
styles are required to stimulate maximum learning and creativity. 
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Deploying machine learning techniques over the hard problem of learner modeling 
also unfolds the concept of intractability. Hence, learner modeling could be 
considered as a problem that is solvable in theory, but may not be solved in practice 
for a relatively simple modeling task is clearly intractable. Self [7] considers the case 
of learner modeling by means of machine learning as a search problem underlying 
direct machine learning approach to inferring possible cognitive process models. 

The debate about learner modeling can be extended to the point of considering the 
role of the model generated by means of machine learning. Baker [8] describes a 
learner model as a computational model corresponding to some aspect of the teaching 
or learning process which is used as a component of an educational artefact. A 
computational or cognitive model of the learner’s problem solving can be integrated 
into a computer-based learner environment as a learner model. The idea is enabling 
the system to adapt its tutorial interventions to the learner’s knowledge and skills. 
Such a model-component can be developed on the basis of existing artificial 
intelligence techniques, and refined by empirical evaluation. The computational 
model of learner reasoning or problem-solving in a restricted knowledge domain can 
be used as a component of an intelligent tutoring system that attempts to model the 
evolution of an individual learner’s problem solving processes throughout an 
interaction between the human learner and the intelligent tutoring system of which the 
learner model is a component (e.g. the model-component should be able to predict 
changes in the learner’s cognitive states that result from providing some specific 
knowledge. Baker [8] especially underlines the model-component is precisely a 
functional component of a tutoring system architecture. 

In short, several different studies in literature indicate that learner modeling is the 
most important yet hardest part of a web-based learning system. The next section of 
this study approaches this problem from machine learning perspective; pointing out 
the challenges in using machine learning for learner modeling, and surveying several 
proposed solutions in literature. 

3   Machine Learning for Learner Modeling 

The main aspect of modeling itself relies on building up a theoretical construct over 
any kind of process from the real world. Once a model is constructed, reasoning from 
that model could be made possible with a degree of diverging from real world as 
several assumptions are held in the generation of that model. Machine learning 
approaches are widely used for modeling both in industry and academic environments 
because of the complex relationships that are hard to be represented in mathematical 
formulation. Considering the variety of information that could be made available 
when a learner effectively gets involved in a web-based learning system, the modeling 
of the learner might easily become a quite complicated task. Hence learner modeling 
by means of machine learning could be an interesting issue for the benefit of adaptive 
web-based learning systems.  

3.1   Challenges 

Webb et al. [5] also argue that situations in which the user repeatedly performs a task that 
involves selecting among several predefined options appear ideal for using standard 
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machine learning techniques to form a model of the user. The information available to 
the user can describe the problem and the decision made can serve as the training data for 
a learning algorithm. The main idea is creation of a model of a user’s decision making 
process that can be used to emulate the user’s decisions on future problems. 

In spite of such an encouraging point of view for machine learning based learner 
modeling, it also opens up several serious challenges that should be taken into 
account. Webb et al. [5] name four main issues of these challenges as: the need for 
large data sets, the need for labeled data, concept drift, and computational complexity. 
The learning algorithm does not build a model with acceptable accuracy until it sees a 
relatively large number of examples, and it imposes a significant importance for the 
initialization of a proper initial model in the absence of large data sets. The need for 
labeled data is also an important factor because the supervised machine learning 
approaches being used require explicitly labeled data, but the correct labels may not 
be readily apparent from simple observation of the user’s behavior. The issue of 
concept drift takes the potential changes in user’s interests and profile into account. 
As Widmer and Kubat [9] remark in their study, it is important that learning 
algorithms should be capable of adjusting to these changes quickly. Webb et al. [5] 
also argues that while academic research in machine learning is often dominated by a 
competitive race for improved accuracy, computational complexity is a very critical 
issue for deployment in high-volume real-world scenarios. Computationally 
expensive algorithms could be interesting if they can be applied in scenarios where 
models can be learned offline. 

3.2   Proposed Solutions 

There are various implementations of machine learning approaches on learner 
modeling in literature. The implementations also cover a wide range of educative 
purposes making use of the data about the learner. The significant studies in literature 
rely on namely Bayesian networks, neural networks, fuzzy systems, nearest neighbor 
algorithms, genetic algorithms, etc. and also hybrid systems which consist of 
combinations of different machine learning techniques. 

Bayesian Networks 
Garcia et al. [10] propose a Bayesian network model for detecting learner learning 
styles based on the learning styles defined by Felder and Silverman [11]. They 
implemented their study over 27 computer science engineering learners taking an 
artificial intelligence course. They compared the results of their approach with Index 
of Learning Styles questionnaire proving that Bayesian networks are effective in 
predicting the perception styles of the learners with high precision. 

Xenos [12] proposes a Bayesian network model to support education 
administrators and tutors in making decisions under conditions of uncertainty. They 
implemented their study in one of the modules of an informatics course over 
approximately 800 learners. The idea is modeling learner behavior in order to make 
predictions about the success and drop-out rates of the learners for assisting 
administrators’ decisions. They remark on the satisfactory results of the proposed 
system and proved that it can be a valuable tool in decision-making under conditions 
of uncertainty. 
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Millan et al. [13] propose a Bayesian learner model to be integrated with an 
adaptive testing algorithm. They tested their study over simulated learners which also 
had been used in literature before [14], [15], [16]. The results obtained indicate that 
Bayesian integrated model produces highly accurate estimations of the learners’ 
cognitive states. 

Van Lehn and Niu [17] studied the effectiveness of a learner modeler based on 
Bayesian networks which is used in Andes physics tutoring system [18]. Andes 
implement a Bayesian solution to the assignment of credit problem by converting the 
solution graph to a Bayesian Network. The basis of their research is making a 
sensitivity analysis on the effective performance of the learner modeler in order to 
understand it better. 

Bunt & Conati [19], [20] studied on the generation of a learner model that can 
assess the effectiveness of a learner’s exploratory behavior in an open learning 
environment. The learner model is based on Bayesian network, and developed to be a 
part of The Adaptive Coach for Exploration System [21]. The study is realized with 
the cooperation of five first-year university learners who have not taken a university 
math course before. They explain that observations from test results are encouraging. 

Reye [22] proposes a learner model structure based on Bayesian belief networks. 
The idea is gathering information about learners’ interactions with the system, and at 
the same time the model follows the changes in learners’ knowledge levels 
independently of interactions with the system. He remarks on the computational 
efficiency of a Bayesian belief network based learner model, and points out the 
advantages both for intelligent tutoring system designers, and for efficient local 
computation in an implemented system. 

Castillo et al. [23] propose an adaptive Bayesian learner modeler rather than a 
Naïve Bayesian one which has been integrated in the learner modeling module of a 
web-based learning system named as GIAS. The learner modeling process is based 
upon Felder and Silverman’s Learning Styles [11], and Felder and Solomon’s Index 
of Learning Styles Questionnaire [24]. They compared the adaptive Bayesian learner 
modeler with the non-adaptive by simulating concept drift [5], [9] scenarios using 
artificial datasets. Their experimental results proved that implementing an Adaptive 
Bayesian modeler leads to improvement in dealing with the problem of concept drift. 

Neural Networks 
Yeh and Lo [25] demonstrates a neural network based learner modeling approach to 
be used in computer aided language learning. The learner model processes the 
learner’s browsing behavior over the system using a multi layer feed forward neural 
network. The number of neurons to be used in the network is settled by means of 
applying a genetic algorithm for decision. The proposed system is implemented with 
46 college freshmen in a freshman English course. The analysis of variance that has 
been implemented indicates the suitability of the proposed neural network model. It 
has been addressed that fast execution of neural network makes it possible to assess 
the learner’s meta-cognitive level with real-time immediacy, and it could be used to 
developed adaptive educational systems. 

Villaverde et al. [26] proposes a feed-forward neural network model for exploiting 
the learning styles of learners. The system aims at classifying the learners based on 
their learning styles defined by Felder and Silverman [11]. An artificial dataset is 
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generated for experimentation by simulating the actions of learners. They emphasize 
that the information gathering mechanism is imperceptible to learners and the system 
can recognize learning styles changes over a time period. 

Curilem et al. [27] propose a formalization of intelligent tutoring systems, and 
models the learner preferences with neural networks to be used in an adaptive 
interface mechanism. The application of the formalization focuses on interface 
configuration. They emphasize on the importance of implementing didactic ergonomy 
[28] relevant in the actual context where personalization is considered fundamental 
for education. Overall system administrates the resources, strategies, and learner 
models used to build activities. 

Other Approaches 
Tsiriga and Virvou [29] propose a framework for the initialization of learner models 
in web-based educational applications. The main idea is initializing a learner model 
with the combination of stereotypes, and then the new model of the learner is updated 
by applying the distance weighted k-nearest neighbor algorithm among the learners 
that belong to the same stereotype category with the new learner. They implemented 
the framework on a language learning system called Web-based Passive Tutor [30] 
with 117 learners belonging to different stereotype categories. The results of the 
evaluation indicates that with the use of framework, more detailed learner models 
could be built more quickly as opposed to the non use of such framework. 

Andaloro and Bellomonte [31] propose a system called ‘Forces’ for modeling the 
knowledge states, and learning skills of the learners in Newtonian Dynamics. The 
learner data is being recorded, and a fuzzy algorithm is applied to follow the cognitive 
states the learners go through. The evaluation of the learning process is carried out 
using an algorithm based on fuzzy set theory. 

Huang et al. [32] propose an intelligent learning diagnosis system that supports a 
web-based thematic learning model. The system processes the log files of the learners 
and guides the learners in improving their study behaviors as well as helping the 
instructors on grading with online class participation. While support vector machines, 
naïve Bayesian, k-nearest neighbor algorithms process the data on learner profile 
database to update the learner assessment database, the fuzzy expert system works on 
the learner profile to update both the learner assessment database and learner 
diagnosis database. The system also predicts the achievement of the learners’ final 
reports. The system is implemented on two fifth grade classes at an elementary 
school. The experimental results indicate that proposed learning diagnosis system can 
efficiently help learners on theme-based learning model. 

Stathacopoulou et al. [33] propose a neuro-fuzzy learner modeling system to 
diagnose the errors of high-school learners by collecting the data with simulation 
tools related to a course, namely vectors in physics and mathematics. The system is 
tested with simulated learners with different knowledge level categories and their 
behaviors correspond to fuzzy values. A feed-forward neural network was also trained 
to for error classification purpose. 

3.3   Future Projections 

Considering that the adaptivity and individualization issues are at utmost importance 
in today’s web-based learning solutions, it will not be surprising that learner modeling 
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will be not less, even more important in future studies. Here, McCalla [34] argues that 
the ability to adapt to users will be a prime feature of any intelligent information 
system in future, and with vastly enhanced bandwidth, user modeling will be 
transformed into making sense out of too much knowledge, rather than trying to do 
with too little. He also argues that since learner modeling activity will be associated 
with the end application itself, learner models created by end application will exist 
only as long as the application is active; so many learner models will be created over 
a span of time as a learner moves from task to task. He also remarks that the need for 
realistic response times will mean that the ability to reason under resource constraints 
will be an essential aspect of any model, which is also similar to computational 
complexity challenge emphasized by Webb et al. [5]. 

Papatheodorou [35] also remarks that; machine learning offers a suite of powerful 
techniques either for user model acquisition or for user community induction while 
supporting complex decision making tasks. He concludes that user modeling should 
focus on rapid and online learning techniques in future so that small sets of training 
cases should be evaluated whenever a learner interacts with the system, and the 
updated user models could be used in upcoming sessions. 

4   Proposed Learner Modeling Framework 

We assume that the structure of web-based learning system should be in multi-layered 
sense. The multi-layered architecture comprises three layers, namely; the learning 
management system (LMS), the learner modeling system, and the user interface. As 
depicted in Fig. 1., the learner modeling system layer is planned to act as a mediator 
between the user interface and learning management system. 

 

Fig. 1. Layered structure of web-based learning system 
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Fig. 2. Another view of web-based learning system proposed in this study 

The system works on the basis of processing the incoming learner data from the 
user interface by the learner modeling system, and triggering the learning 
management system with the help of learner models generated on the middle layer. 
Another view of the web-based learning system in layered structure is given in Fig. 2. 
The main idea is providing the learner with proper education material to meet his/her 
learning model. 

Designing a learner modeling framework with considerations above can bring up 
three main questions: 

• What should be taught? 
• Which learning theory should the learner model be based upon? 
• How should the learner model be updated via machine learning? 

4.1   What Should Be Taught? 

Assuming that the below parameters could be important for practicability: 

• It should be an interdisciplinary area within the interest of many learners 
with from very different age groups, so that there will be enough candidates 
for implementation, 

• A wide range of possibility for individualization when compared to other 
concept areas, 

• and the ease of acquiring different teaching materials serving different 
learning styles. 

Considering the above parameters, the teaching of English as a second language 
(ESL) has been chosen for the first implementation. 
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4.2   Which Learning Theory Should the Learner Model Be Based Upon? 

Felder & Silverman’s learning and teaching styles [11] have been chosen as basis for 
creating the learner models. This model categorizes the characteristics of learners in 4 
sections which are; active/reflective, sensing/intuitive, visual/verbal, and 
sequential/global. The parameters are not actually binary, e.g. learners are both active 
and reflective at the same time, but with various tendencies on each side. This model 
has also been adopted and implemented successfully in several studies [10], [23], 
[26]. 

4.3   How Should the Learner Model Be Updated Via Machine Learning? 

The system proposed consists of three stages. Bayesian networks, fuzzy systems, and 
artificial neural networks are planned to be implemented as a hybrid system. The 
overall system architecture is shown in Fig. 3. 

 

Fig. 3. Overview of learner modeling architecture proposed in this study 

4.3.1   Stage I (Bayesian inference) 
There will  be three different parameters to be used in generating a prior belief about 
the learning style of each user; the self-test, the knowledge from other scientific 
studies, and the arithmetic mean of the self-test results of the learned group. 
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4.3.1.1   Self-test. The learner will be given a self-test (e.g. Index of Learning Styles 
Questionnaire – ILS [24]) and the results of the test are saved as Ai parameter vector 
of the learner model. 

4.3.1.2   The Knowledge from Other Scientific Studies. The learner model will be 
provided with Bi parameter vector which has the learner parameters of similar 
background and age groups exposed in other studies, such as the study of 
Montogomery [36] which gives information on the learning styles of junior 
engineering students. 

4.3.1.3   Group Parameters. This is the mean of self-test parameters Ai vectors of all 
students who are enrolled for the same course at the same time. This parameter 
vector, namely Ci, will be saved as another input for the learner modeling system. 

• Ai vector affects with the weight of k (0 < k < 1) 
• Bi vector affects with the weight of m (0 < m < 1) 
• Ci vector affects with the weight of [1 – (k+m)] 

and the summation of above three will give the overall prior belief (Pi) about the 
learning style of the learner. The parameters k and m can be initialized as k=0.33 and 
m=0.33 at the startup the learner modeling system. 

Assuming that the course consists of modules, (such as 1.1, 1.2, 1.3 etc…) learner 
behaviors and learner preferences on each module will be recorded and the learning 
style belief will be updated after the completion of each module as Ri vector with the 
help of Bayesian inference. (It was Pi = Ri at the startup) 

4.3.2   Stage II (Fuzzy Logic) 
The learner model parameter vector at startup was named as Pi, and the last parameter 
vector after Bayesian updates was named as Ri. When the module is completed, the 
difference between Ri and Pi vectors will be depicted as an error vector Ei and will be 
fed as input into a fuzzy system with a proper rule base to update the k and m 
parameters depending on the amount of errors in parameter vector. The fuzzy system 
will update the Pi vector depending on the new k and m parameters and this new 
vector will be the startup learning model parameter vector for the next module. 

4.3.3   Stage III (Neural Network) 
The initial Pi parameter vector of each learner, and the last updated Pi parameter 
vector of the learner after all of the modules of the course has been completed will be 
recorded in the system. Following the collection of a data set of at least a few course 
completions, these input-output pairs will be fed into a neural network system as 
training input. Accordingly when a learner is registered in the system for the first 
time, his/her first initial Pi vector will be processed via trained neural network the in 
order to predict the updated version of learning model parameter after the course. In 
that way, instead of initializing the k and m parameters as 0.33 and 0.33 at startup, the 
predicted neural network weights will be used as initial conditions of k and m. 

However, the stage three is optional, because there has to be enough training data 
in order to train the neural network. So the third stage is not applicable unless there is 
sufficient number of completed course data. If there is not enough data for prediction, 
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it would be better to apply only the first and the second stages for creating the learner 
model. 

5   Conclusion 

Individualization and customization issues are becoming more popular in web-based 
services that have direct interaction with users. Enhancing the computer-learner 
interaction to increase adaptability of web-based learning systems in the light of 
proper learner modeling studies is very important for successful implementations of 
web-based learning systems. It has been proven by the previous studies that adaptivity 
and adaptability of web-based learning systems positively enhance the interaction 
with the learners. Considering modeling of the learner as a hard problem, several 
techniques have been used for different purposes in literature. This paper briefly 
surveys current trends in machine learning based learner modeling approaches for 
adaptive web-based learning platforms, and also consists of the challenges and 
arguments about the future of learner modeling. 

In this study, the structure of a web-based learning system is considered in modular 
sense. The learner modeling framework proposed in this study can have a crucial role 
as a mediator between the learning management system and user interface. The 
collected data from the user interface is planned to be processed by learner modeling 
system for the generation of learner models. In that way, the learner models can 
trigger the adaptive content organization mechanisms embedded in the learning 
management system.  

While the learner directly interacts with the user interface, the incoming data from 
the user interface is saved in the system as learner behaviors and learner feedbacks in 
a given time period. The system is planned to support the modern content delivery 
standards and to possess intelligent adaptive functions. 
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