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Abstract— In this paper, obtaining approximate solution of
Fokker-Planck-Kolmogorov (FPK) Equation using compactly
supported functions has been discussed. With specific choice
of such functions as piecewise multivariable polynomials which
are supported on ellipsoidal regions, the parameters to be
determined can be considerably decreased compared to Multi-
Gaussian Closure scheme [1]. An example commonly considered
in the literature has been analyzed and the proposed method
has been compared with the Multi-Gaussian Closure scheme.
The simulation results indicate that the new scheme is quite
successful even if the driving noise is not white Gaussian, but
has an exponential correlation function with small correlation
time.

I. INTRODUCTION

The effect of indeterministic inputs on dynamical systems
can be considered in the view of Fokker-Planck-Kolmogorov
(FPK) formalism [2], [3]. This formalism gives one the ability
to transform the random dynamical systems evolving in the
state space under the influence of Gaussian White noise either
in additive or in multiplicative form, to a new dynamical
system evolving in the space of probability density functions
stated in terms of a linear parabolic partial differential equa-
tion, the Fokker-Planck-Kolmogorov equation. It is known that
an exact solution of the FPK equation is generally hard to
find and in some special cases exact solution is known [4]–
[9]. Many approximate methods have been developed, such as
the variational methods based on the eigenfunction expansion
of the probability density function (pdf) [10], [11], iterative
methods based on the solution of an integral equation [2], [12],
the maximum entropy approach originated by the classical
work of Janes [13] in which the solution of the FPK equation
is presented by an infinite dimensional dynamical system of
the moments of the pdfs [14], [15] and weighted residual
schemes [16]–[20]. A simple approach is the Gaussian Closure
(GC) method where the solution is assumed to be Gaussian
and the parameters of the Gaussian pdf are chosen in order
to minimize the approximation error. This approach has been
extended to Multi-Gaussian case in which the solution is
assumed to be the sum of Gaussian pdfs [1]. Another variant
of this method called Exponential Closure is to use the
exponential functions of polynomials of the state variables,
instead of Gaussian assumption [17], [18]. In these methods,

solution of the FPK equation in the weak sense is reduced to
a solution of nonlinear algebraic equations.

The Gaussian Closure is unsuitable when the system is
highly nonlinear or when multiplicative random excitations ex-
ist. In order to eliminate these drawbacks, the Multi-Gaussian
Closure method is used, but in this case the number of free
parameters to be determined is very much, so that the method
may not be feasible for high dimensional systems.

In this paper, the FPK equation arising from the stochastic
dynamical system driven with Gaussian white noise has been
introduced and a new method based on the weighted residual
scheme has been proposed, in which compactly supported
multivariable polynomial functions (CSP) have been used
to simplify the problem of obtaining and solving nonlinear
algebraic equations which represent the FPK equation. The
example of bistable system is given to clarify the usefulness
of this newly proposed method.

II. THE FOKKER-PLANCK-KOLMOGOROV EQUATION

Consider the following stochastic differential equation

dx
dt

= f (x)+g(x)η (1)

x(0) = x0

where t ≥ 0, x = (x1 · · · xn)
T ∈R

n, f (x)∈R
n, g(x)∈R

n×n and
η(t) is the white noise defined as η(t) ,

( dω1
dt · · · dωn

dt

)T

where ωi, (i = 1, . . . ,n) are 1-D Wiener processes with
E{ωi(t)} = 0, E{ωi(t)ωi(t + τ)} = 2δ(τ), and E{·} denotes
the expectation operator.

The density function p(x, t)∈ D(Rn) of the states x, at time
t can be defined as

prob{x(t) ∈ B ⊂ R
n} =

�
B

p(z, t)dz (2)

where prob{·} denotes the probability, D(Rn) ,
{

p ∈ L1(Rn) |p ≥ 0 and ‖p‖L1 = 1
}

denotes the set of
density functions and p(x, t) satisfies

lim
‖x‖→±∞

p(x, t) = 0 ∀t ≥ 0 (3)

Theorem (Fokker-Planck-Kolmogorov [3]): If the func-
tions gi j,

∂gi j
∂xk

, ∂2gi j
∂xk∂xl

, fi,
∂ fi
∂x j

, ∂p
∂t , ∂p

∂xi
, ∂2 p

∂xi∂x j
are continuous for
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t > 0 and x ∈ R
n, and if fi, gi j and their first derivatives are

bounded, then p(x, t) ∈ D(Rn) satisfies

∂p
∂t

=
1
2

n

∑
i, j=1

∂2

∂xi∂x j
(ai j p)

−
n

∑
i=1

∂
∂xi

( fi p) , ∀t > 0, x ∈ R
n

(4)

p(x,0) = p0(x), p0(x) ∈ D(Rn)

where ai j(x) ,
n
∑

k=1
gik(x)g jk(x) (i, j = 1,2, . . . ,n), which is

always nonnegative, and p0(x) is the initial density of the
states.

Defining the FPK operator as

Lt ,
1
2

n

∑
i=1

n

∑
j=1

∂2

∂xi∂x j
(ai j(x)(·))

−
n

∑
i=1

∂
∂xi

( fi(x)(·))− ∂
∂t

(·)
(5)

and the system given in (1) then FPK equation (4) can be
written as

Lt p(x, t) = 0 x ∈ R
n, t > 0 . (6)

The stationary density pst(x), if exists, is defined by the limit

lim
t→∞

p(x, t) , pst(x) ∀p0(x) ∈ D(Rn) (7)

In the stationary case, the FPK operator can be defined as

L ,
1
2

n

∑
i=1

n

∑
j=1

∂2

∂xi∂x j
(ai j(x)(·))−

n

∑
i=1

∂
∂xi

( fi(x)(·)) (8)

and hence, the stationary density should satisfy the FPK
equation

L pst(x) = 0 ∀p0(x) ∈ D(Rn) (9)

together with the boundary condition (3). Multiplying both
sides of (9) with an arbitrary test function h : R

n → R

of Hilbert Space H with the usual inner product defined
by 〈 f (x),g(x)〉 , �

Rn f (x)g(x)dx ∀ f ,g ∈ H , and integrating
both sides over the whole domain yields the variational
equation

〈L pst(x),h(x)〉 = 0 (10)

Clearly, all solutions of (9) are the solutions of the variational
equation (10), but the inverse statement, in general, is not
true. Finding solution of the infinite dimensional variational
problem is almost as demanding as the solution of the original
problem. In practice, a finite set of linearly independent test
functions, Y , {hk ∈ H }N

k=1 are chosen in order to satisfy

〈L pst(x),hk(x)〉 = 0, k = 1, . . . ,N (11)

The solution pst, satisfying (11) is called the solution of (9)
in the weak sense. The error between the exact solution of the
variational problem and the weak sense solution vanishes in
the space spanned by {hk}N

k=1.
However, in practice, the stationary states of the stable

systems are trapped in a specific compact subspace of R
n,

which implies that the integration over the whole domain is
unnecessary. This fact is the inspiration of the newly proposed
method based on the compactly supported pdfs.

A. Approximation of the Solution of the FPK Equation Using
Compactly Supported Polynomials

Assuming that the solution of (9) is approximated by a linear
combination of compactly supported functions as

pϑ(x) =
K

∑
i=1

κiϕϑi(x) (12)

where κi ≥ 0, ∀i, ∑
i

κi = 1 and the set of parameters ϑ ,

{ϑi, i = 1, · · · ,K}.
ϕϑi(·)s are the single bump densities supported in the

domain Ωi, i.e.

ϕϑi(x) 6= 0, ∀x ∈ Ωi,

ϕϑi(x) = 0, ∀x /∈ Ωi, and ∀x ∈ ∂Ωi

where ∂Ωi denotes the boundary of Ωi. The solution of (9) can
be approximately constructed using such compactly supported
functions as given in the sequel.

Multiplying with the test functions and integrating yields
�

Rn
L pϑ(x)hk(x)dx =

K

∑
i=1

κi

�
Ωi

Lϕϑi(x)hk(x)dx (13)

Using (11), a set of equations,

ϒ0 ≡
K

∑
i=1

κi = 1 (14a)

ϒk ≡
K

∑
i=1

κiϒk,i = 0, k = 1,2, . . . ,(N −1) (14b)

is obtained, where ϒk,i , � Ωi
Lϕϑi(x)hk(x)dx, (i = 1, . . . ,K).

Solving the system of equations (14) yields the best approxi-
mation of the solution where the error between the exact pdf
and the approximated pdf vanishes on the space spanned by
the test functions {hk}N−1

k=1 .
A family of functions in the form of compactly supported

multivariable polynomials (CSP) are given by

ϕ{µi,σi}n
i=1

(x) =











c ·
(

−1+
n
∑

i=1

(xi−µi)
2

σ2
i

)2

, x ∈ Ωi

0 otherwise

Ωi ,

{

x ∈ R
n

∣

∣

∣

∣

∣

n

∑
i=1

(xi −µi)
2

σ2
i

≤ 1

}

(15)

where {µi}n
i=1 and {σi}n

i=1 are the center and axes lengths
of the n dimensional ellipsoids respectively, and the c is
the normalization constant chosen such that ϕ{µi,σi}(x)s are
pdfs. With additional n − 1 parameters, ellipsoidal regions
can be rotated around the ellipsoid center which results in
extra degrees of freedom. The advantage of using such a
simple polynomial form of (II-A) has been demonstrated in
Section III.
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III. EXAMPLE

Let the system be

ẋ = f (x)+
√

αη(t) =
1
2
(x− x3)+

√
αη(t) (16)

then the corresponding FPK Operator is given by

L p = −1
2

(

1−3x2) p(x)− 1
2
(x− x3)

d p(x)
dx

+
α
2

d2 p(x)
dx2

(17)

For α = 1, the exact solution is known to be [9]

pex(x) =
2

π
(

I− 1
4
( 1

16 )+ I 1
4
( 1

16 )
)e−

1
16 + 1

4 x2
(

1− x2
2

)

(18)

where In(x) is the Bessel Function of the first kind.
The solution for the stationary density in form of the CSP

is

pCSP(x) =
K

∑
i=1

κiϕµi,σi(x) (19)

ϕµi,σi(x) =







15
16σi

(

( x−µi
σi

)2 −1
)2

, µi −σi ≤ x ≤ µi +σi

0, otherwise
(20)

Nonlinear algebraic equations take the form

ϒk,i(x) =

µi+σi�

µi−σi

Lϕµi,σi(x)hk(x)dx (21)

and choosing hk , xk (k = 1,2), then evaluating (21) yields

ϒ1,i =
µi

2
− µi

3

2
− 3µi σi

4

14

ϒ2,i = α+µi
2 −µi

4 +
σi

4

7
− 6µi

2 σi
4

7
− σi

8

21
For the case K = 3, α = 1, solving (14) numerically yields:

κ1 ≈ 0.4789 κ2 ≈ 0.0423 κ3 ≈ 0.4789
σ1 ≈ 1.3623 σ2 ≈ 2.8509 σ3 ≈ 1.3623
µ1 ≈−0.8801 µ2 ≈ 0.0000 µ3 ≈ 0.8801

The comparison of the result, MGC scheme for K = 3 and
simulation data are shown in Figure 1. The simulation is
done using a 5th order Dormand-Prince solver [21] with
fixed step size of time increments, ∆t = 1 × 10−3sec., and
tmax = 120sec., and first 20 seconds of the simulation data are
ignored to allow the transients to die out. The Gaussian white
noise source is replaced by a zero mean bandlimited white
noise, ξ(t), with E{ξ(t)ξ(t +τ)}= α

tc
e−

|τ|
tc , the correlation time

tc = 1 × 10−3sec. The pdf is estimated using the Parzen’s
estimator [22]:

p̂(x) ,
1

Nh(N)

N

∑
i=1

g
(

x− x(ti)
h(N)

)

(22)

g(x) =
1√
2π

e−
x2
2 , h(n) =

1√
n

and x(ti) , x(t0 + i∆t), i = 1, · · · ,N are the ensemble points ob-
tained from the simulation. The resulting pdfs for 20 different
initial conditions are then averaged to smooth the estimated
pdf.

The pdf obtained by the proposed method is very similar to
the exact solution, and is in agreement with the estimated pdf
using the Parzen’s estimator from the simulation data.

- 3 - 2 - 1 1 2 3

0.1

0.2

0.3

0.4
Exact Solution
MGC K=3
CSP K=3
Parzen's Estimator

PSfrag replacements
x

p(x)

Fig. 1. The pdfs of the state x for 1-D example.

The errors between the exact and approximate solutions are
found by numerical evaluation: ‖pex(x)− pCSP(x)‖2 ≈ 0.0849
and ‖pex(x)− pMGC(x)‖2 ≈ 0.1055. It is clearly seen that the
CSP approximation is more similar to the exact pdf compared
to MGC in the case K = 3.

The resulting approximate pdfs of CSP, as shown in Fig-
ure 2, are in agreement with the expected physical situation
as the noise power α is changed . When the noise power
is small, the probability of finding the state near the stable
equilibria of the system with α = 0 will be higher. As the
noise power increases, the peaks centered about the equilibria
broadens, which implies that when averaged, the trajectory
switches more frequently between the stable equilibria.

- 4 - 3 - 2 - 1 1 2 3 4

0.2

0.4

0.6

0.8

1
a=0.05

a=0.1

a=0.5
a=1

a=2
a=5PSfrag replacements

x

p(x)

Fig. 2. The effect of increasing noise power on the approximate pdf for
K=3, α = 0.05, 0.1, 0.5, 1, 2, 5 for the bistable 1-D system.
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Remark 1: Although the noise source used in the simula-
tions is not exactly white since hypothetically defined white
noise is not realizable physically (which implies that the
transition probability of the states is no more Markovian, the
FPK equation is not valid and requires generalization [23]),
the proposed scheme estimates the pdf of the states in both
examples quite successfully. Using compactly supported poly-
nomials as in (II-A) has an advantage that it needs at most 3Kn
parameters to be determined totally (i.e., n, n, n−1 parameters
for axis lengths, the center point and the axis rotations of the n
dimensional ellipsoids, respectively, together with the weights
of the base functions). On the other hand, Multi-Gaussian
Closure scheme needs K (n+2)(n+1)

2 parameters, in the same
resolution. Further reduction in the number of parameters to
be determined is possible if the ellipsoid axes are chosen to
be equal and the rotations are omitted, which may be suitable
in some cases.

Remark 2: It should be noted that, because of the properties
of the base functions, the density obtained by the proposed
method does not approximate the tail of the exact solution
well. Hence the proposed form of approximate densities may
not be suitable for reliability analysis. Since, the qualitative
behavior of the system under consideration is characterized
not only by the tails but the pdf as a whole, the proposed
scheme well characterize the qualitative behavior.

The results indicate that the effect of choosing compactly
supported multivariable polynomials as base functions is in
such way that noise is filtered. In other words, although the
analysis are made on the assumption that the source is white,
the proposed approximation ensembles the states as if the noise
is slightly correlated, which is practically the case, and hence
the proposed approximation resembles to Parzen’s estimation
obtained by the simulation data for a realistic correlation time
rather than the exact solution.

IV. CONCLUSIONS

In this paper, the new method of obtaining set of nonlinear
algebraic equations whose solution is the parameters of com-
pactly supported approximate solution of FPK equation in the
weak sense for the nonlinear systems driven with Gaussian
white noise, has been presented. With the specific choice
of compactly supported polynomial functions, it has been
possible to choose the number of parameters to be determined
considerably smaller than the parameters of the MGC and
Exponential Closure schemes as the dimensionality of the
system increases. The errors between the exact solution and
approximate solutions have been compared and it is seen that
the pdfs obtained by the proposed method is very close to the
exact solution, and is in agreement with the pdf estimated by
the Parzen’s estimator obtained from the the simulation data,
even if the noise source driving the system is not white. The
approximate pdfs of the CSP method also confirm the expected
physical behavior as the noise power is changed.
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