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Abstract

Small to Medium Enterprises (SMEs) have been touted as key enablers to the economic development of most countries. Despite growing evidence that most SMEs fail within their initial years, ICTs have been found to add substantial value in facilitating their success. However, in most developing countries, ICT adoption by SMEs has been plagued with a plethora of challenges ranging from poor electricity supply, high ICT costs, lack of ICT expertise to lack of government support. While this might seem problematic for SMEs, the adoption and the use of cloud services mitigates some of these challenges.

The problem, however, is that a limited amount of literature has provided guidance with regard to how the cloud adoption process should be carried out by SMEs. The objective of this research, was therefore, to address this by developing a framework that can be used by SMEs to guide them through the cloud adoption process. To this end, thirteen (13) semi-structured interviews were conducted across nine (9) SMEs in the Eastern Cape. The resultant interview transcripts were analysed using an established thematic approach; the result of which allowed for the development of a rich interpretive narrative about SME cloud adoption. Combined with theory from extant literature, this culminated in the development of a framework for cloud services adoption for SMEs in the Eastern Cape.
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CHAPTER 1: Introduction and Project Overview

1.1 Introduction

As far back as over a decade ago, the idea of delivering Information and Communication Technology (ICT) services, based on the utility business model, had already begun to form (Rappa, 2004). The grounding concept behind a utility business model is that consumers pay a certain fee for their use of a particular metered service in a “pay as you go” fashion to the service provider (Rappa, 2004). “Utility computing”, as the concept came to be known, thus represented a radical transformation in the way in which ICT services were developed, deployed, scaled, maintained and paid for by businesses (Buyya, et al., 2009; Marston, et al., 2011). Several computing paradigms have since emerged; each promising to deliver ICT services as a utility. The most prevalent one which has been widely adopted today is cloud computing (Buyya, et al., 2009; Weinhardt, et al., 2009; Amankona, Panford and Hayfron-Acquah, 2017; Chemjor and Lagat, 2017; Arjunan and Kamath, 2018; Senarathna, et al., 2018).

Based on an analysis of Google web search trends from 2004 to 2019, the term cloud computing first became popular by search volume in 2007 (as shown in Figure 1 below). This popularity has been believed to be attributed to the announcement by IBM of its “blue cloud computing” effort in November 2007 (Vouk, 2008; Buyya, et al., 2009).

![Figure 1: Google web search trends for the term cloud computing from 2004 to 2019, cited from www.google.com/trends](image-url)
Since then, a significant number of studies have emerged; each seeking to understand different aspects of the concept (Vouk, 2008; Khajeh-Hosseini, Sommerville and Sriram, 2010; Hamdaqa and Tahvildari, 2012; Yang and Tate, 2012; Oliveira, Thomas and Espadanal, 2014; Asiaei and Rahim, 2016; Assante, et al., 2016; Senarathna, 2018; Kreslins, Novik and Vasiljeva, 2018). Despite this surge in research, there remains a lack of consensus in extant literature on how cloud computing should be defined, which has resulted in a plethora of conceptualizations of it being proposed (Ferreira and Moreira, 2012; Oliveira, Thomas and Espadanal, 2014; Vidhyalakshmi and Kumar, 2016; Asiaei and Rahim, 2016; Hassan, 2017). However, a common definition that appears to have been widely accepted, is one that was coined by the National Institute of Standards and Technology (NIST) wherein cloud computing was defined as “a model for enabling ubiquitous, convenient, on demand network access to a shared pool of configurable resources that can be rapidly provisioned and released with minimal management effort or service provider interaction” (Mell and Grance, 2011, p.2; Assante, et al., 2016; Hassan, 2017; Senarathna, 2018; Wambugu and Ndiege, 2018). Mell and Grance (2011) further extended this NIST definition to include the following which also appear to have been widely accepted in extant literature:

- **Five Key Characteristics:** on-demand self-service, broad network access, resource pooling, rapid elasticity and measured service.
- **Four Deployment Models:** private clouds, community clouds, public clouds and hybrid clouds.
- **Three Service Models:** Software as a service (SaaS), Platform as a service (PaaS) and Infrastructure as a service (IaaS).

The definitions of small and medium enterprises (SMEs) have been observed to vary, depending on factors such as the country and/or the economic region in which the SMEs are located (Yeboah-Boateng and Essandoh, 2014; Prasad, et al., 2014; Mohlameane and Ruxwana, 2014; Wamuyu, 2017; OECD 2017). According to OECD (2017), this is because the dimensions “small” and “medium” are relative to the size of each domestic economy. In South Africa, The National Small Business Amendment Act (2003) defined a small business in terms of three parameters; number of paid employees, total turnover and gross asset value, excluding fixed property. However, extant literature, appeared to place emphasis only on the number of employees when defining SMEs (Mohlameane and Ruxwana, 2014; Adeniran and Johnston, 2014; OECD, 2017). For South Africa,
this is between five (5) and fifty (50) employees for small enterprises and between one hundred (100) and two hundred (200) employees for medium enterprises (National Small Business Amendment Act, 2003). This is the definition that was adopted for the purposes of this study.

Despite the variance on what constitutes an SME, there is consensus in the literature that SMEs are key drivers of economic activity in the majority of economies across the globe (Vidhyalakshmi and Kumar, 2016; Assante, et al., 2016; OECD, 2017; Khanda and Doss, 2018; Senarathna, 2018). However, according to Wamuyu (2017), contemporary SMEs now increasingly require the right ICT infrastructure to support their core business processes. This is because for a significant number of businesses, ICT infrastructure now supports, amongst other things, improvements in customer service, productivity and cost reduction by making it easier for SMEs to communicate, share information and streamline business processes (Wamuyu, 2017). Mohlameane and Ruxwana (2014) and Chemjor and Lagat (2017), further support this argument by highlighting that ICTs can improve the general competitiveness of SMEs. However, SMEs have been observed to face a number of challenges when it comes to adopting ICTs (Vidhyalakshmi and Kumar, 2016; Wamuyu, 2017; Wambugu and Ndiege, 2018). These include the lack of technology know-how to harness its full benefits, unclear return on investments (Vidhyalakshmi and Kumar, 2016), as well as limited financial resources (Wamuyu, 2017; Wambugu and Ndiege, 2018). According to Collins and Lam (2014) SME ICT departments are likely to be small or even non-existent and therefore, they do not enjoy economies of scale as happens in large enterprises. As such, investments in ICT infrastructure for SMEs is usually more costly in relation to turnover (Collins and Lam, 2014; Wamuyu, 2017; Wambugu and Ndiege, 2018).

The use of cloud computing technology has been viewed as a great mitigating factor for some of these challenges and, thus, their use has been encouraged amongst SMEs (Collins and Lam, 2014; Assante, et al., 2016; Chemjor and Lagat, 2017; Wamuyu, 2017; Wambugu and Ndiege, 2018). According to Wamuyu (2017), SMEs that utilize cloud technologies can make significant ICT related financial savings. This is because cloud computing offers lower setup costs than traditional ICT environments (Wambugu and Ndiege, 2018). Furthermore, SMEs that make use of cloud technologies can also gain access to ICT expertise that might otherwise not be available to them internally (Wamuyu, 2017). Prasad, et al. (2014), however, highlights that most of the initial value from adopting cloud computing services would be intangible, business processes-related and
business relationships-related and that SMEs should not initially focus too much on hard monetary savings.

1.2 Problem Statement

Despite all the benefits that the use of cloud services is touted to provide, the actual adoption of cloud services by SMEs remains low when compared to their large counterparts (Collins and Lam, 2014; Asiaei and Rahim, 2016; Chemjor and Lagat, 2017; Senarathna, 2018). According to Mohlame and Ruxwana (2014) South African SMEs are no exception to this trend. Adane (2018), argues that SMEs need to have a clear cloud adoption strategy if there are to gain any measurable benefits from cloud services. However, Malik, et al. (2019), indicate that there is a shortage of industry-specific principles for SMEs to follow when adopting cloud services. This is supported by Asiaei and Rahim (2016) wherein they posit that a lack of clear standard guidelines and knowledge of how to adopt and utilize cloud technologies is one of the major obstacles for their adoption by SMEs. A limited amount of literature has either provided these guidelines or given directions on how the SMEs should establish these guidelines (Prasad, et al., 2014; Asiaei and Rahim, 2016; Malik, et al., 2019). In addition to this, there is a limited focus on the aforementioned problem by literature within the context of developing economies, such as South Africa. In an investigation of the awareness of cloud computing by South African SMEs, Mohlame and Ruxwana (2014), reiterated this notion. They argued that there is a lack of awareness and exposure to cloud services and the guidelines for South African SMEs to follow, in order to establish and localize their benefits and fit for the South African SME context. There is thus, a need for a framework which can be used as a guide by SMEs in South Africa as they adopt cloud services.

1.3 Research Objective

To develop a framework which South African SMEs in the Eastern Cape can use as a guide as they adopt cloud services. This is the contribution of this study.

1.4 Research Questions

1. What technological, organisational and environmental considerations should SMEs take into account when adopting cloud services?
The purpose of this question was to establish, from extant literature, a theoretical foundation on which to base the investigation into the key considerations that SMEs should take into account when adopting cloud services.

2. What technological, organisational and environmental considerations do South African SMEs in the Eastern Cape perceive as needing to be taken into account when adopting cloud services?

The purpose of this question was to establish from South African SMEs in the Eastern Cape, the considerations that they believe should be taken into account when adopting cloud services; allowing parallels to be drawn with the literature.

1.5 Contribution of the Study

The main contribution of this research was a framework which can be used as a guide by South African SMEs in the Eastern Cape as they adopt cloud services (see Figure 2 below).
The framework highlights the key considerations that South African SMEs in the Eastern Cape need to take into account when adopting cloud services. It splits the cloud adoption process into two phases; a cloud preparation phase and a cloud implementation phase. Each phase consists of tasks that an SME needs to do during the cloud adoption process.

All the activities associated with the cloud preparation phase should be completed (in no particular order) prior to moving on to the activities associated with the implementation phase. The implementation phase activities should be carried out only when there is a high possibility of business operations disruption that could occur as a result of cloud adoption; thus, making them
optional. This is in turn depended on the complexity of the SME legacy ICT infrastructure, whether any was available and how easily it can be integrated with the required cloud implementation.

Other contributions of the study stemmed mostly from the methodology utilised in this study. A limited number of the studies in extant literature have studied the adoption of cloud services interpretively; with the majority utilising positivist methods to study the topic. As such, by utilising the principles of interpretive field research, it was possible to uncover unique aspects about this topic that would not have been possible through the use of positivist methods. This demonstrated the plausibility of interpretive principles in studying a topic of this nature.

In particular, it was possible to uncover the essential role of intermediaries as a catalyst for cloud adoption, as well as the mechanisms that South African SMEs in the Eastern Cape use to build trust between themselves and the intermediaries. In addition, the intrinsic nature of the SMEs in the Eastern Cape such as their propensity to adopt cloud services as a reaction to a business problem instead of a deliberate strategic effort, was also unravelled through interpretive field research principles.

1.6 Philosophical Stance

The interpretivist philosophical paradigm assumes that knowledge of reality is socially constructed by human subjects and as such, is not value free (Walsham, 1995). Interpretivism attempts to understand phenomena through the meanings that people assign to them, hence focusing on the complexity of human sense making (Klein and Myers, 1999). This philosophical paradigm thus affords one the opportunity to gain a deeper understanding of a phenomenon than would be possible with the positivist paradigm. As part of this study, a thorough understanding of the contextual elements that influence the decisions to adopt cloud services by South African SMEs in the Eastern Cape was required. As such, this study was anchored on the aforementioned philosophical paradigm.

According to Mack et al. (2005), qualitative research is especially effective when one needs to obtain knowledge pertaining to the values, behaviours and norms within a particular cultural environment. As such, for the purposes of this research, it was believed that a qualitative approach would also be suitable. Through a qualitative approach, it was possible to engage with the research participants to gain a deeper understanding of the elements that affect the considerations that they
believed needed to be taken into account when adopting cloud services within their socio-cultural environment. This was consistent with the underlying philosophical paradigm, as outlined in the preceding paragraph.

1.7 Research Approach and Strategy

For the purposes of this research, it was anticipated that the considerations that South African SMEs in the Eastern Cape needed to take into account when adopting cloud services would emerge from both theory and the collected data. As such, a combination of deductive and inductive approaches was used to get a holistic understanding of the phenomenon.

According to Yin (2003), a case study is an empirical inquiry which aims to investigate contemporary phenomena in their real-life setting, especially when one needs to uncover contextual elements which may be pertinent to the phenomenon under study. As it was believed that cloud services adoption decisions would vary, based on the context of each particular SME, the study employed a case study research strategy to understand the influence of the various contextual elements in the research participants’ socio-cultural environment. Multiple cases (SMEs) were used; making it possible to draw parallels across the different cases.

1.8 Theoretical framework

The TOE framework, developed by Tornatzky and Fleischer in 1990, provides a useful analytical framework that can be used for studying the adoption and the assimilation of different types of information and communication technology (ICT) innovations (Oliveira and Martins, 2011). It identifies three aspects of an enterprise’s context that influence the process by which the enterprise implements and adopts a technological innovation: technological context, organisational context and environmental context (Oliveira and Martins, 2011). Several studies have utilised elements of the TOE framework to investigate cloud computing adoption by SMEs in different contexts (Boateng and Essandoh, 2014; Prasad et al., 2014; Asiaei and Rahim, 2016; Deil and Brune, 2017, Salum and Rozan, 2017; Senarathna, 2018). As such, the framework was used for similar purposes in this study, albeit within the South African, Eastern Cape context. Several TOE constructs that were applicable for the purposes of this study were chosen from the literature and utilised as a theoretical lens to further investigate the considerations that SMEs need to take into account when adopting cloud services.
1.9 Sampling and Data Collection

Purposive sampling involves selecting units to be observed on the basis of one’s own judgment about which ones are the most useful or representative of a particular population (Mohlameane and Ruxwana, 2014; Saunders, Lewis and Thornhill, 2016). As such, this sampling technique was utilised in this study to enable the identification of appropriate SMEs to target as well as suitable research participants with sufficient cloud services knowledge from within the SMEs. In particular, individuals, from either the SMEs’ internal ICT departments, those that were key in determining the overall ICT direction of the SMEs or those that were involved in the day-to-day ICT functions of the SMEs were targeted. (See Section 6.5.3 for specific roles that were targeted).

In addition, South African SMEs in the Eastern Cape that had experience regarding adopting cloud services (either for their own benefit or assisting other small businesses to do so) were also targeted. This is because they were believed to be more likely to provide more useful insights into the considerations that need to be taken into account throughout the adoption process. According to Adeniran and Johnston (2014), SMEs that provide ICT related services were more likely to implement cloud services. As such, SMEs within the ICT services and information and media sectors were targeted, as they were believed to be more likely to be utilising cloud services in their day to day operations.

However, there were a limited number of such SMEs within the Eastern Cape region. As such snowball sampling, where a case is used to identify other cases (Saunders, Hill and Thornhill, 2016), was utilised alongside the purposive sampling technique, to identify other suitable SMEs.

Data was then collected using both, semi-structured face-to-face interviews as well as semi-structured telephonic interviews. The semi-structured interview technique was utilised as it allowed for further probing into research participants’ responses, to get a deeper understanding of their cloud services adoption considerations. This is consistent with the interpretivist paradigm, as it allowed for a shared understanding to be formed between the researcher and the research participants.

Furthermore, the semi-structured interview technique enabled structure to be maintained throughout the interview process (Saunders, Hill and Thornhill, 2016), thereby ensuring that the research questions of the study were sufficiently explored and answered. Finally, telephonic
interviews were utilised due to the costs involved in accessing SMEs that were located outside of the researcher’s geographical location. This made it possible to access SMEs within a wider geographical area (Wilson, Roe and Wright, 1998).

1.10 Data Analysis

Thematic analysis was employed in this study to identify the considerations that South African SMEs in the Eastern Cape believed needed to be taken into account when adopting cloud services. Thematic Analysis is a method used for identifying, analysing and reporting patterns (themes) within data (Braun and Clarke, 2006). Using the principles outlined by Braun and Clark (2006), the collected data was subjected to a rigorous six (6) phased analytical process (see Section 6.6.2) in order to identify, relevant prevalent themes within the data. The result of this process was a comprehensive interpretive narrative of the collected data.

1.11 Ethical Considerations

To ensure compliance with ethical standards, the details of the study together with supporting documentation (research application form, sample individual and organisational consent forms and the research instruments) were handed over to the Information Systems Departmental ethical clearance committee for evaluation and approval, prior to any data collection. During the data collection and the post data collection phases, various measures were also employed to ensure that the study upheld the ethical standards of Rhodes University as well as the Information Systems department.

These included:

- Ensuring that all participants who took part in the study did so willingly and had the freedom to withdraw from the study if they saw it fit to do so. Signing of consent forms by each participant prior to their participation in the study facilitated this process.
- Ensuring that the reasons pertaining to why the study was being undertaken, any risks involved as well as the expected outcomes of the study were communicated to participants prior to their participation. The reason for this was to furnish them with enough information about the study for them to make an informed decision about whether to participate in the study or not.
• Making sure that information collected for the purposes of this study was kept anonymous and was not disclosed to any third party for any reason, to ensure complete confidentiality of participants.

• Ensuring that, on completion of the study, a summary of the study outcomes would be provided to the participants should they require it.

1.12 List of Abbreviations

A description of some useful abbreviations is provided below.

SMEs: Small and Medium Enterprises.
ICTs: Information and Communication Technologies.
Virtual PABX: Virtual Private Automatic Branch Exchange.
CRM Software: Customer Relationship Management Software.
IaaS: Infrastructure as a Service.
PaaS: Platform as a Service.
SaaS: Software as a Service.
GDPR: General Data Protection Regulation.
OECD: Organisation for Economic Cooperation and Development.
SLA: Service Level Agreement.
HOD: Head of Department.
HR: Human Resources.

1.13 Dissertation Structure

The dissertation proceeds as follows:

• Chapter 2: Cloud Computing
  This chapter introduces the reader to the concept of cloud computing; exploring the various cloud architectures and business models that are available for users.

• Chapter 3: Small to Medium Enterprises (SMEs)
  Small to Medium Enterprises (SMEs) are investigated in this chapter. The formal definition of an SMEs for this study is defined and the relationship between SMEs and cloud
computing is explored. The chapter then further describes the problem that this study seeks to address.

- **Chapter 4: Theoretical Framework**
  Various theoretical frameworks pertaining to the adoption of ICTs are looked at in this chapter. The Technology-Organization-Environmental (TOE) framework and how it can be utilised for the purposes of this study is described.

- **Chapter 5: SME Considerations for Adopting Cloud Services**
  Using the TOE framework from the previous chapter as a lens, extant literature is explored and the factors that SMEs should take into account when adopting cloud services are investigated in this chapter. The chapter ultimately, presents the reader with a conceptual framework of the considerations that SMEs should take into account when adopting cloud services; in turn answering the first research question of the study.

- **Chapter 6: Research Methodology**
  This chapter presents the reader with a detailed overview of the various design elements on which the study is anchored. The data collection methods and the process of data analysis are also presented to the reader in this chapter.

- **Chapter 7: Data Analysis**
  This chapter starts by presenting the context of the research participants to the reader. This is followed by a detailed account of how the researcher analysed the collected data. The chapter then ends with a comprehensive interpretive narrative of the analysis of the collected data.

- **Chapter 8: Findings and Conclusion**
  This is the final chapter of the dissertation and it presents the findings of this study to the reader. In particular, the research questions of the study are revisited and a demonstration of how the questions have been answered is presented. The study’s contribution, recommendations for South African SMEs, and opportunities for future research are also highlighted to the reader in this chapter.
CHAPTER 2: Cloud Computing

2.1 Introduction

The previous chapter introduced the reader to the study and also gave a brief overview of the various design principles on which the study is based. This chapter introduces the reader to the concept of cloud computing. The chapter also explores the relationship between cloud computing and Small to Medium and Enterprises (SMEs).

The last few decades have seen human ingenuity lead to a proliferation of ideas and technologies that have revolutionised the way we do things. Brynjolfsson, Hoffman and Jordan (2010), postulated that some of these ideas and technologies, such as electricity, have been a great driver and catalyst for innovation and productivity in modern economies. Referring to them as general-purpose technologies, Brynjolfsson, Hoffman and Jordan (2010), viewed these ideas and technologies not as discrete human tools, but as platforms on which other tools or innovations could be materialized.

In recent years, a significant amount of businesses across the globe have had to rely heavily on ICTs to fulfil their business needs (Wamuyu, 2017; Wambugu and Ndiege 2018). However, as far back as over a decade ago, the idea of delivering ICTs as a service to businesses in a similar fashion to common utilities such as water and electricity had already begun to take shape. Utility computing (Rappa, 2004) as the concept came to be known thus assumed a general-purpose role in the years subsequent to its conception as it spawned the proliferation of several computing paradigms; each promising to realize it (Vaquero, et al., 2008; Vouk, 2008; Buyya, et al., 2009; Weinhardt, et al., 2009; Avram, 2014). The most widely accepted of these paradigms today is that of cloud computing (Buyya, et al., 2009; Weinhardt, et al., 2009; Dwivedi and Mustafee, 2010; Armbrust, et al., 2010; Slawinski and Sunderam, 2014; Amankona, Panford and Hayfron-Acquah, 2017; Chemjor and Lagat, 2017; Arjunan and Kamath, 2018; Senarathna, et al., 2018).

2.2 Cloud Computing

There is a variance in definitions of cloud computing in the literature, which implies a lack of consensus on how it should be defined (Asiaei and Rahim, 2016; Hassan, 2017). Kim (2009)
accentuated how cloud computing is often used synonymously with terms such as utility computing, grid computing and software as a service (SaaS). Furthermore, Marston, et al. (2011), highlighted how it appears that the existing definitions do not identify all the key characteristics of cloud computing; a view that was shared by Vaquero, et al. (2008) when they noticed how most cloud computing definitions focused on just certain aspects of the technology. All this further exacerbates the confusion around the concept and further mystifies it. This chapter, thus, endeavours to demystify the concept to enable the reader to better understand what the concept entails. This will be done by integrating the most widely accepted definitions from the literature into a concise and holistic view of the concept.

2.3 Utility Computing and the Connection with Cloud Computing

Brynjolfsson, Hofmann and Jordan (2010) observed how the concept of utility computing seemed to be implicitly or explicitly tied to most definitions of cloud computing. Several definitions of cloud computing that have been coined thus far seem to validate this claim (Kim, 2009; Armbrust, et al., 2010; Brynjolfsson, Hofmann and Jordan, 2010; Helland, 2013; Nwabuonu and Nwachukwu, 2013; Slawinski and Sunderam, 2014; Chemjor and Lagat, 2017; Arjunan and Kamath, 2018; Senarathna, et al., 2018).

In fact, several authors viewed cloud computing as a mélange of several computing paradigms that arose to realise the idea of computing as a utility; cloud computing itself being better placed than the others to achieve this (Vouk, 2008; Buyya, et al., 2009; Weinhardt, et al., 2009; Dwivedi and Mustafee, 2010). From this, it could be inferred that the concept of utility computing in understanding what cloud computing is could not be ignored.

According to Vaquero, et al. (2008), the central idea behind utility computing is that, an application runs on a server and by so doing, turns ICT service provisioning into a utility service by delivering resources where they are needed. Slawinski and Sunderam (2013), added to this by highlighting the ability of an ICT service provider to meet any user’s requirements as key to utility computing. However, utility computing, is believed to be best understood as a business model (Vaquero, et al., 2008; Lim, et al., 2009) wherein, usage of a particular ICT service is metered and by so doing, allow consumers to pay a certain fee for the service in a pay-as-you-go fashion (Rappa, 2004). Delivering ICT services based on this utility business model thus represented a radical
transformation in the way in which ICT services are developed, deployed, scaled, maintained and paid for by businesses (Buyya, et al., 2009; Chen, et al., 2010; Marston, et al., 2011). Rappa (2004) identified several key characteristics that make any service a utility.

Table 1: Key characteristics of a utility service, cited from Rappa, (2004, p.33)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Necessity</td>
<td>Users see it as highly necessary in their lives</td>
</tr>
<tr>
<td>Reliability</td>
<td>Reliance on the service is heavy and critical</td>
</tr>
<tr>
<td>Usability</td>
<td>Ease of use is pivotal</td>
</tr>
<tr>
<td>Utilisation rates</td>
<td>Full capacity service utilisation is limited; hence utilisation rates need to be regulated over time and across regions</td>
</tr>
<tr>
<td>Scalability</td>
<td>Service is scalable hence providing economies of scale</td>
</tr>
<tr>
<td>Service exclusivity</td>
<td>The economies of scale can benefit from the exclusive provisioning of services by an organisation in a monopolistic fashion</td>
</tr>
</tbody>
</table>

With contemporary businesses increasingly relying on ICT services for their daily business needs, Rappa (2004) argued that ICTs should also be perceived as a utility. It appears therefore that, it is these characteristics of utility services that cloud computing aimed to fully or partially replicate in its delivery of ICT resources to consumers. Most of these characteristics can be observed to correlate with current cloud computing offerings.

2.4 Underlying Technological Architecture

The cloud computing technological architecture itself appears to be quite complex, as it is a mesh of several cooperating, pre-existing technologies rather than just one single technology (Vouk, 2008; Kim, 2009; Sharif, 2010; Avram, 2014). In general, however, whilst it might not be explicitly stated in some definitions of cloud computing, the assumption appears to be that there are two key components to the cloud computing architecture that are connected to each other via a network; the backend which is often referred to as the cloud (Gu and Grossman, 2009; Armbrust, 2010) and a front end which the end users or consumers interact with. Whilst at first glance, this might appear to be a simple architecture, the way these combine to enable ICT service provisioning as a utility to the consumer says otherwise.
The architecture is organised into three layers at varying levels of abstraction that also map to the different services offered by cloud computing (Weinhardt, et al., 2009; Marston, et al., 2011). The infrastructure layer lies at the bottom, followed by a platform layer and finally an application layer at the top, as shown in Figure 3 below (Buyya, et al., 2009; Weinhardt, et al., 2009; Askhoj, Sugimoto and Nagamori, 2011; Dhar, 2012; Chang, Walters and Wills, 2013).

According to Askhoj, Sugimoto, and Nagamori (2011), each layer builds on the services that are offered by the layer beneath it, whilst simultaneously offering its services to any layer above.

### 2.4.1 The infrastructure layer

The infrastructure layer is made up of what are commonly known as data centres (Gu and Grossman, 2009; Dwivedi and Mustafee, 2010; Armbrust 2010; Helland, 2013). These usually consist of servers (machines that host and provision services to consumers) (Gurav and Shaikh, 2010; Uchena, Wilson and Felista, 2013), storage (Boss, et al., 2007; Berman, et al., 2012) and network components (Boss, et al., 2007; Mell and Grance, 2011; Berman, et al., 2012). Together, these components appear to be the base hardware on which the cloud computing infrastructure operates. A number of technological principles are employed at this layer to make the entire architecture work; however, two principles that are either explicitly or implicitly implied in most cloud computing definitions are cluster computing (Buyya, et al., 2009; Weinhardt, et al., 2009; Cervone, 2010) and grid computing (Boss, et al., 2007; Buyya, et al., 2009; Weinhardt, et al., 2009; Kim, 2009).

Buyya, et al. (2009), describes cluster computing as a system that consists of a collection of interconnected stand-alone machines working together as one integrated computing resource. He further describes grid computing as a system that enables dynamic sharing, selecting and aggregation of computing resources that are geographically dispersed, depending on availability,
performance, cost, capability and service level requirements of a user. A typical data centre would hence consist of multiple servers grouped together as clusters and different clusters can sometimes be interconnected through grid technology if they are geographically dispersed. This combination of cluster computing and grid computing is often implied in a number of cloud computing definitions. For instance, Buyya, et al. (2009), describes cloud computing as a system that consists of a collection of interconnected computers that are dynamically provisioned and presented as one or more unified resources, based on service level agreements established with the user. Supporting this notion, Gu and Grossman (2009) postulate that, in cloud computing, high speed networks connect various geographically distributed clusters. Mullender (2012) also implies the same thing wherein he describes cloud computing as a concept that leverages large numbers of servers in data centres. Cloud computing, therefore, appears to be a combination of both cluster and grid computing.

Sitting on top of this infrastructure layer, but still part of it, is an abstraction layer that utilises virtualisation technology, to provide most of the capabilities that are delivered by cloud computing (Buyya, et al., 2009; Mell and Grance, 2011; Chang, Walters and Wills, 2013). The layer is in essence, a hypervisor, (Cervone, 2010; Zhou, et al., 2013) which is a special operating system software that runs other operating system software on virtual machines as its applications. The hypervisor runs on all the physical machines in the data centre and is able to run multiple virtual machines and their associated operating systems and applications on a single physical machine (Cervone, 2010; Mullender, 2012). The individual virtual machines are totally isolated from one another, providing the performance and reliability benefits of a dedicated server whilst, utilising the computational resources of the host physical machine (Newton, 2010). Applications and services will not be tied directly to the underlying hardware infrastructure, thus enabling them to move dynamically across virtual machines in an efficient manner (Gurav, and Shaikh, 2010). Mullender (2012), postulates that it is also feasible to move an entire virtual machine along with its applications to a different physical machine. This, according to Cervone (2010) is realised by multiple cooperating hypervisors that are deployed on all physical machines in a cluster, so that should one machine fail, another one will be able to take over the delivery of a particular service.

Physical server machines can hence be shared amongst a vast number of consumers, allowing for a lower cost of ownership due to economies of scale (Valentine and Enyinna, 2013). In addition,
the physical machines or virtual machines can also be automatically combined so that they work together to meet specific consumer requirements (Sharif, 2010), sometimes for a brief period before being made available to other consumers as well (Sharif, 2010; Mell and Grance, 2011). Cervone (2010) elaborates on this by accentuating how this enables an organisation to start running an application on a single virtual server and then go on to increase the number of virtual servers running the application as demand increases; a view which was also shared by Armbrust (2010). The result is that there is better utilisation of physical and virtual server machines (Vaquero, et al., 2008; Patel, et al., 2011), dynamic scalability (Kambil, 2009; Mell and Grance, 2011; Berman, et al., 2012; Valentine and Enyinna, 2013; Hsu, Ray and Li-Hsieh, 2014) and the illusion of infinite resources to consumers (Armbrust 2010; Sharif, 2010; Mell and Grance, 2011; Avram, 2014). This is useful for businesses with limited resources.

2.4.2 The platform layer

Sitting on top of the infrastructure layer, the platform layer, consists of a software solution stack that encapsulates all the required infrastructure and tools for the entire software development lifecycle (Chen, et al., 2010; Dhar, 2012; Chang, Walters and Wills, 2013). Nwabuonu and Nwachukwu (2014), list these infrastructure and tools as servers, operating systems, databases, program execution environments and programming languages. According to Babar and Chauhan (2011), only a specific set of programming languages can be supported in such environments; something which Chen, et al. (2010) believe locks developers into a particular development environment and tools. Mell and Grance (2011), however, posit that the use of other compatible languages from other sources may be feasible.

2.4.3 The application layer

The application layer is the highest level of abstraction and it is the one that most consumers commonly view and interact with (Weinhardt, et al., 2009). The consensus in the literature is that at this layer, full implementations of software applications are made available to the consumer without them being exposed to the infrastructure and platform layers beneath (Weinhardt, et al., 2009; Babar and Chauhan, 2011; Mell and Grance, 2011; Chang, Walters and Wills, 2013).
2.5 Cloud Computing Users

Discussions on the type of users who are involved in cloud computing are not common in the literature. The researcher believes, a better understanding of the cloud users can enable the reader to better understand what cloud computing entails. Vouk (2008) categorised the cloud computing users into four distinct categories; cloud infrastructure (CI) developers, service authors, service integration and provisioning experts and service users as shown in Figure 4 below.

![Figure 4: Cloud computing users, cited from Vouk, (2008, p.238)](image)

According to Vouk (2008), CI developers are experts who are responsible for the development and maintenance of the cloud computing infrastructure; service authors are developers of individual services who can be used individually or be combined by service provisioning experts into more complex aggregates. Service integration and provisioning experts focus on developing composite and orchestrated solutions as required by a service user; and finally, service users as the name implies, are the recipients and consumers of the provisioned services. A closer look at Vouk (2008)'s definitions of the user categories can lead to inferences with regard to which layer in the cloud computing architecture these types of users operate in and these are shown in Table 2 below.

<table>
<thead>
<tr>
<th>User</th>
<th>Layer in cloud computing architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service user</td>
<td>Application layer</td>
</tr>
<tr>
<td>Service integration and provisioning expert</td>
<td>Platform layer</td>
</tr>
<tr>
<td>Service author</td>
<td>Platform layer</td>
</tr>
<tr>
<td>CI developer</td>
<td>Infrastructure layer</td>
</tr>
</tbody>
</table>
Chen, et al. (2010), did an almost similar categorisation to Vouk (2008)’s categorisation. They distinguished between end users (consumers of cloud application services), cloud service providers (provider of cloud capabilities), cloud application vendors (vendors of cloud application services) and cloud tool providers (third-party providers of cloud support and manageability tools). Even though a different naming convention was used, it appears that these map very closely to the ones that were suggested by Vouk (2008), as shown in Table 3 below. Vouk (2008), however, was more detailed in his descriptions on the actual roles that each user category plays at the different cloud computing layers.

Table 3: Mapping of Chen, et al. (2010)’s categorisations to Vouk (2008)’s categorisations

<table>
<thead>
<tr>
<th>Vouk (2008)’s categorisations</th>
<th>Chen, et al. (2010)’s categorisations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service User</td>
<td>End User</td>
</tr>
<tr>
<td>Service integration and provisioning expert</td>
<td>Cloud application vendor</td>
</tr>
<tr>
<td>Service author</td>
<td>-</td>
</tr>
<tr>
<td>CI developer</td>
<td>Cloud service providers</td>
</tr>
<tr>
<td></td>
<td>Cloud tool providers</td>
</tr>
</tbody>
</table>

2.6 The Business Model Framework

Kim (2009) viewed cloud computing as a convergence between ICT efficiency, whereby modern ICTs are utilised in a more efficient manner and business agility whereby ICTs are leveraged to stay competitive in business markets. Venters and Whitley (2012) also shared a similar view wherein they viewed cloud computing as the merging of two distinct strands; technological innovations and an emphasis on service-based perspectives, which considers value for customers derived from the use of technology services. What these two views have in common is that they both look at cloud computing from two angles; a technological angle and a business angle. A discussion on the technological concepts associated with cloud computing has already been done and to get a complete picture of the concept it is important to look at the business aspects of it as well.
2.6.1 Service models

Cloud computing has the capacity to be deployed into various service models (Aleem and Sprott, 2013; Stieninger and Nedbal, 2014). This is especially true if one looks at the various service models that were defined by Linthicum (2009) as feasible within the context of cloud computing. These include Storage-as-a-Service, Database-as-a-Service, Information-as-a-Service, Process-as-a-Service, Application-as-a-Service, Platform-as-a-Service, Integration-as-a-Service, Security-as-a-Service, Management/Governance-as-a-Service and Testing-as-a-Service. Discussions on most of these service models that were defined by Linthicum (2009) are, however, not common in the literature and thus were not explored further. Three commonly described service models that appear in extant literature, are Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) (Armbrust, et al., 2010; Mell and Grance, 2011; Dhar, 2012; Chang, Walters and Wills, 2013; Vidhyalakshmi and Kumar, 2016; Assante, et al., 2016; Wamuyu, 2017; Palos-Sanchez, Arenas-Marquez, Aguayo-Camacho, 2017; Wambugu and Ndige, 2018). These map closely to the infrastructure, platform and application layers of the cloud computing architecture respectively.

2.6.1.1 Infrastructure as a service (IaaS)

With this type of service, consumers are given ownership and control of virtualised infrastructure over a network and according to their requirements (Dhar, 2012; Helland, 2013). There appears to be a consensus in the literature that the provisioned virtual infrastructure is divided into computational resources (which are essentially virtual machines) where the consumer according to Mell and Grance (2011) is able to deploy and run arbitrary software (that can include operating systems and software applications) and storage facilities (Weinhardt, et al., 2009; Marston, et al., 2011; Barbara and Chauhan, 2011; Chang, Walters and Wills, 2013). According to Mell and Grance (2011), the consumer is not given control over the underlying cloud computing infrastructure, however, they are given control over the operating systems, storage and deployed applications. Amazon Web Services (AWS)\textsuperscript{1} and Microsoft Azure\textsuperscript{2} are two examples of this type of service model.

\textsuperscript{1} https://aws.amazon.com/
\textsuperscript{2} https://azure.microsoft.com/en-us/
2.6.1.2 Platform as a service (PaaS)

With PaaS, the consensus in the literature is that consumers are given network access to a fully supported environment in which they can carry out all the stages of the software development lifecycle, according to their requirements (Weinhardt, et al., 2009; Marston, et al., 2011; Chang, Walters and Wills, 2013). Two key capabilities, however, seem to emerge in most of the descriptions of PaaS in the literature; the ability to run and host for consumers, uploaded applications that have been written using supported libraries and programming languages (Weinhardt, et al., 2009; Mell and Grance, 2011) and the ability for consumers to use supported application programming interfaces (APIs) to develop applications using supported software libraries and programming languages (Kim, 2009; Babar and Chauhan, 2011; Chang, Walters and Wills, 2013; Uchena, Wilson and Felista, 2013; Aleem and Sprott, 2013). According to Mell and Grance (2011), like IaaS, consumers also do not have control over the underlying infrastructure, but they can have control over deployed applications and configuration settings for the application hosting environment as well as the APIs. Apprenda is an example of this type of service model as described in Section 2.4.

2.6.1.3 Software as a service (SaaS)

With this type of service, consumers get to access and use over a network, fully implemented applications running on a cloud infrastructure using either a thin client such as a web browser or a program interface (Mell and Grance, 2011; Marston, et al., 2011; Dhar, 2012; Gupta, Seetharaman and Raj, 2013). The consumer has no exposure and hence control over the underlying infrastructure; however, they can have control over in-application configuration settings (Mell and Grance, 2011). Examples of this type of service model include applications such as Office 365 and Dropbox.

Facilitating the provisioning of all three of these services of course, is the utility business model that was discussed earlier, which allows the consumers to pay for the services in a pay as you go manner.

---

3 https://apprenda.com/
4 https://www.office.com/
5 https://www.dropbox.com/
2.6.2 Deployment models

Discussions on cloud deployment models often appear alongside discussions on service models in extant literature. This facilitates a greater understanding of the cloud business model framework. Four deployment models emerge quite often and these include the following: private, public, community and hybrid deployment models (Mell and Grance, 2011; Babar and Chauhan, 2011; Chang, Walters and Wills, 2013; Helland, 2013; Aleem and Sprott, 2013; Gupta, Seetharaman and Raj, 2013; Nwabuonu and Nwachukwu, 2014; Asiaei and Rahim, 2016; Amankona, Panford and Hayftron-Acquah, 2017; Vasiljeva, Shaikhulina and Kreslins, 2017).

Mell and Grance (2011) describe them as follows:

- **Private cloud**: services are provisioned for exclusive use by a single organisation.
- **Community cloud**: services are provisioned for exclusive use by a specific group of organisations with shared interests.
- **Public cloud**: services are provisioned for open use by the general public.
- **Hybrid cloud**: two or more distinct deployment models (private, community or public) are combined together, remaining unique entities, but bound together by standardised or proprietary technology.
2.7 A Comprehensive View of the Cloud

From the preceding discussions the key attributes of cloud computing can be inferred to consist of the following:

- An underlying pay-as-you-go business model;
- Virtualised infrastructure in data centres which are dynamically scalable;
- Full utilisation of physical resources in data centres;
- The illusion of infinite resources to users;
- User self-service;
- User service requirements specification;
- Network access to resources from any device and location;
- Flexible business model framework that can be deployed in various forms;
- Multiple users of services which enables economies of scale;
- Ease of use by users; and
- A combination of grid computing, cluster computing, virtualisation and other supporting technologies.
From the aforementioned list of attributes, cloud computing can thus be described as a mechanism for full utilisation of grid computing, cluster computing, virtualisation and other supporting technologies, to dynamically enable on demand, simultaneous access to a large pool of scalable virtualized ICT resources, over a network by one or more users. These resources can be manifested in different forms of easily usable services, based on the requirements that are specified by the users and are paid for in a pay-as-you-go fashion. This feature is especially useful for businesses with limited resources as it enables them to only pay for what they need, as opposed to doing a costly upfront investment into resources that may never be used. SMEs thus stand to benefit the most from this feature as they inherently have less resources than their larger counterparts (Wamuyu, 2017).

2.8 Uses of Cloud Services by Businesses

Discussions on the usage of cloud services by businesses are limited in the literature. However, Kim, et al. (2009), observed that businesses usually do not use cloud services for mission critical applications and data. According to Eurostat (2014), the most commonly used cloud services amongst the surveyed businesses were respectively, e-mail, storage of files, hosting databases, office software, financial or accounting software applications, customer relationship management (CRM) software applications and computing power for internal business software, as shown in Table 4 below.

Table 4: Uses of cloud computing services in EU28 enterprises, adapted from Eurostat (2014)

<table>
<thead>
<tr>
<th>Use of cloud computing</th>
<th>E-mail</th>
<th>Storage of files</th>
<th>Hosting the database(s)</th>
<th>Office software</th>
<th>Financial or accounting software applications</th>
<th>CRM software applications</th>
<th>Computing power for own software</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of all enterprises</td>
<td>% of enterprises using the cloud</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU28</td>
<td>19</td>
<td>66</td>
<td>53</td>
<td>39</td>
<td>34</td>
<td>31</td>
<td>21</td>
</tr>
</tbody>
</table>

In an exploration of the usage of cloud services by SMEs, Wamuyu (2017) had similar results to the above. Backup and recovery services were observed to have the highest level of usage amongst the observed SMEs (98%) followed by email and messaging services (94%) as well as office applications (74%). Virtual PABX systems (6%), ERP systems (8%) and software development
platforms (12%) were observed to have the lowest usage, whilst data storage services (44%) and business process management services (36%) had moderate levels of usage.

Drawing from the preceding discussions and for the purposes of this study, cloud computing usage is thus regarded as **the use by small businesses, of either fully functional software services (SaaS), platforms (PaaS) or infrastructure (IaaS) that are offered by a remote third party, through a public cloud deployment model over the Internet.** Five categories of software services which are especially important in this regard are shown in Table 5 below. If a business is using one or more of the services mentioned in Table 5 below, it will be regarded as using cloud computing services in this study.

**Table 5: Categories of software services used by businesses**

<table>
<thead>
<tr>
<th>Category</th>
<th>Service offered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information and Communication</td>
<td>E-mail services</td>
</tr>
<tr>
<td>Storage</td>
<td>File storage</td>
</tr>
<tr>
<td>Hosting</td>
<td>Hosting of databases and/or web sites</td>
</tr>
<tr>
<td>Business Applications</td>
<td>Office software, financial or accounting software, customer relationship management (CRM) software, Enterprise Resource planning (ERP) software.</td>
</tr>
<tr>
<td>Computing Resources</td>
<td>Computing power for internal software</td>
</tr>
</tbody>
</table>

### 2.9 The Risks of Cloud Services to Businesses

Whilst there are indeed benefits that businesses can gain through the use of cloud services, there are also some risks associated with their use that have been widely discussed in the literature (Amankona, Panford and Hayfron-Acquah, 2017; Khanda and Doss, 2018; Kreslins, Novik and Vasiljeva, 2018; Li, Yu and He, 2019). When businesses transfer their data and applications onto the cloud, they risk losing physical control of them (Kim, 2009; Marston, et al., 2011; Panford and Hayfron-Acquah, 2017; Kreslins, Novik and Vasiljeva, 2018). To date, knowledge about the physical locations and configurations of the systems that deliver services in the cloud environment remains obscure and thus the adoption of cloud services has been met with mixed feelings (Amankona, Panford and Hayfron-Acquah, 2017; Kreslins, Novik and Vasiljeva, 2018). According to Kim (2009) these concerns are especially important for compliance reasons as sometimes businesses can be subject to government regulations with regard to the secure storage, privacy and disclosure of data and it will not be clear if the use of cloud computing services will
violate such regulations due to jurisdiction limitations. The General Data Protection Regulation (GDPR) for instance, lays out the rules for processing, storing and managing data from people residing in the European Union (Li, Yu and He, 2019). According to Li, Yu and He (2019), organisations that process data related to EU residents will be held accountable for non-compliance with the stipulations of GDPR from the 25th of May 2018 onwards.

In addition to this, Kreslins, Novik and Vasiljeva (2018) stressed that there are still concerns with regard to the loss of control of data and/or systems during an emergency situation. Marston, et al. (2011), stress that if these data and applications are business critical there are often concerns with regard to whether the cloud providers will be able to commit to the high quality of service and availability guarantees that will be necessary for such data and applications. This, according to Lin and Chen (2012) is because the use of cloud computing gives rise to uncertainty of service reliability, as there is a possibility for unexpected systems downtime and disruptions. As such, Kim, et al. (2009) discouraged businesses from entrusting business critical applications to cloud providers.

With loss of control, the issue of security also becomes a major concern with the use of cloud computing services (Yeboah-Boateng and Essandoh, 2014; Mohlameane and Ruxwana, 2014; Amankona, Panford and Hayfron-Acquah, 2017; Kreslins, Novik and Vasiljeva, 2018; Ahmad, 2018). According to Amankona, Panford and Hayfron-Acquah (2017), applications and data hosted by cloud service providers can be susceptible to a number of internal or external security threats. According to Yeboah-Boateng and Essandoh (2014), misuse, theft or illegal uses of data from the cloud service provider’s side is possible when they assume full responsibility over the data and applications. Ahmad (2018) suggests that the reason for this could be that sophisticated hackers can potentially break into just about any computer system and the cloud environment provides a conducive environment for attracting these hackers. The concern for businesses is that, whilst they are obliged to take reasonable and competent steps to safeguard their clients’ electronic information, cloud service providers will not be under the same ethical guidelines (Ratten, 2012). As such, Amankona, Panford and Hayfron-Acquah, (2017), posit that businesses must ascertain the security policies that prospective cloud vendors have in place before engaging them.

A lack of standardisation of application programming interfaces and platform technologies means that interoperability amongst platforms is poor which makes it difficult if not impossible for
businesses to switch from one service provider to the next (Marston, et al., 2011; Lin and Chen, 2012; Kreslins, Novik and Vasiljeva, 2018; Ahmad, 2018; Khanda and Doss, 2018). Marston, et al. (2011), warns of the possibility of this vendor lock-in increasingly becoming more expensive over time. According to Ahmad (2018), businesses that might need to switch vendors might be compelled to pay a fee for switching to a different vendor. Coupled to this, Ferreira and Moreira (2012) also highlight how lack of standardisation of the processes over which the cloud service providers base their offerings makes it difficult for businesses to do an initial analysis as to which vendor provides the best service for the business at the highest quality level. Furthermore, Khajeh-Hosseini, et al. (2012) accentuate that understanding the operational costs associated with public cloud service offerings is complicated as the utility billing model has a certain degree of uncertainty that makes it non-trivial to estimate as compared to upfront hardware acquisition. The lack of standardisation over which the cloud service providers base their offerings exacerbates this problem.

The issue of performance is also called into question with the use of cloud services, as they often rely on the communication time between the client computer and the web server in the cloud, which often gets slower as the number of simultaneous users increases and the amount of data transferred to and from the cloud increases (Kim, et al., 2009). High bandwidth thus becomes very important, which unfortunately, according to Mohlameane and Ruxwana (2014) is still relatively expensive in most developing countries. A lack of reliable telecommunications infrastructure as well as shortages of electricity further exacerbates the problem (Yeboah-Boateng and Essandoh, 2014; Khanda and Doss, 2018).

2.10 Advantages of using Cloud Services to Businesses.

The benefits that can potentially accrue to businesses through the use of cloud services have been widely discussed in the literature (Vidhyalakshmi and Kumar, 2016; Assante, et al., 2017; Branco Jr, Sa-Soares and Rivero, 2017; Ahmad 2018; Senarathna, 2018). Businesses do not need to make upfront investments in computing resources, the space needed to house the resources as well as the cost of training staff for administering the systems, networks and databases (Kim, 2009; Rawal, 2011; Johansson, et al., 2014; Yeboah-Boateng and Essandoh, 2014; Branco Jr, Sa-Soares and Rivero, 2017; Ahmad, 2018; Wambugu and Ndiege, 2018). Wambugu and Ndiege (2018) agree with this notion, as they attribute this to the fact that the computing resources will not be owned
by the business and will not reside on its premises, so the business does not have to be involved in the purchasing and upkeep of the computing resources. This can significantly lower the cost of entry for smaller businesses that are looking to benefit from highly computing power intensive applications such as those used for business analytics, which would otherwise only be available to large corporations that have the money to make such large ICT investments (Marston et al., 2011; Garrison, Kim and Wakefield, 2012; Ratten, 2012; Vidhyalakshmi and Kumar, 2016; Ahmad, 2018; Wambugu and Ndiele, 2018). In addition, smaller businesses will also be able to have access to state-of-the-art technology and skilled personnel and be able to compete with larger businesses (Wamuyu, 2017; Wambugu and Ndiele, 2018).

According to Vidhyalakshmi and Kumar, (2016) the use of cloud services also enables businesses to lower their operating costs. In particular the pay-per-use or subscription charges on which most cloud services are based are most likely to be much lower than the cost of purchasing and maintaining on-premise computing resources (Vidhyalakshmi and Kumar, 2016; Ahmad 2018; Wambugu and Ndiele, 2018). This is especially beneficial due to the fact that businesses will only pay for computing resources and services that they will be using at a particular time (Wambugu and Ndiele, 2018). This is useful when the use of the computing resources or services is irregular (Kumar, et al., 2013). Businesses will, thus, not be exposed to the risk of over procuring computing resources and services for peak time use which would then go unused during off peak periods (Kim et al., 2009).

The use of cloud services has also been observed to enable services to be accessible from any computing device, regardless of geographic or time constraints (Kumar, et al., 2013; Vidhyalakshmi and Kumar, 2016; Ahmad, 2018). The implications of this for business are that information can then be accessed and shared by others from anywhere at the same time; giving way to opportunities for more collaboration within and outside the business environment (Kumar, et al., 2013; Ratten, 2014; Vidhyalakshmi and Kumar, 2016). Cost savings can also be realised from this as there can be an elimination of travel expenses, since there will be no need to have to travel to meet other people for collaboration to take place.

Other business benefits that have been touted in the literature include that businesses can redirect their resources towards performing their core business activities better when they offload their ICT overhead to a third party (Yeboah-Boateng and Essandoh, 2014; Johansson, et al., 2014). In
addition to this, barriers for innovation can be lowered which would enable businesses to explore new markets that they would otherwise not have access to (Vidhyalakshmi and Kumar, 2016). Yeboah-Boateng and Essandoh (2014) also accentuated that providers of cloud computing services rely on highly distributed and robust infrastructure that can store data redundantly in multiple locations, which defends Mohlameane and Ruxwana (2014)’s assertion that cloud computing services have the ability to offer better security of data and applications. Business therefore do not have to worry about key data being lost, such as happens in the event of hardware crashes or theft of computing resources housed internally (Ahmad, 2018).

2.11 Summary

This chapter attempted to demystify the concept of cloud computing by exploring it from both a technological and business perspective, to come up with a holistic definition that encapsulates most of the attributes that identify it in extant literature. The following chapter explores the relationship between SMEs and cloud computing and also highlights the research problem of this study.
CHAPTER 3: Small to Medium Enterprises (SMEs)

3.1 Introduction

The previous chapter explored the concept of cloud computing from both a technological and business perspective. The definition for cloud computing for the purposes of this study was also established in the previous chapter. This chapter explores small to medium and enterprises (SMEs) in greater detail. The definition of an SME for the purposes of this study is established. In addition, the relationship between cloud computing and SMEs is also explored. The problem that this study seeks to address is then highlighted.

For over a decade, small to medium enterprises (SMEs) have been touted as playing a significant role in the development of the economic and social environments of most countries (OECD, 2002; Parida, 2008; Olawale and Garwe, 2010; Yeboah-Boateng and Essandoh, 2014; Vidhyalakshmi and Kumar, 2016; OECD, 2017; Senarathna, 2018; Khanda and Doss, 2018). According to the Organisation for Economic Cooperation and Development (OECD)’s 2017 report on enhancing the contributions of SMEs in global economies, SMEs account for on average seventy percent (70%) of all the jobs in OECD member countries. According to OECD (2017), in most developing economies, SMEs contribute up to forty-five percent (45%) of total employment and thirty-three percent (33%) of GDP. Johnston, et al. (2008), observed that South African SMEs were increasingly becoming key to the economic development of both rural and urban areas. Rungani and Potgieter (2018) supported this notion; highlighting that in South Africa, SMEs contribute approximately forty-two percent (42%) of the national gross domestic product (GDP) and sixty percent (60%) of total employment. SMEs, thus, have the potential to have a significant positive impact on the global economy as a whole (OECD, 2017).

Information and communication technologies (ICTs), have been touted as playing a crucial role in driving and accelerating SMEs to better achieve their operational objectives (Yeboah-Boateng and Essandoh, 2014; Vidhyalakshmi and Kumar, 2016; Wamuyu, 2017; Wambugu and Ndiege, 2018).

---

6 https://www.oecd.org/about/document/list-oecd-member-countries.htm
However, SMEs face several challenges such as a lack of technology know-how to harness its advantages fully, unclear return on investments, cluttered product portfolios and high investments made in legacy systems (Vidhyalakshmi and Kumar, 2016). As such, due to the benefits that they promise (see Section 2.10), cloud services are increasingly being viewed as ideal for SMEs (Kourik, 2011; Yeboah-Boateng and Essandoh, 2014; Vidhyalakshmi and Kumar, 2016; Assante, et al., 2017; Branco Jr, Sa-Soares and Rivero, 2017; Ahmad 2018; Senarathna, 2018). This chapter, thus, seeks to understand SMEs and the environment they operate in as well as to establish exactly how cloud services can be of benefit to them.

3.2 Definition

There is no universal definition of SMEs in the literature as they are defined differently depending on their geographical location and economic region (Kayanula and Quartey, 2000; OECD, 2002; Abubakar, Bass and Allison, 2014; OECD, 2017). According to OECD (2017) this is because the dimensions small and medium of a business are relative to the size of the domestic economy. The South African National Small Business Amendment Act of 2003 particularly makes use of three parameters to define SMEs, namely; the number of employees, total turnover and the total gross value of assets excluding fixed property assets (Government Gazette of the Republic of South Africa, 2003). The actual values vary across different sectors in certain instances; however, the ranges are summarised in the Table 6 below.

Table 6: South African definition of SMEs, adapted from the Government Gazette of the Republic of South Africa (2003) and Olawale and Garwe (2010)

<table>
<thead>
<tr>
<th>Size</th>
<th>Number of Employees</th>
<th>Total Turnover</th>
<th>Gross Value of Assets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>1-49</td>
<td>R13 million maximum</td>
<td>R5 million maximum</td>
</tr>
<tr>
<td>Medium</td>
<td>51-200</td>
<td>R51 million maximum</td>
<td>R19 million maximum</td>
</tr>
</tbody>
</table>

Bolton (1971) came up with a similar way to classify and, thus, define SMEs. He recommended that SMEs be statistically defined, using varying numbers of employees in some sectors and using
the total turnover (which also varied across some sectors) in other sectors, as shown below in Table 7.

**Table 7: Bolton’s SME definitions, adapted from (Bolton, 1971, p3)**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Statistical definition of a small businesses adopted by the Committee (1)</th>
<th>Small businesses as a % of all firms in the industry, 1963 (2)</th>
<th>Proportion of total employment in small businesses, 1963 (3)</th>
<th>Average employment per small business, 1963 (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing</td>
<td>200 employees or less</td>
<td>94%</td>
<td>20%</td>
<td>25</td>
</tr>
<tr>
<td>Retailing</td>
<td>Turnover of £50 000 p.a or less</td>
<td>96%</td>
<td>49%</td>
<td>3</td>
</tr>
<tr>
<td>Wholesale trades</td>
<td>Turnover of £200 000 p.a or less</td>
<td>77%</td>
<td>25%</td>
<td>7</td>
</tr>
<tr>
<td>Construction</td>
<td>25 employees or less</td>
<td>89%</td>
<td>33%</td>
<td>6</td>
</tr>
<tr>
<td>Mining/Quarrying</td>
<td>25 employees or less</td>
<td>77%</td>
<td>20%</td>
<td>11</td>
</tr>
<tr>
<td>Motor trades</td>
<td>Turnover of £100 000 p.a or less</td>
<td>87%</td>
<td>32%*</td>
<td>3*</td>
</tr>
<tr>
<td>Miscellaneous services</td>
<td>Turnover of £50 000 p.a or less</td>
<td>90%</td>
<td>82%</td>
<td>4</td>
</tr>
<tr>
<td>Road Transport</td>
<td>5 vehicles or less</td>
<td>85%</td>
<td>36%*</td>
<td>4*</td>
</tr>
<tr>
<td>Catering</td>
<td>All excluding multiples and brewery-managed public houses</td>
<td>96%</td>
<td>75%*</td>
<td>3*</td>
</tr>
</tbody>
</table>

Yeboah-Boateng (2013) however, argued that this created multiple definitions of an SME which according to Kayanula and Quartey (2000), made the definition very complicated for any generalisation to be applied across countries. Furthermore, Kayanula and Quartey (2000) and Yeboah-Boateng (2013) also argued that due to the instability inherent in currencies, an SME definition that included monetary valuations such as annual revenues was subject to change as a result of fluctuations in the currencies; again making generalising research findings a challenging endeavour. As such, the number of employees parameter alone has been used to describe SMEs across several studies in the literature (Modimogale and Kroeze, 2009; Yeboah-Boateng, 2013; Mohlameane and Ruxwana, 2014; OECD, 2017). Reynoso, Osuna and Figueroa (2014), however, advocated that this view whilst simple, was obsolete as it did not take into account that developments in technology such as ICTs are now making it possible for business sizes to be
significantly reduced whilst still maintaining similar or even better productivity levels (in terms of business turnover) to business with a larger size.

However, all definitions that are based on size (that is, number of employees, total turnover, value of assets etc.) have been subjected to criticism, as they were deemed as not being universally applicable in all contexts (Kayanula and Quartey, 2000). The problem, according to Storey (1994) is that a certain measure of size when applied in one context can lead to a different result when applied in a different context. For instance, an SME that employs ninety-nine (99) people can be regarded as being small in one region or sector and medium in another region or sector. The key, according to Abor and Quartey (2010), is therefore to use a definition that is more appropriate for a particular target region.

Following the preceding discussions, this study will therefore align with the South African National Small Business Amendment Act of 2003 (Government Gazette of the Republic of South Africa, 2003)’s definition of an SME with regard to the number of employees and total turnover parameters. This allows for sufficient inclusion of most SMEs in South Africa, whilst simultaneously making sure the definition is not overly complex. An SME will, thus, be defined as any business that employs less than two hundred (200) employees or has a total turnover of not more than R51 million in this study.

3.3 SMEs Characteristics and Challenges

SMEs are quite different from large enterprises. According to Reynoso, Osuna and Figueroa (2014), in most cases, SMEs cannot or prefer not to be large enterprises, due to several reasons which can range from the lifestyle preferences of their owners to the characteristics of the markets they operate in, which can be niche in nature. They are, however, generally affected by factors and challenges which are distinctly different from those that affect large enterprises and they respond to these differently and with varying impacts (Reynoso, Osuna and Figueroa, 2014).

3.3.1 Characteristics

Bolton (1971) first established that an SME generally, has a relatively small share of the market it operates in, is managed by its owners or part owners in a way that is personalised and is not part of a larger enterprise, therefore the owners or managers can freely make decisions without any
outside influence. This view of an SME has however been criticised for several reasons. Storey (1994) and Kayanula and Quartey (2000) argued that managing an SME in a personalised way by the owners was only possible when the number of employees was small, because when the number increases to over one hundred (100) employees, that responsibility is often offloaded onto a team of managers. Furthermore, Storey (1994), argued that contrary to the committee’s assertion that SMEs have a relatively small market share, the SMEs usually operate in a niche market, providing a specialised service or product in a monopolistic fashion.

The literature also cites a number of other characteristics that distinguish SMEs from large enterprises. Whilst the SME sector is quite heterogeneous in nature (Reynoso, Osuna and Figueroa, 2014), Brezinova (2013) particularly mentions the concentration of multiple work functions on a few employees, an informal leadership style and a preference on communicating orally, as characteristics typical of any SME. They have also been noted to spend a significantly lesser amount of money on development and research than their larger counterparts (OECD, 2002; Reynoso, Osuna and Figueroa, 2014). Employee training, including business training for the owners and/or managers, is also minimal amongst most SMEs (OECD, 2002; Murphy, 2002; Reynoso, Osuna and Figueroa, 2014).

In addition, according to Kyobe, Namirembe and Shongwe (2015), SMEs are also more flexible, and they respond and change quicker to a rapidly changing environment than larger enterprises, possibly due to their size and the close proximity to top management that employees enjoy. Storey (1994) reflected a similar view wherein he believed SMEs were much more likely to easily change, evolve or innovate than larger enterprises. They have further, been believed to have a better ability to make more efficient use of scarce resources than larger enterprises, mainly due to their ability to invest so little capital whilst simultaneously being very labour intensive and hence very productive (Kayanula and Quartey, 2000). This is in addition to Storey (1994)’s assertion that SMEs operate in a more uncertain environment than larger enterprises and that they are more consistent in their internal motivations and actions.

3.3.2 Challenges

There is also some acknowledgement in the literature that SMEs face a significant amount of challenges that affect their daily operations (OECD, 2000; Quaye, et al., 2014; Vidhyalakshmi,
According to Reynoso, Osuna and Figueroa (2014), these are often different from the challenges that larger enterprises face. A lack of finance appears to be one of the primary challenges that SMEs face, which has been cited in the literature (OECD, 2000; Kayanula and Quartey, 2000; OECD, 2002; Quaye, et al., 2014; OECD, 2017; Wamuyu, 2017; Wambugu and Ndiege, 2018). This is often seen as a driver for the adoption of cloud services (Wamuyu, 2017, Wambugu and Ndiege, 2018). SMEs often have to seek assistance from alternate sources of finance such as personal and family relationships (OECD, 2017). As a result, Murphy (2002) believes that this lack of finance affects their ability to effect organisational change such as changes in work organization, even though market developments and demands can sometimes warrant such changes.

According to the OECD (2017), a significant number of SMEs are persistently challenged with the adoption of new technologies and as such, are lagging behind their larger counterparts in adopting new technologies. This lag has been observed to emanate from a lack of investment in complementary knowledge-based assets such as research and development, human resources, organisational changes and process innovation (OECD, 2017). Modimogale and Kroeze (2009), note how an increasing number of SMEs in South Africa sometimes have to refer to ICT service providers as well as friends or family members who might have ICT knowledge, to get advice on technological issues. This, Modimogale and Kroeze (2009) believe, reflects a general lack of ICT expertise amongst a significant number of SMEs; a notion also supported by Wamuyu (2017). According to OECD (2017), this has significant negative implications on their capacity to turn technological change into innovation and productivity growth. According to Kayanula and Quartey (2000), even though most SMEs use relatively unsophisticated technology, an insufficient supply of skilled labour when it is needed has the potential to limit opportunities for specialisation, may inflate costs and be a hindrance to flexible management of operations. As such, the need for the adoption of cloud services has been observed to emanate from these challenges (Wamuyu, 2017).

Other challenges that have been cited in the literature include a general lack of managerial and entrepreneurial expertise amongst the SME owners (Kayanula and Quartey, 2000; Reynoso, Osuna and Figueroa, 2014; OECD, 2017). According to Kayanula and Quartey (2000), this is the case in the majority of the SMEs, despite the availability of a plethora of institutions that provide training
and advisory services in that regard. As a result, Reynoso, Osuna and Figueroa (2014) believe that this affects the owners’ ability to utilise information, technological innovations and financial support from public institutions.

Compliance with regulations has also been cited as another challenge that SMEs face (Kayanula and Quartey, 2000; OECD, 2017). Kayanula and Quartey (2000) accentuate how SMEs experience similar regulation compliance costs to large enterprises but in turn they have limited capacity to market their products both, in their domestic and international markets. According to OECD (2017), this because SMEs lack in-house expertise and lack information about the regulatory environment. In addition, SMEs have also been observed to incur additional expenses such as paying for external advisors or training staff to comply with new regulatory obligations than their larger counterparts (OECD, 2017). These costs can be a huge burden to bear for most SMEs and may therefore negatively affect their operations (Kayanula and Quartey, 2000; OECD, 2017). Furthermore, according to Kayanula and Quartey (2000), associations that favour SME interests in policy formulation processes appear to have limited roles to play when compared with those for large enterprises. Coupled to this, due to the heterogeneous nature of the SME sector (Reynoso, Osuna and Figueroa, 2014), their interests are wide ranging which makes it even more challenging for them to collectively defend these interests (Kayanula and Quartey, 2000).

However, ICTs, play a crucial role in assisting SMEs to evolve, innovate and compete on a global scale (Lin, 2007; Gago and Rubalcaba, 2007; Vidhyalakshmi and Kumar, 2016; OECD. 2017; Wamuyu, 2017; Wambugu and Ndiege, 2018; Senarathna, 2018) and, thus, can potentially mitigate some of these challenges. Therefore, there is some competitive value for SMEs that choose to make use of ICTs (Bazhenova, Taratukhin and Becker, 2011; Ismail, Jeffery and Van Belle, 2011).

### 3.4 ICT usage amongst SMEs

Extant literature appears to support the notion that there are indeed some positive benefits that can accrue to SMEs through the use of ICTs (Kotelnikov, 2007; Mutula and Van Brakel, 2007; Ismail, Jeffery and Van Belle, 2011; Mohlaneane and Ruxwana, 2014; Vidhyalakshmi and Kumar, 2016; Wamuyu, 2017; Wambugu and Ndiege, 2018). Kotelnikov (2007), however, accentuates that it is seldom the case that SMEs use ICTs at the same level of complexity as larger enterprises. As such,
Ismail, Jeffery and Van Belle (2011) observed that there was some variation in the levels of acceptance and usage of ICTs in SMEs.

Kotelnikov (2007) described the complexity of ICT usage amongst SMEs as a continuum ranging from basic communication (use of a fixed telephone line or mobile phone), basic Information Technology (use of a personal computer with simple software, internet and possibly a printer), advanced communication (use of the internet for communicating e.g. email, video conferencing, Voice Over Internet Protocol (VoIP) etc.) and advanced information technology (use of a personal computer with advanced software e.g. Enterprise Resource Planning (ERP) systems). Ismail, Jeffery and Van belle (2011) similarly identified the different strata of complexity of ICT usage amongst SMEs. They distinguished between general ICT usage (internet/intranet use, email, website presence etc.), production-oriented ICT usage (accounting software, ERP systems etc.) and advanced ICT usage (cloud computing, mobile payment systems etc.). Vidhyalakshmi (2016), identified two types of SMEs; unorganized and sophisticated. Unorganized SMEs were described as not having any set business processes and existing merely for subsistence. Sophisticated SMEs on the other hand, were described as having predefined standards and processes. The usage of ICTs was believed to be depended on the type of SMEs; with sophisticated SMEs utilising much more complex technological solutions (Vidhyalakshmi, 2016). Furthermore, Hassan and Ogundipe (2017), posit that the level of the owners’ ICT skills and knowledge have a bearing on the level of ICT adoption by SMEs.

Whilst SMEs use ICTs at different level of complexity, Karim, et al. (2018) observed that the majority of SMEs use ICTs moderately for their day to day business activities; with only a small percentage (30%) having high ICT usage. According to Lu et al. (2019) as SMEs’ number of employees and amount of turnover increases, the reliance on ICTs for day to day business activities also increases. Adeniran and Johnston (2014) accentuated that in South Africa, technology related SMEs (usually found in the manufacturing, construction and ICT sectors) generally used more advanced technology than non-technology related SMEs. Lu et al. (2019) seemed to support this argument, as they observed that SMEs in the construction industry in China have a more comprehensive and integrated application of ICTs. These SMEs used ICTs for inter-organizational coordination, data analysis and utilization, as well as business and service innovation.
Adeniran and Johnston (2014), observed that in general, SMEs across the different ICT usage spectrums generally used the internet for procuring information, for banking, for marketing, for finding partnerships and for establishing new business opportunities. However, according to Karim et al. (2018), three major categories of ICTs can be adopted by SMEs namely: general-use ICTs (email and internet access), production integrating ICTs (local area networks, electronic data interchange and the intranet) and market-oriented ICTs (relevant enabling tools such as websites). This appeared to support Ismail, Jeffery and Van Belle (2011)’s observation in South Africa wherein SME ICT usage was found to be limited to only internet access, emails, website hosting, VoIP and bulk SMS communication. Ismail, Jeffery and Van Belle (2011) attributed this to a general lack of awareness by SME owners of other technologies, as well as the benefit of using them.

Despite, ICTs being perceived as beneficial for SMEs wanting to create value for their businesses (Ismail, Jeffery and Van Belle, 2011; OECD, 2017, Jaganathan et al., 2018; Karim, et al., 2018; Mwila and Ngoyi, 2019), there are some challenges to their use that exist in addition to the operational challenges that SMEs already face (MacGregor, et al., 2002; Cheshire and Nassiuma, 2017; Jaganathan et al., 2018; Oyebiyi et al., 2018; Mwila and Ngoyi, 2019). According to Jaganathan et al. (2018), some of these challenges include lack of funding, lack of government support, owners’ lack of ICT skills, the high cost of ICT implementation as well as a lack of exposure to relevant ICTs. However, SMEs in developing countries, have been observed to experience a unique set of challenges when adopting ICTs as opposed to those in well developed countries (Bazhenova, Taratukhin and Becker, 2011; Oyebiyi et al., 2018; Mwila and Ngoyi, 2019).

3.4.1 Challenges to ICT usage by SMEs in developing countries

Electricity constraints have been touted as a major challenge to SME ICT usage in developing countries (Apulu and Ige, 2011; Oyebiyi et al., 2018; Mwila and Ngoyi, 2019). Oyebiyi et al. (2018) believes these constraints are the primary reason affecting the implementation of ICTs by Nigerian SMEs. According to Oyebiyi et al. (2018), this in part emanates from a lack of vital infrastructure to support ICTs which comes from inadequacies in their provision by the respective governments. Bazhenova, Taratukhin and Becker (2011) and Kuyoro, et al. (2013) highlight a
general lack of sound policies and interventions from the respective governments in most
developing countries to support ICT usage by SMEs. Poor telecommunication infrastructure
(Modisha and Van Belle, 2012; Awodele and Omotunde, 2013; Cheshire and Nassiuma, 2017; 
Oyebiyi et al., 2018; Mwila and Ngoyi, 2019) which is often costly to access (Cheshire and 
Nassiuma, 2017; Mwila and Ngoyi, 2019), is also another cited challenge that SMEs in 
developing countries have to deal with when wanting to use ICTs. According to Iddris (2012), 
SMEs in developing countries, thus, generally incur a higher cost of ICT implementation than 
their counterparts in developed countries. According to Mwila and Ngoyi (2019) 38.5% of the 
queried SMEs in Zambia mentioned that acquiring, using and maintaining ICTs was too 
expensive and as such, not feasible for them. This makes it even more challenging for the 
SMEs, given their financial limitations. As such, Bazhenova, Taratukhin and Becker (2011) 
highlighted how technology solutions designed for developed countries might not be 
compatible with most developing countries, even though SME needs in both environments may be similar.

Other challenges that have been cited in the literature as plaguing SMEs in developing 
countries include, a lack of sufficient literacy in ICT (Modimogale and Kroeze, 2009; 
Cheshire and Nassiuma, 2017), an inability to synchronise existing business processes with 
available ICTs, a lack of sound strategies for ICT, insufficient research and development, 
legal and regulatory issues, poor ICT implementation practices and insufficient understanding 
of the functioning of knowledge economies (Kuyoro, et al., 2013). South African SMEs are not 
exempted from some of these challenges.

According to Kew and Herrington (2009), even though a significant amount of SMEs in South 
Africa appeared to use ICTs, high internet tariffs, high access costs of telecommunication 
infrastructure, high costs of prerequisite hardware and software and a lack of awareness of 
the benefits promised by ICTs (Mohlameane and Ruxwana, 2014) are major stumbling blocks to the 
use of ICTs by these SMEs. In addition to this, Ismail, Jeffery and Van Belle (2011) also cited 
poor communication infrastructure as another challenge South African SMEs have to content with; 
resonating with Mwila and Ngoyi (2019). Ismail, Jeffery and Van Belle (2011) indicated that South 
Africa has developed in a disparate manner with some areas (mostly rural areas) lacking basic 
infrastructure like electricity and fixed lines that are required to propel ICT use whilst other areas 
(mostly urban areas) have better access to the infrastructure. As a result of these challenges, SMEs
in developing countries have been observed to be adopting ICTs at a much slower rate than those in developed countries (Bazhenova, Taratukhin and Becker, 2011; Kuyoro, et al., 2013; Cheshire and Nassiuma, 2017; Oyebiyi et al., 2018).

3.4.2 Mitigation of ICT usage challenges through the use of cloud services

Even though a number of challenges with the use of ICTs by SMEs have been cited in the literature, there is some consensus that SMEs stand to benefit substantially from the use of cloud services (Vidhyalakshmi and Kumar, 2016; Assante, et al., 2017; Branco Jr, Sa-Soares and Rivero, 2017; Ahmad 2018; Senarathna, 2018; Wambugu and Ndiege, 2018). Prasad, et al., (2014), observed that SMEs are increasingly perceiving the benefits offered by cloud computing as outweighing the challenges associated with its use and, as such, are increasingly adopting it. According to Wamuyu (2017), SMEs are now exploring ways to reduce their computing costs fostered by an ICT landscape that enables obtaining ICT infrastructure services from a range of sources and acquisition models. This trend appears to be also true for a number of developing countries. Abubakar, Bass and Allison (2014) observed that SMEs in Nigeria were increasingly more concerned about the benefits gained through the use of cloud services than they were concerned with issues such as security, privacy and trust. This is despite the additional challenges associated with ICT usage in Nigeria (Oyebiyi, et al., 2018). Furthermore, Khanda and Doss (2018) highlight how SMEs in countries such as Kenya, South Africa, Ghana and India are now increasingly embracing the use of cloud services. Based on the preceding discussions, Table 8 below highlights how some of the common ICT related challenges that are faced by a significant number of SMEs could be mitigated through the use of cloud services.
### Table 8: SME ICT related challenges and corresponding cloud computing mitigations

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Cloud Computing Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of ICT expertise/ difficulty attracting skilled labour.</td>
<td>As cloud service providers assume all the responsibilities of maintaining the relevant ICT infrastructure, SMEs essentially would have access to ICT expertise that they would otherwise not have, internally.</td>
</tr>
<tr>
<td>High costs of prerequisite hardware and software and/or ICT implementation.</td>
<td>There is no need for upfront investments in hardware and software as cloud service providers assume that responsibility.</td>
</tr>
<tr>
<td>Difficulty in innovating and adopting new technologies/Insufficient research and development.</td>
<td>Cloud service providers are constantly researching about new technologies and developing their products; enabling SMEs to remain abreast with the latest technologies.</td>
</tr>
<tr>
<td>Incompatibility of some ICTs with the environment in most developing economies.</td>
<td>Cloud services can be readily customised to suit any user’s needs regardless of geographical location.</td>
</tr>
</tbody>
</table>

### 3.5 SME Cloud Services Adoption

Despite all the benefits that the use of cloud services is touted to provide, the actual adoption of cloud services by SMEs remains low when compared to their large counterparts (Collins and Lam, 2014; Asiaei and Rahim, 2016; Chemjor and Lagat, 2017; Senarathna, 2018). According to Mohlameane and Ruxwana (2014) South African SMEs are no exception to this trend. Adane (2018), argues that SMEs need to have a clear cloud adoption strategy if there are to gain any measurable benefits from cloud services. However, Malik, et al. (2019), indicate that there is a shortage of industry-specific principles for SMEs to follow when adopting cloud services. This is supported by Asiaei and Rahim (2016) wherein they posit that a lack of clear standard guidelines and knowledge of how to adopt and utilize cloud technologies is one of the major obstacles for their adoption by SMEs. A limited amount of literature has either provided these guidelines or given directions on how the SMEs should establish these guidelines (Prasad, et al., 2014; Asiaei and Rahim, 2016; Malik, et al., 2019). In addition to this, there is a limited focus on the aforementioned problem by literature within the context of developing economies, such as South Africa. In an investigation of the awareness of cloud computing by South African SMEs, Mohlameane and Ruxwana (2014), reiterated this notion. They argued that there is a lack of awareness and exposure to cloud services and the guidelines for South African SMEs to follow, in order to establish and localize their benefits and fit for the South African SME context. There is
thus, a need for a framework which can be used as a guide by SMEs in South Africa as they adopt cloud services.

3.6 Summary

This chapter looked at the various characteristics of SMEs and the environment they operate in. In addition, the chapter also established how cloud services can be of benefit to them. The problem that this study seeks to address was then ultimately presented to the reader. The next chapter establishes the theoretical framework on which to base the investigation into the considerations that SMEs need to take into account when adopting cloud services.
CHAPTER 4: Theoretical Framework

4.1 Introduction

From the preceding chapters, one can appreciate the importance of ICTs to SMEs; especially how the adoption of cloud services can be of substantial benefit to their operations. The value from ICTs can, however, only be unlocked if the ICTs are adopted by their intended users, which often does not occur (Agarwal and Prasad, 1998). As such, there has been an increased focus on trying to understand and manage how users react to new ICT innovations in the literature; with a plethora of theories being proposed in order to explain attitudes and behaviours towards new ICT innovations (Agarwal and Karahanna, 2000). Prior to investigating the considerations that SMEs need to take into account when adopting cloud services, therefore; it is essential that we have a look at some of these theories that have emerged, in order to understand and explain ICT adoption. These theories have been systematically applied in the literature to study ICT innovations of all kinds (Thong and Yap, 1995). Oliveira and Martins (2011), however, accentuated that the theories can be split between those that look at adoption at an individual level and those that look at adoption at an organisational level. As this study, focuses on adoption of cloud services by SMEs, the latter will be of greater interest and will hence merit greater focus.

4.2 ICT Innovations Adoption Theories

Bradley, (2009) highlighted a number of ICT innovation adoption theories that have been proposed over the last two decades. Whilst seemingly acknowledging the existence of a plethora of these theories however, Oliveira and Martins (2011) argue that the most used of these theories in the literature are the Technology Acceptance Model (TAM) (Davis, 1986; Davis, 1989; Davis, Bagozzi and Warshaw, 1989), the Theory of Planned Behaviour (TPB) (Ajzen, 1991), the Unified Theory of Acceptance and use of Technology (UTAUT) (Venkatesh, et al., 2003) the Diffusion of Innovations Theory (DOI) (Rogers, 1995) and the Technology-Organisation-Environment (TOE) framework (Tornatzky and Fleischer, 1990). A look at some of the literature on ICT innovation adoption theories over the last decade appears to support this observation (Thong and Yap, 1995; Manueli, Latu and Koh, 2007; Bradley, 2009; Korpelainen, 2011; Awa, Ukoha, Emecheta, 2012; Lai, 2017; Taherdoost, 2018).
4.2.1 Organisational level ICT innovation adoption theories

Of the aforementioned theories, however, Oliveira and Martins (2011) point out that only the DOI theory and the TOE framework can be applied to understand ICT innovations adoption at an organisational level. It is therefore logical that we investigate these in greater detail as they are more relevant to this study.

4.2.1.1 The diffusion of innovation (DOI) theory

Rogers (1983), highlighted that, the DOI theory views new innovations as being communicated via certain mediums, across time and within particular social systems. As such, according to Oliveira and Martins (2011), the DOI theory can enable an exploration of how, why and at what rate, new ideas and ICTs can permeate through particular cultures, both at an individual and an organisational level. According to Rogers (1995), the DOI theory at organisational level views innovativeness (the adoption of cloud services in our case) as being affected by independent variables such as individual (leader) characteristics, internal characteristics of organisational structure and external characteristics of the organisation. Figure 6 below shows the theory pictorially.

![Diagram of DOI theory at organisational level](image)

**Figure 6: DOI theory at organisational level adapted from (Rogers, 1995)**
Rogers (1995) defined *individual characteristics* as a leader’s attitude towards change; *internal characteristics of organisational structure* as observed traits of the organisation such as centralisation, complexity, formalisation interconnectedness, organisational slack and size - whereby centralisation is the extent to which power and control in a system is within the hands of a relatively few individuals, whereas complexity is the extent to which an organisation’s members have relatively high levels of knowledge and expertise, formalisation is the extent to which an organisation accentuates the following of rules and procedures by its members, interconnectedness is the extent to which interpersonal networks link units within a social system, organisational slack is the extent to which unused resources are available to an organisation and size is the number of employees in an organisation. *External characteristics of the organisation* refers to the extent to which a system is open (Rogers, 1995).

### 4.2.1.2 The Technology-Organisation-Environment (TOE) framework

On the other hand, the TOE framework identifies three contextual aspects of an organisation that have an influence on the process whereby an organisation adopts an innovation; namely: the technological context, organisational context and the environmental context (Oliveira and Martins, 2011). Figure 7 below, shows a pictorial view of the framework as originally presented by Tornatzky and Fleischer (1990).

![Figure 7: Original TOE framework and its constructs, adapted from (Tornatzky and Fleischer, 1990)](image-url)
The technological context refers to existing technologies that an organisation uses (internal technologies), as well as those that it does not use but which are available on the market (external technologies) (Oliveira and Martins, 2011; Baker, 2012). The organisational context refers to descriptive traits about the organisation and its resources such as linking structures between employees, intra-firm communication processes, organisational size and slack resources (Oliveira and Martins, 2011; Baker, 2012). The environmental context is the domain within which an organisation conducts its business (Oliveira and Martins, 2011). It includes the industry structure, the presence or absence of service providers for technology as well as the regulatory environment (Baker, 2012).

While at a glance, they might seem like two totally different theories, however, the DOI theory and the TOE framework have been noted as being closely aligned (Zhu, Kraemer and Xu, 2003; Hsu, Kraemer and Dunkle, 2006; Oliveira and Martins, 2011; Baker, 2012). In particular, the *individual leader characteristics* and the *internal characteristics of organisational structure* from the DOI theory have been noted as being similar to the TOE framework’s *organisational context* and the *external characteristics of the organisation* from the DOI theory similar to the TOE framework’s *environmental context* (Baker, 2012). Furthermore, the characteristics of the innovation that were implicitly emphasized by Rogers in the DOI theory have also been equated to the TOE framework’s *technological context*, as depicted below in Figure 8 (Zhu, Kraemer and Xu, 2003; Zhu, et al., 2006; Baker, 2012).
According to Hsu, Kraemer and Dunkle (2006), however, the TOE framework’s clear outline of the environmental context makes it better than the DOI theory in explaining intra-organisation innovation adoption. Resonating with the aforementioned view, Oliveira and Martins (2011), further added that the TOE framework’s environmental context better unravels opportunities and constraints for the adoption of technological innovations. The TOE framework also appears to have a solid theoretical grounding and extensive empirical support (Oliveira and Martins, 2011; Baker, 2012; Alshamaileh, 2013; Al-Jabri and Alabdulhadi 2016; Karim and Rampersad, 2017; Sallehudin, et al., 2018). For the purposes of this study therefore, the TOE framework will be the base framework that will be used to explore the considerations that SMEs should take into account when adopting cloud services.

4.3 Application of the TOE framework to study cloud adoption

The TOE framework is quite generic in that it can be applied to understand the adoption of innovations of many kinds (Ramdani and Kawaie, 2007; Oliveira and Martins, 2011; Baker, 2012). As such, it allows researchers to examine a broad set of contextual factors; allowing them to vary them for each new innovation (Baker, 2012; Alshamaileh, 2013). No single TOE framework can, therefore, be used to study all types of innovations, as they are quite diverse and each one is affected by a different set of factors (Ramdani and Kawaie, 2007).

Figure 8: Comparison of the DOI theory and the TOE framework respectively, adapted from (Hsu, Kraemer and Dunkle, 2006).
The question then arises about which factors are key in studying cloud services adoption by SMEs, as it is imperative that we include the right kind of constructs within the TOE framework, for the purposes of this study. A look at prior literature that has utilised the TOE framework to study the factors influencing the adoption of cloud services by businesses will thus be essential in providing guidance for determining which constructs to include.

Table 9 below highlights these studies and the constructs they included within their TOE frameworks. From these constructs, and consistent with Alshamaileh (2013), the researcher selected a manageable and yet theoretically important set that closely relates to cloud services adoption for the purposes of this study. Even though some of the constructs that were included in these TOE frameworks appear to have stemmed from Rogers’ DOI theory (relative advantage, complexity, compatibility, trialability), they were looked at within the context of the TOE framework and, thus, were viewed as part of it. Table 10 below lists the selected constructs, as well as their definitions.
Table 9: Constructs used to study the technological, organisational and environmental factors that influence cloud services adoption across several studies

<table>
<thead>
<tr>
<th>Author</th>
<th>Technological factors</th>
<th>Organisational factors</th>
<th>Environmental factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alshamaileh, 2013</td>
<td>- Relative advantage</td>
<td>- Size</td>
<td>- Competitive pressure</td>
</tr>
<tr>
<td></td>
<td>- Uncertainty</td>
<td>- Top management support</td>
<td>- Industry</td>
</tr>
<tr>
<td></td>
<td>- Compatibility</td>
<td>- Innovativeness</td>
<td>- Market scope</td>
</tr>
<tr>
<td></td>
<td>- Complexity</td>
<td>- Prior technology experience</td>
<td>- Supplier computing support</td>
</tr>
<tr>
<td></td>
<td>- Trialability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yeboah-Boateng and Essandoh, 2014</td>
<td>- Trialability of cloud services</td>
<td>- Top management support and involvement</td>
<td>- Adequate user and technical support from provider</td>
</tr>
<tr>
<td></td>
<td>- Existence of required IT infrastructure and resources</td>
<td>- Resistance towards new technologies</td>
<td>- Choice of skilled and expert cloud vendors</td>
</tr>
<tr>
<td></td>
<td>- Compatibility with existing systems</td>
<td>- Conformity with work culture and style</td>
<td>- Influence of market scope</td>
</tr>
<tr>
<td></td>
<td>- Strength of in-built security systems</td>
<td>- Impact of organisational structure and size</td>
<td>- The nature of the industry</td>
</tr>
<tr>
<td></td>
<td>- Learning capability of employees</td>
<td></td>
<td>- Relationship with providers, government and competitors</td>
</tr>
<tr>
<td></td>
<td>- Limited technical knowledge about similar technologies</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Non-performance of cloud services to support operations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al-Jabri and Alabdulhadi, 2016</td>
<td>- Relative advantage</td>
<td>- Top management support</td>
<td>- Competitive pressure</td>
</tr>
<tr>
<td></td>
<td>- Complexity</td>
<td>- Organisational readiness</td>
<td>- Business partner pressure</td>
</tr>
<tr>
<td></td>
<td>- Compatibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deil and Brune 2017</td>
<td>- Technology Readiness</td>
<td></td>
<td>- Competitive Pressure</td>
</tr>
<tr>
<td></td>
<td>- Relative Advantage</td>
<td></td>
<td>- Regulatory Support/Influence</td>
</tr>
<tr>
<td></td>
<td>- Complexity</td>
<td></td>
<td>- Market Environment</td>
</tr>
<tr>
<td></td>
<td>- Compatibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karim and Rampersad, 2017</td>
<td>- Relative advantage</td>
<td>- Top management support</td>
<td>- Competitive pressure</td>
</tr>
<tr>
<td></td>
<td>- Compatibility</td>
<td>- Readiness</td>
<td>- Regulatory support</td>
</tr>
<tr>
<td></td>
<td>- Security concerns</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>- Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senaratna (2018)</td>
<td>- Relative advantage</td>
<td>- Leadership awareness</td>
<td>- Competitors</td>
</tr>
<tr>
<td></td>
<td>- Security</td>
<td>- Slack and interconnectedness</td>
<td>- Market</td>
</tr>
<tr>
<td></td>
<td>- Privacy</td>
<td>- Flexibility</td>
<td>- Regulations and service</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 10: Selected TOE constructs related to this study and their definitions

<table>
<thead>
<tr>
<th>Context</th>
<th>Construct</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological</td>
<td>Relative advantage</td>
<td>The degree to which an innovation is seen as being better than the one superseded by its adopters (Rogers, 2003)</td>
</tr>
<tr>
<td></td>
<td>Complexity</td>
<td>The degree to which adopters of an innovation perceive it as being relatively difficult to understand and use (Rogers, 2003)</td>
</tr>
<tr>
<td></td>
<td>Compatibility</td>
<td>The degree to which adopters perceive an innovation as being consistent with their existing values, past experiences and needs (Rogers, 2003)</td>
</tr>
<tr>
<td></td>
<td>Trialability</td>
<td>The degree to which adopters can experiment with an innovation on a limited basis (Rogers, 2003)</td>
</tr>
<tr>
<td></td>
<td>Uncertainty</td>
<td>The degree to which the result of using an innovation is insecure (Ostlund, 1974; Fuchs, 2005)</td>
</tr>
<tr>
<td></td>
<td>Infrastructural support</td>
<td>The existence of required IT infrastructure and resources (Yeboah-Boateng and Essandoh, 2014)</td>
</tr>
<tr>
<td>Organisational</td>
<td>Size</td>
<td>The size of the business (Alshamaileh, 2013)</td>
</tr>
<tr>
<td></td>
<td>Top management support</td>
<td>Devoting time to the innovation adoption project, in proportion to its cost and potential, reviewing plans, following up on results and facilitating management problems associated with integrating computing systems with management processes of the business (Young and Jordan, 2008)</td>
</tr>
<tr>
<td></td>
<td>Prior technology experience</td>
<td>The extent of a user’s past experience with similar technologies (Heide and Weiss, 1995; Alshamaileh, 2013)</td>
</tr>
<tr>
<td></td>
<td>Innovativeness</td>
<td>The extent to which a user is relatively earlier in adopting new ideas and/or innovations than other members of the same social context (Rogers, 1983)</td>
</tr>
<tr>
<td>Environmental</td>
<td>Competitive pressure</td>
<td>The degree of pressure experienced by a business from competitors within the industry (Oliveira and Martins, 2010)</td>
</tr>
<tr>
<td></td>
<td>Industry</td>
<td>The sector in which a business operates in (Yap, 1990; Goode and Stevens, 2000)</td>
</tr>
<tr>
<td></td>
<td>Supplier support</td>
<td>Activities by the supplier that have a significant effect on a business’ probability of adopting an innovation (Frambach, et al., 1998)</td>
</tr>
</tbody>
</table>
4.3.1 The technological context

Premkumar (2003) observed that few studies have investigated the impact of technological characteristics in the adoption of new innovations especially within the context of small businesses. However, Al-Jabri and Alabdulhadi (2016) posit that technological characteristics have a significant bearing on adoption decisions. As such, in order to address this, constructs from Rogers’ diffusion of innovation theory were adopted; with relative advantage, complexity, compatibility and trialability being selected on that basis. Other studies have also employed Rogers’ diffusion of innovation theory to better understand the effect of technological characteristics on the adoption of cloud services (Alshamaileh, 2013; Asiaei and Rahim, 2016; Hassan and Nasir, 2017; Lynn, et al., 2018). Hassan and Nasir (2017) observed that the constructs compatibility, complexity and relative advantage were consistently associated with innovation adoption. As such, these constructs were found to be significant factors in innovation adoption and were thus chosen on that basis. Trialability was chosen as it was anticipated that adopters of cloud services would want to try out some cloud services first before fully adopting them.

According to Erumban and de Jong (2006), the adoption of new technology presents a lot of risk and uncertainty. As discussed in the preceding chapters, the adoption of cloud computing services also presents some form of risk. As such, the construct uncertainty was also deemed as theoretically important for the investigation of the adoption of cloud computing services and hence was included in this study’s base TOE framework.

Several studies have highlighted the need for supporting infrastructure (internet access, adequate electricity etc.) as key in the adoption of cloud services (Yeboah-Boateng and Essandoh (2014); Wamuyu 2017; Amankona, Panford and Hayfron-Acquah, 2017; Khanda and Doss, 2018). The construct infrastructure support was, thus, included in our base TOE framework on that basis. Whilst there are other constructs within this context that have been used in some studies (Yeboah-Boateng and Essandoh, 2014; Karim and Rampersad, 2017; Sallehudin et al., 2018), they were not common across most of the studies that were reviewed and hence were excluded from this study’s base TOE framework.
4.3.2 The organisational context

The organisational context has also been touted as an important context in innovation adoption studies (Alshamaileh, 2013; Al-Jabri and Alabdulhadi, 2016). A number of studies on SME innovation adoption have primarily focused on organisational context characteristics (Oguz, 2016; Allen, et al., 2017; Hassan, 2017). For the purposes of this study we included size, top management support, prior technology experience and innovativeness in the organisational context of our base TOE framework.

According to Al-Hujran, et al. (2018) organisational size is one of the common factors affecting ICT innovation adoption. The debate that has been ongoing for over a decade has been about whether small or large businesses are better at adopting new innovations (Damanpour, 1992). Alshamaileh (2013) posits that on one hand, larger businesses often have better resources, skills and experience to withstand failures than small businesses do. However, Damanpour (1992) argues that smaller businesses are more flexible towards responding to changes in the environment. It is for this reason that this construct was included in the base TOE framework of this study.

Top management support has also been touted as key in innovation adoption (Premkumar and Potter, 1995; Low, Chen and Wu, 2011; Al-Jabri and Alabdulhadi, 2016; Karim and Rampersad, 2017; Al-Hujran, et al., 2018; Grandhi, Wibowo and Balasooriya, 2019). In essence, besides making sure that the appropriate strategic vision and direction for the innovation adoption is given, top management support also ensures that the importance of a possible change is communicated to other members of the business and sufficient resources are allocated where they are needed (Premkumar and Potter, 1995; Thong, 1999; Low, Chen and Wu, 2011; Al-Jabri and Alabdulhadi, 2016; Karim and Rampersad; 2017; Al-Hujran, et al., 2018; Grandhi, Wibowo and Balasooriya, 2019). Hence this construct was included in this study’s base TOE framework for the aforementioned reasons.

According to Alshamaileh (2013), prior technology experience facilitates a user’s innovation adoption decision. A number of other studies have also found it to be quite important in innovation adoption (Igbaria, Guimaraes and Davis, 1995; Hunter, 1999; Dholakia and Kshetri, 2004; Alharbi, Atkins and Stanier, 2016; Kreslins, Novik and Vasiljeva, 2018). According to Bandura (1977), there is an association between a user’s prior knowledge and their understanding of a new situation.
As such, according to Rogers (2003), a user’s innovation adoption decision can be affected by any accumulated experience of using new innovations.

Marcati, Guido and Peluso (2008) accentuated that an organisation’s receptiveness towards new ideas plays a crucial role in the adoption of new innovations in small to medium enterprises (SMEs); a view that was also echoed by Alshamaileh (2013). Organisations with a history of innovativeness have been deemed as being more likely to have positive adoption decisions of new innovations (Damanpour, 1991; Marcati, Guido and Peluso, 2008). Innovativeness is, thus, an important construct that has been investigated in a number of innovation adoption studies (Leung and Wei, 1998; Lin and Jeffres, 2008; Alshamaileh, 2013; Hoque, 2016; Hwang Huang and Wu 2016; Alan, et al., 2017; Martins, 2018) and has thus, been included in this study’s base TOE framework on that basis.

4.3.3 The environmental context

For the purposes of this study, the constructs competitive pressure, industry and supplier computing support were found to be quite important in this context.

According to Majumdar and Venkataraman (1993), competitive pressure that is experienced by a business can strongly influence it to adopt new technology or innovative ideas, to cope with the pressure. Other studies have also accentuated the importance of competitive pressure in facilitating innovation adoption (Crook and Kumar, 1998; Premkumar and Roberts, 1999; Al-Jabri and Alabdulhadi, 2016; Karim and Rampersad, 2017; Yoo and Kim, 2018). According to Loasby and Leibenstein (1976) competition drives managers of a business to look for new innovative ways to bolster production levels, so as to remain competitive. Majumdar and Venkataraman (1993), go further, to accentuate that varying competitive pressures induce varying innovation adoption levels. From the aforementioned discussions, it therefore appears that competitive pressure plays a significant role in innovation adoption and it was, thus, imperative that it be included in this study’s base TOE framework.

The industry a business operates in has also been observed to have an influence on its decisions to adopt new ICT innovations (Jeyaraj, Rottman and Lacity, 2006; Imre, 2016; Silva and Mattos, 2019). Due to their varying needs, businesses in various industries have been observed to vary in
their level of adoption of new ICT innovations (Yap, 1990; Levenburg, Magal and Kosalge, 2006). This could be due to the fact that different industries have varying information processing requirements which, in turn, have a bearing on businesses’ adoption of new ICT innovations (Yap, 1990; Goode and Stevens, 2000). Within the context of cloud computing, industry has also been touted as significantly influencing adoption; with businesses in different industries adopting cloud computing services at varying levels (Alshamaileh, 2013).

Finally, Supplier support also plays a significant role in businesses’ adoption of ICT innovations (Alshamaileh, 2013; Silva and Mattos, 2019). Specifically, the marketing activities that they engage in have been touted as having an influence on the businesses’ innovation adoption decisions (Alshamaileh, 2013). According to Premkumar and Roberts (1999), this could be due to businesses being more compelled to use a new ICT innovation if they believe that they have ample support. The suppliers hence act as a source of both capabilities and knowledge (Weigelt and Sarkar, 2009) as well as reassurance (Frambach and Schillewaert, 2002).

### 4.4 Summary

In this chapter it was established that the decisions or considerations that SMEs need to take into account when adopting cloud services might be affected by some or all of the aforementioned factors in the base TOE framework (see Table 10). Based on this framework, the next chapter explores how these constructs can be operationalised to determine the actual considerations that SMEs need to take into account when adopting cloud services. This will then answer the first research question of this study.
CHAPTER 5: SME Considerations for Adopting Cloud Services

5.1 Introduction

The adoption of cloud computing services in enterprises has been observed to be a non-trivial process (Khajeh-Hosseini, et al., 2012; Al-Ismaili, et al., 2016; Alkhalil, Sahandi and John, 2016; Conway, et al., 2017; Al-Jabri, Eid and Sohail, 2018). This is because, a number of factors have to be taken into consideration; some of which might not be immediately obvious to the adopting organisation (Al-Ismaili, et al., 2016; Al-Jabri, Eid and Sohail, 2018). As such, a number of approaches have been suggested in the literature, to support a move to the cloud, through a number of research streams. Some studies have focused on providing guidance for the full cloud adoption life cycle (Conway and Curry, 2012; Rashmi, Mehfuz and Sahoo 2012; Jamshidi, Ahmad and Pahl 2013; Karkošková and Feuerlicht, 2014; Bazi, Hassanzadeh and Moeini, 2017; Fahmideh, et al., 2018). However, Conway, Carcary and Doherty (2015), argued that most of these approaches have only provided a high-level structure or roadmap for successfully going through the cloud adoption process. As such, Conway, Carcary and Doherty (2015) sought to provide a more micro-level prescription that can be carried out at a practitioner level. Furthermore, Holloway, et al. (2017) evaluated some of these lifecycles against the perspectives of industry experts and found out that they do not always prevail in practice.

An increasing number of studies have also investigated ways to provide further support for some of the decisions that need to be made, prior to a cloud adoption engagement. This has led to some models and/or frameworks being proposed for assessing the maturity of an organisation’s IT capabilities (Conway et al., 2017), assessing and selecting the right service models (Opara-Martins, Sahandi and Tian, 2017), selecting a service provider (Al-Jabri, Eid and Sohail, 2018). Branco Jr, Sa-Soares and Rivero, (2017) also proposed five (5) categories of considerations, that organisations should look at when thinking of moving to the cloud and then organised them, based on their relevance as a result of perspectives from industry experts.

While, these studies have been quite useful in assisting decision makers within organisations to adopt cloud services they have been mostly targeted at large organisations. As such, there is still
a paucity of such studies that are targeted towards SMEs (Carcary, Doherty and Conway, 2014; Hassan, 2017; Deil and Brune, 2017; Senarathna, et al., 2018). Carcary, Doherty and Conway (2014), observed that there was a substantial disconnect between what has been published in the literature with regard to the tasks that are necessary for successful cloud adoption and what is actually carried out by most SMEs. As such, this cloud adoption research, that is mostly targeted towards large organisations might not always be applicable across SMEs (Al-Ismaili, et al., 2016; Senarathna, 2018). This study seeks to address this problem by developing a framework that is applicable to SMEs.

In their exploratory study on the adoption of cloud services by Irish SMEs, Carcary, Doherty and Conway (2014) had some interesting findings which included:

- Only a minority of the SMEs developed criteria for assessing cloud readiness and used the criteria to actually assess their cloud service readiness.
- Although establishing a process to identify potentially suitable processes/services for cloud migration was carried out by the majority of the SMEs, this process was only carried out at a very high level.
- A small number of SMEs established a strategic plan for roll-out of the selected cloud services, documented a strategy for selecting cloud service providers and managed relationships with the service providers.
- Further preparatory steps, as suggested in the literature (Conway and Curry, 2012) were poorly followed by the SMEs.

These findings were mostly attributed to SMEs’ significant resource limitations for implementing technology planning projects, their push for greater agility in decision making processes and their inclination towards less formality in and documentation of strategies and plans (Carcary, Doherty and Conway, 2014). As such, these findings are important for the SMEs to be cognizant of, when establishing a framework for cloud adoption that is targeted towards SMEs.

Some suggestions from the literature included:

- That the adoption model/framework should only contain a small number of easy to understand steps that can be implemented with ease, in order for it to be more relevant to SMEs.
• The model/framework should also have an appreciation of most SMEs’ inclination towards lower levels of formality in procedures, as well as less documentation of plans and strategies.

With this in mind and with the assistance of the TOE framework from the previous chapter, the following sections establish from the literature, what considerations are important for SMEs to make when adopting cloud computing services.

5.2 SME Considerations when Adopting Cloud Services

Whilst studies on the adoption of cloud services by SMEs remain limited, a number of studies have sought to provide guidance in that respect. As such, some studies have been more exploratory in nature; investigating the manner in which SMEs adopt cloud services (Carcary, Doherty and Conway, 2014) while others focused on developing cloud readiness models that could be used to assess an SME’s fit to adopt cloud services (Colicchio, Giovanoli and Stella, 2015; Workineh, Garcia and Midekso, 2018). Other studies have also sought to investigate the challenges as well as the risks that are faced by SMEs, as they adopt cloud services and ultimately provide guiding frameworks that seek to overcome such risks and/or challenges (Khan and Al-Yasiri, 2015; Gupta, Saxena and Saini, 2016).

Extant literature on SME cloud adoption, suggests the existence of distinct phases of cloud adoption; each characterised by a number of activities that need to be carried out at each phase. Whilst, the naming convention of the phases differed across several studies, three distinct phases appeared to stand out; a cloud preparation phase, followed by a cloud implementation phase and finally, a cloud maintenance phase. Some studies have sought to provide guidance on the entire adoption process across the phases (Khan and Al-Yasiri, 2015), whilst others have only looked at certain parts of the adoption process (Workineh, Garcia and Midekso, 2018). This study is only concerned with the first two (2) phases of the cloud adoption process.

The next few sections seek to establish the consensus in extant literature on the key considerations (activities/tasks) that SMEs need to take into account when adopting cloud services and where they fit into the cloud adoption phases, as well as the overall TOE framework. Table 11 below places each activity/task within its respective phase as well as its TOE context, to enable the reader to better understand the considerations and where they fit in.
Table 11: Cloud adoption considerations and their relationship with the TOE framework described in Chapter 4

<table>
<thead>
<tr>
<th>TOE Context</th>
<th>(1) Cloud Preparation Activity/Task</th>
<th>Matching/Similar Construct(s)</th>
<th>(2) Cloud Implementation Activity/Task</th>
<th>Matching/Similar Construct(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological</td>
<td>• Identify suitable services to migrate (Carcary, Doherty and Conway, 2014; Khan and Al-Yasiri, 2015; Colicchio, Giovanoli and Stella, 2015).&lt;br&gt;• Define expected value (Prasad, et al., 2014).&lt;br&gt;• Ensure availability of IT infrastructure (Hassan, 2017; Workineh, Garcia and Midekso, 2018).&lt;br&gt;• Evaluate risks (Khan and Al-Yasiri, 2015; Gupta, Saxena and Saini, 2016).</td>
<td>• Compatibility&lt;br&gt;• Relative advantage&lt;br&gt;• Infrastructural support&lt;br&gt;• Uncertainty</td>
<td>• Adopt systems incrementally (Prasad et al., 2014).&lt;br&gt;• Testing and deployed systems (Khan and Al-Yasiri, 2015).</td>
<td>• Trialability&lt;br&gt;• Trialability</td>
</tr>
<tr>
<td>Organisational</td>
<td>• Establish strategic focus (Carcary, Doherty and Conway, 2014; Prasad et al., 2014).&lt;br&gt;• Engage all stakeholders (Conway and Curry, 2012; Carcary, Doherty and Conway, 2014).&lt;br&gt;• Understand influence of organisational structure (Prasad, et al., 2014)</td>
<td>• Top Management Support&lt;br&gt;• Top Management Support; Prior Technology Experience&lt;br&gt;• Size</td>
<td>Not applicable</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Environmental</td>
<td>• Manage external environment (Prasad, et al., 2014; Workineh, Garcia and Midekso, 2018).</td>
<td>• Competitive Pressure; Supplier Computing Support</td>
<td>Not applicable</td>
<td>Not applicable</td>
</tr>
</tbody>
</table>
There were no activities performed during the implementation phase that could be mapped to the organisational and environmental context of the TOE framework in the literature. As such, the organisational and environmental contexts were found not to be applicable in the implementation phase.

5.2.1 The Cloud preparation phase

Several studies have highlighted the need for adequate preparation before implementing any cloud services (Carcary, Doherty and Conway, 2014; Colicchio, Giovanoli and Stella, 2015; Workineh, Garcia and Midekso 2018). Organisations that are better prepared to adopt cloud services have been observed to enjoy far greater cloud benefits and adoption success than their less prepared counterparts (Carcary, Doherty and Conway, 2014; Workineh, Garcia and Midekso, 2018). As such, as part of the preparation phase, several activities have been touted in the literature as essential to consider when an SME wants to adopt cloud services. The following sections highlight these considerations.

5.2.1.1 Identify suitable services to migrate

According to Colicchio, Giovanoli and Stella (2015), it essential for an SME to be able to identify a suitable use case that can be supported by a cloud migration, as not every business process is appropriate for cloud adoption. Carcary, Doherty and Conway (2014) posit that poor cloud service selection can prove to be operationally costly, which can have a negative impact on the overall business operations of the SME. Loebbecke, Thomas and Ullrich (2012) suggested a cloud service selection process that consists of three phases; identification, screening and categorisation. Through such processes, it is thus, important to analyse the business processes of the SME and only select those that align with the characteristics that are necessary to positively affect the cloud adoption (Colicchio, Giovanoli and Stella, 2015). According to Khan and Al-Yasiri (2015), the appropriate cloud services that are required by an SME may depend on the number of employees, on business turnover as well as on the nature of the SME’s business. SMEs with less than ten (10) employees and/or an annual turnover of less than two (2) million pounds have been observed to usually adopt Software-as-a-Service (SaaS) or Platform-as-a-Service (PaaS) over a public cloud model. On the other hand, those with less than or equal to two hundred and fifty (250) employees and/or an annual turnover of less than forty-three (43) million pounds have been observed to
usually adopt IaaS or PaaS over a private cloud model or go for a collection of services (SaaS, PaaS, IaaS, Hybrid) on hybrid cloud environments (Khan and Al-Yasiri, 2015).

5.2.1.2 Define expected value

SMEs should have a realistic expectation of the value they wish to derive from a cloud implementation beforehand (Prasad, et al., 2014; Khan and Al-Yasiri, 2015). According to Conway and Curry (2012) this is because, despite all the benefits that cloud computing promises, it is not a silver bullet to solve all the problems faced by companies and their ICT departments. Avram (2014), also echoed the same sentiments; accentuating that adopting any technology should always start with an evaluation of the economical processes of the organisation, as the technology is supposed to support or improve the economical processes. As such, SMEs should look towards using cloud computing services to improve their existing processes and evaluate the investment against improvements in these processes (Prasad, et al., 2014). Generally, a business problem or business objective should determine whether a business really requires a cloud solution and not the other way around (Suo, 2013).

As such, before rushing to move to the cloud environment, SMEs should make sure they systematically evaluate their processes and business needs and weigh the risks and advantages, to ensure that the transition to cloud computing is strategically planned and understood (Conway and Curry, 2012; Avram, 2014). According to Khan and Al-Yasiri (2015), SMEs will thus need to be well equipped in cloud computing concepts and thus might need to invest in cloud service training for their employees.

5.2.1.3 Ensure availability of IT infrastructure

Technological resources such as system modules, physical infrastructural assets (computers, network equipment and databases) as well as any collection of technological resources that would give a business functionality and a scalable foundation, have been touted as very critical when implementing cloud computing services (Garrison, Kim and Wakefield, 2012; Suo, 2013; Yeboah-Boateng and Essandoh, 2014; Workineh, Garcia and Midekso, 2018). According to Hassan (2017), this could be because the benefits of adopting cloud services are relative to the amount of allocated IT resources.
As such, Garrison, Kim and Wakefield (2012), posit that responding to the solutions that are offered by cloud vendors is more likely when a business’s technological resources can sufficiently adapt and scale, as this enables it to realise cloud implementation success more quickly than a competitor. Furthermore, a greater technical capability is also able to limit the complexities associated with cloud computing services implementation and integration, hence ensuring that a business is able to deliver new technology more efficiently (Garrison, Kim and Wakefield, 2012). In addition, SMEs with more sophisticated IT resources (both hardware and software) have been observed to be more likely to readily adopt cloud services than their less sophisticated counterparts (Hassan, 2017). A robust and mature organisational technological landscape would thus, be key if an SME is to successfully adopt cloud services and should be considered when planning a move to the cloud (Garrison, Kim and Wakefield, 2012).

Pertinent to the issue of technological resources Suo (2013), believes that a good architecture design is also essential for successful cloud implementation. He refers to architecture design as the use of enterprise architecture standards, principles and artefacts, in order to provide a solution that delivers business-system alignment, as well as realise particular system functions across an enterprise. Suo (2013) warns that it could be quite risky for a business to rush into the cloud environment without thinking through the issue of architecture design. According to Sahandi, Alkhalil and Martins (2013), moving to the cloud environment requires that a business place more emphasis on the design of the business especially, the way cloud services will interface with existing systems. Successful cloud implementation will hence in part, depend on the efficient implementation of the architecture (Sahandi, Alkhalil and Martins, 2013). Suo (2013) further suggests that a service-oriented architecture (SOA) will be ideal if a business wants to further expand on the initial cloud services. Goel, Bali and Singh (2015) appear to support this view, as they list SOA as one of the critical success factors for businesses adopting cloud services.

5.2.1.4 Evaluate risks

Gupta, Saxena and Saini (2016) posit that SMEs need to make risk informed decisions when it comes to cloud adoption. As such, Branco Jr., de Sá-Soares and Rivero (2017), suggest that SMEs need to understand the risks associated with adopting cloud services and how those risks can be mitigated. This can be achieved by first listing the services that the SMEs need to move to the cloud, evaluating their risk, defining suitable steps for the migration process, based on this
evaluation and finally elaborating on a risk mitigation plan (Branco Jr., de Sá-Soares and Rivero, 2017). Khan and Al-Yasiri (2015), distinguish between three types of risks that SMEs should be mindful of when adopting cloud services; policy and organisational risks, technical risks and legal risks.

However, Gupta, Saxena, and Saini (2016) warn that the risks associated with cloud adoption may have a negative impact on SMEs’ propensity to adopt cloud services. As such, SMEs may need to rely on trust on the cloud service provider. This trust could be based on the reputation of the service provider and/or the Service Level Agreements (SLAs) (Gupta, Saxena and Saini, 2016).

5.2.1.5 Establish strategic focus

According to Prasad, et al. (2014) cloud computing is a technology that is most probably going to be around for a very long time and as such, SMEs that adopt the services will end up having a long-term commitment to it. Cloud computing adoption should, thus, have to be treated as a strategic decision and not a tactical response (Prasad, et al., 2014; Carcary, Doherty, and Conway, 2014; Goel, Bali and Singh, 2015). Conway and Curry (2012) accentuated that businesses that had a clear vision and strategy of what they wanted to achieve by moving into the cloud environment had a distinct advantage over those that did not. As such, Carcary, Doherty and Conway (2014) argue that, aligning cloud adoption strategy with the SMEs’ strategic business objectives has a positive impact on the SMEs’ overall competitive advantage, as well as the flexibility to leverage new opportunities. Assante, et al. (2017), further posits that contemporary SMEs are having to compete with a larger number of companies, most of which are very large multinationals with a significant amount of technical and financial resources. Thus, it is essential that the SMEs be agile in attaining strategic skills so as to remain ahead of the competition, through the use of cloud services.

5.2.1.6 Engage all stakeholders

Conway and Curry (2012) accentuate that a failure to involve all relevant stakeholders, especially the users, usually results in resistance to cloud migration. As such, it is essential for all employees in an SME to be aware of the cloud adoption and also be involved in the process, in order to yield a greater implementation success (Carcary, Doherty and Conway; 2014; Workineh, Garcia and Midekso, 2018). According to Suo (2013), during the initial stages of a cloud initiative, an internal
team with the essential skillset needs to be assembled and this team should also include other personnel such as business analysts, subject matter experts and/or thought leaders, as opposed to just having tech-savvy people. Khan and Al-Yasiri (2015), recommended that SMEs should have a budget for cloud training courses for all their employees and also have a pre-requisite for prospective new employees to have a set benchmark of cloud knowledge. This is because, whilst most employees are probably not going to need much adjustment to the introduction of cloud computing services, it is essential to increase ICT support for the users during these initial stages, as new learning can slow rather than improve productivity (Prasad, et al., 2014).

Furthermore, Carcary, Doherty and Conway (2014) also add that, the involvement of managers in SMEs should also stretch from just deciding to adopt cloud services to planning, implementation as well as any post adoption activities, to ensure that there is an ongoing alignment of the requirements and objectives of the business.

However, Chemjor and Lagat (2017), also highlighted that the age and/or experience of the business owners/managers has an impact on cloud adoption; with much more youthful managers and/or business owners being more responsive and ready to adopt cloud services than their older counterparts. Furthermore, according to Garrison, Kim and Wakefield (2012), a capable ICT manager is more likely to implement cloud computing effectively, as well as to have direct influence over the business outcome, associated with this implementation. In addition, Garrison Kim and Wakefield (2012), also highlighted that organisations that have highly capable ICT managers or strong technical and business skills are more likely to be in a better position to sift through the services available from cloud vendors and thereafter implement solutions that complement the strategy of the business and ultimately provide a competitive advantage.

Finally, according to Workineh, Garcia and Midekso (2018), SMEs must evaluate whether there are able to support a move to the cloud from a financial perspective. In particular, SMEs must ensure that they have ample financial capacity to be able to pay for the cloud adoption and implementation costs, as well as the operational and maintenance costs (Workineh, Garcia and Midekso, 2018). Top management support thus becomes crucial in this respect, as they could be responsible for ensuring the provision of the necessary financial resources (Hassan, 2017).
5.2.1.7 Understand influence of organisational structure

Prasad, et al. (2014) highlighted that SMEs needed to consider the structure of their future organisations with respect to growth and diversification, especially given the possibility that cloud adoption could be a long-term commitment. The complexity of the organisation is an important consideration because it could have an influence on the type of cloud deployment model an organisation can implement (Prasad, et al., 2014). Sultan (2014), further elaborated that SMEs operating in multiple sites would find running private clouds more appealing. Similarly, growth in the business over a period of time could result in new demands on the ICT infrastructure; hence SMEs would also need to engage in an approach to cloud adoption that recognises this surge in ICT requirements over time (Prasad, et al., 2014).

5.2.1.8 Manage external environment

Literature also suggests that SMEs should consider a myriad of external factors when thinking about moving to the cloud (Prasad, et al., 2014). The regulatory as well as the competitive environment that a business operates in appears to be quite important in this regard (Seddon and Currie, 2013; Brender and Markov, 2013; Carcary, Doherty and Conway, 2014; Workineh, Garcia and Midekso, 2018). Seddon and Currie (2013), highlighted that there is a possibility that data can be transferred across geographical areas where it might not be exactly clear which authority has jurisdiction over the data. Businesses, however, still have to comply with the rules of the area(s). Hence it is important that they consider the different regulations that might affect them before moving their data to the cloud. It is therefore important that businesses take the time to consider the implications of their regulatory and competitive environment before embarking on the journey to the cloud.

The General Data Protection Regulation (GDPR) which came into effect on May 25, 2018, outlines rules for the processing, storing and managing of data from people residing within the European Union (Li, Yu and He, 2019). According to Li, Yu and He (2019) cloud service providers thus, have to adopt stricter security measures, standards and processes to protect, process and manage data personal data, to ensure their compliance with GDPR. As such, SMEs that process data related to European Union residence will be held accountable for non-compliance with GDPR.
In addition, the role of intermediaries in making sure that businesses successfully adopt the right cloud services for their business needs has also been emphasized in the literature (Prasad, et al., 2014; Gupta, Saxena and Saini, 2016).

According to Prasad, et al. (2014), intermediaries can sometimes mean the difference between successful cloud adoption and failure and hence they need to be considered more seriously when thinking about migrating to the cloud environment. Plummer (2012) added that the goal of these intermediaries is to make services more specific to a particular business, to integrate and/or aggregate services and do anything that will add another layer of value to the original services being offered by cloud vendors. Intermediaries are thus a key driving force for cloud adoption for a significant number of SMEs (Gupta, Saxena and Saini, 2016).

5.2.1.8.1 Managing the Business/Vendor relationship

Successfully managing the business/vendor relationship, appears quite prominently in the literature as a key external environmental factor, in ensuring successful cloud services adoption by businesses (Garrison, Kim and Wakefield, 2012; Suo, 2013; Prasad, et al., 2014; Colicchio, Giovanoli and Stella, 2015; Branco Jr., de Sá-Soares and Rivero, 2017, Salum and Rozan, 2017). Suo (2013) especially highlights three areas about managing the business/vendor relationship that appears to encapsulate most of the discussions in the literature about the topic. These are vendor assessments, contracts (both formal and informal), collaboration and trust.

Vendor Assessments

According to Suo (2013), prior to adopting cloud services, businesses need to thoroughly analyse suitable cloud service vendors that will provide the necessary technologies. As Collins and Lam (2014) argue, the goal should be to find a service provider that is capable of delivering a desired level of service at the lowest possible cost, while simultaneously ensuring the scalability of applications. Businesses should hence screen out all unqualified vendors (Suo, 2013). As part of this process, the cost and benefits of the different suppliers have to be evaluated. However, Collins and Lam (2014) warn that this evaluation of services that are offered by competing cloud service providers is not a trivial endeavour.
Conway and Curry (2012) and Senarathna (2018) recommend that a vendor be chosen, based on value, sustainability and quality. In addition, Branco Jr., de Sá-Soares and Rivero (2017), also encourage that SMEs verify the references provided by the service provider. Kumar and Suh (2013), however, believe that the most important criteria that SMEs should use when choosing a service provider are those that align to a potential differentiation with network assets such as, reliability, security, quality and technical competency.

In addition, Suo (2013) recommends that more than one qualified vendor be considered, as introducing competition can potentially drive down the costs of running the business. Furthermore, he stresses the importance of good, sustainable customer support and flexibility on the part of the vendor.

Garrison, Kim and Wakefield (2012), accentuate that a business should be confident that a cloud vendor is working to help it leverage its ICT resources. On that premise, a business that has plans to scale up its services in the future, hence, has to choose a vendor that is more likely to deliver the services at that scaled up level and is also less likely to go out of business in the foreseeable future (Suo, 2013).

Contracts

Some ICT services that businesses outsource to cloud vendors can be crucial to their core operations. As such, it is important that businesses ensure that there are guarantees of service delivery by cloud vendors (Prasad, et al., 2014; Colicchio, Giovanoli and Stella, 2015; Senarathna, 2018). Hence, Businesses, have to craft very specific service-level-agreements (SLAs) with their chosen cloud vendors (Buyya et al., 2009; Suo, 2013; Yeboah-Boateng and Essandoh, 2014; Colicchio, Giovanoli and Stella, 2015; Gupta, Saxena and Saini, 2016; Branco Jr., de Sá-Soares and Rivero, 2017). Sahandi, Alkhalil and Martins (2013) elaborate further, stating that SMEs should first determine how well SLAs meet their desired level of business requirements as well as their required guarantees of security, prior to any commitment to a cloud vendor.

According to Suo (2013), appropriate security protocols agreed upon in SLAs, help to ensure that cloud vendors do not get unauthorised access to proprietary data. In addition, Gupta, Saxena and Saini (2016) believe that a well-crafted SLA boosts trusts between the cloud provider and SMEs. Prasad, et al., (2014), however, warned that businesses should be wary of contractual complexities
and inconsistencies such as expensive exit clauses and data deletion, as these can lead to contractual lock-in issues. Branco Jr., de Sá-Soares and Rivero (2017), provide a list of ten items that SMEs should look out for in an SLA.

Suo (2013), on the other hand, also raises an issue with regard to contracts that is often overlooked in the literature. He stresses that not all essential details can be covered by formal contracts, as unexpected events can often occur when least expected and for unknown reasons. As such, he recommends that businesses and cloud vendors should be willing to engage informally to institute the necessary trade-offs and work together outside the bounds of rigid contracts, to find solutions, should such incidences occur.

**Collaboration and Trust**

Finally, collaboration and trust of the cloud vendor also comes out in the literature as another key factor that needs to be considered, when a business decides to move to the cloud (Garrison, Kim and Wakefield, 2012; Suo, 2013; Gupta, Saxena and Saini, 2016; Branco Jr., de Sá-Soares and Rivero, 2017). Gupta, Saxena and Saini (2016) define trust as “the willingness of a party to be vulnerable to the action of another party, based on the expectation that the other will perform a particular action that is important to the trustor, irrespective of the ability to monitor or control that other party”.

According to Garrison, Kim and Wakefield (2012), trust develops as a result of communication, procurement and transactional activities, that would all culminate into the business perceiving the vendor as trustworthy, reliable, even handed and working in its best interests. Gupta, Saxena and Saini (2016) also believe that trust can culminate from the reputation of the service provider as well as the guarantees provided by their SLAs.

Branco Jr., de Sá-Soares and Rivero (2017) provide a list of six (6) activities that SMEs can do to build trust with a service provider. This includes that SMEs should verify the references given by the service provider as a way to build trust.

As a result, the mutual trust between the business and the vendor enables the vendor to act beyond its own self-interests; augmenting the likelihood of a long-term future partnership (Suo, 2013). Garrison, Kim and Wakefield (2012), believe that, as trust between the business and the vendor
increases, the business is more likely to realise greater economies of scale and ultimately cloud adoption success. As such, Suo (2013), recommends that vendors and businesses should share, dashboards, reports and expertise, continuously communicate with one another and solve problems jointly, as these are positive signals that both parties are committed to the partnership. As a result, trust between the two parties is eventually earned.

5.2.2 Implementation phase

Due to the non-trivial nature of implementing cloud services, there have been several recommendations in extant literature about the ideal approaches to carry out a cloud implementation. The following sections highlight the activities that SMEs need to carry out when carrying out a cloud implementation.

5.2.2.1 Adopt systems incrementally

An incremental approach has been touted as ideal when adopting cloud computing services in the literature (Conway and Curry, 2012; Sahandi, Alkhalil and Martins, 2013; Prasad, et al., 2014; Khan and Al-Yasiri, 2015). This is because an incremental approach provides several benefits to SMEs that are adopting cloud services. Due to their limited resources (both technical and financial), SMEs might need to initially have targeted adoption of the services to make the cloud migration more manageable (IDC, 2010).

Lian, Yen and Wang (2014) also suggest that initial appreciation of cloud computing services by stakeholders would be slow. As such, starting small and adding more services as employees grow more comfortable with the technology would be quite important (Prasad, et al., 2014).

Sahandi, Alkhalil and Martins (2013), however, accentuate that it is possible for small start-ups to want to deploy all their applications on the cloud as they are usually not very sophisticated. The more established SMEs, on the other hand, could be more inclined to gradually move existing applications to the cloud environment (Sahandi, Alkhalil and Martins, 2013). This gradual move can be effected by initially targeting non-core business/mission-critical applications (Sahandi, Alkhalil and Martins, 2013). As such, an incremental approach, thus significantly reduces the risk associated with cloud computing adoption projects (Conway and Curry, 2012; Khan and Al-Yasiri, 2015).
However, an understanding of cloud technologies and what they can do for a business would be necessary before the business decides what applications to move to the cloud environment (Suo, 2013). Loebbecke, Thomas and Ullrich (2012), warn that selecting the wrong ICT services for moving to the cloud environment can be operationally costly and could potentially be detrimental to a business’s strategy. As such, businesses should apply a sufficiently specific and yet applicable method to assess the suitability of the cloud environment for their ICT services (Loebbecke, Thomas and Ulrich, 2012; Al Ismaili, et al., 2016).

5.2.2.2 Test deployed systems

It is essential to test any cloud migrated system with real production data before going live (Al-Yasiri, 2015; Ahmad, 2018). This is because several unforeseen events may occur during the course of the implementation that may cause system errors, which could be very costly to the business.

As such, Khan and Al-Yasiri (2015) suggest that SMEs should also utilise a hybrid model of deployment, where the system that is being migrated is run separately and in parallel with the legacy system until everything has been verified to be running smoothly on the migrated system. However, Lynn, Liang and Gourinovitch (2018) posits that cloud system deployment should be carried out with minimal time for on-site configuration and testing. Due to the flexibility offered by cloud, deployment and testing can be achieved easily (Ahmad, 2018).

5.3 Conceptual Framework for Cloud Adoption

In the previous sections, the researcher established a number of considerations that SMEs need to take into account when adopting cloud services from extant literature. Based on this, Figure 9 below, illustrates a conceptual framework for the adoption of cloud services by SMEs. The framework highlights the tasks that SMEs need to perform, across different cloud adoption phases within the context of the TOE framework that was illustrated in Chapter 4.

Whilst the sequence of tasks within each phase is insignificant, all the tasks in the cloud preparation phase have to be completed before moving onto the tasks in the implementation phase. No activities were found to be associated with the organisational and environmental contexts of the
TOE framework, within the implementation phase. As such, these contexts were found to not be applicable in the implementation phase.

5.4 Summary

In this chapter, the researcher explored the considerations that SMEs need to take into account when adopting cloud services by examining extant literature. This culminated in a framework illustrating the technological, organisational and environmental considerations that SMEs need to make when adopting cloud computing services across different phases of the adoption process (Section 5.3). This, in turn, answered the first research question of this study. In the next chapter the methodology to gather empirical data is discussed. This empirical data was subsequently used to evaluate the conceptual framework’s constructs within the operational context of SMEs, based in the Eastern Cape.
CHAPTER 6: Research Methodology

6.1 Introduction

Chapter 1 of this study introduced the reader to the objective of this study, as well as the key questions that needed to be answered in order to fulfil this objective. Up to this point, these questions have acted as a beacon to guide the work thus far. Chapter 2 explored the realm of cloud computing as a whole. This was followed by an exploration of the SME context and its relation to cloud services adoption in Chapter 3. A detailed discussion of the research gap to be filled by this study was also presented in Chapters 3. Chapters 4 and 5 then explored the technological, organisational and environmental considerations that SMEs needed to take into account when adopting cloud services; which in turn, answered the first research question.

The aim of this chapter is to reveal to the reader in more detail, the various research design elements that underpin this study. In essence, the chapter aims to give the reader an overall picture of how the study was intended to be carried out. Most of the research design elements in this chapter relate to Saunders, Lewis and Thornhill (2016)’s research onion.

6.2 Philosophical Paradigm

The literature states that a researcher’s philosophical standing affects their research strategy, as well as the methods they will use as part of that strategy (Ihuah and Eaton, 2013; Saunders, Lewis and Thornhill, 2016). As such, it is believed that this should be outlined upfront as it has a direct bearing on subsequent methodological choices.

As Klein and Myers (1999) highlight, interpretive research can be utilised to understand human thought and action in social and organisational contexts; affording a researcher the opportunity to gain access to deep insights about a research phenomenon. Lee (1991), accentuates that in interpretive research, the same artefacts, or actions can have different meanings for different research participants; including the observer. As such, according to Nandhakumar and Jones (1997), interpretive research, requires close interaction between the researcher and the research participants.
The very essence of interpretivism hinges on the philosophical position that our knowledge of reality is socially constructed by human actors in a social system, through constructs such as language, consciousness, shared meanings, documents and other artefacts (Walsham, 1995; Klein and Myers, 1999).

According to Walsham (1995), it is impossible to obtain data that is value-free, since the investigator makes use of their own preconceptions to guide the process of enquiry. There are, therefore, multiple realities that exist and the researcher’s goal is to arrive at a shared reality with the research participants being observed through mutual interaction. As such, reality and the individual who observes it, can therefore not be separated (Weber, 2004).

In contrast, the positivist philosophical paradigm posits that there are fixed relationships within a phenomenon (one reality) that exist in isolation from the researcher (Orlikowski and Baroudi, 1991; Weber, 2004). As such, the goal of the positivist investigator becomes that of discovering and testing these relationships, in order to prove or disprove existing theories, in the hope of improving the understanding of phenomena and ultimately the predictability of the phenomena (Orlikowski and Baroudi, 1991). As such, Lee (1991) believes that the positivist approach to organisational research, whilst useful in some cases (Weber, 2004), is inadequate for the study of social reality. Klein and Myers (1999), elaborated further by positing that organisations are dynamic and that the relationships between people, organisations and technology are not fixed, but are actually a moving target, which constantly changes with time.

For the purposes of this study, an interpretive approach was thus regarded as the most appropriate. This came from the realisation that, to come to a deep understanding of the technological, organisational, and environmental considerations that SMEs need to take into account when adopting cloud services, immersion and engagement with the context was necessary.

This afforded the researcher the opportunity to explore and unravel the underlying mechanisms that affect those considerations. Furthermore, although other studies have utilised positivist approaches to explore cloud adoption within the operational context of SMEs, (Alshamaila, Papagiannidis and Li, 2013; Yeboah-Boateng and Essandoh, 2014; Deil and Brune 2017; Salum and Rozan, 2017; Senarathna, 2018), it was believed that an interpretive approach would illuminate areas which a positivist approach could not fully explore.
To guide this process of enquiry, a number of interpretive principles, as suggested by Klein and Myers (1999) were utilised.

These included:

- Ensuring that understanding is reached through cycles of moving from individual concepts to more complex wholes that would form themes (decisions) in each SME – the **fundamental principle of the hermeneutic circle**.
- Bringing to light how the social, cultural and historical background of both the individual research participants, as well as the SME as a whole, affected the considerations made – the **principle of contextualization**.
- Gaining a better understanding of the considerations that SMEs make when adopting cloud computing services through close interaction with the participants. This meant understanding that the research participants also change their perception of cloud computing services adoption, through interaction with the researcher. The researcher thus aimed to get to a shared understanding with the research participants – the **principle of interaction between the researcher and the subjects**.
- Any theoretical generalisations made were only inferred from individual instances of the data as they were collected by the researcher, so as to articulate clearly to the reader how the researcher arrived at such conclusions – the **principle of abstraction and generalisation**.
- Being attuned to the possibility that there could be misalignments between the participants’ theoretical preconceptions and the actual findings in the data. Such misalignments were, thus not treated as errors, but as important avenues, leading to the attainment of new insights into the phenomenon under study – the **principle of dialogical reasoning**.
- Acknowledging that cloud computing is a concept that could be interpreted differently; care was thus taken to ensure sensitivity to the existence of multiple interpretations regarding what constitutes cloud services and what the most ideal way of adopting the services is – the **principle of multiple interpretations**.
- Finally, being attuned to the possibility that biases might exist as a result of contextual characteristics of the research participants such as social and cultural background as well as their organisational positions – the **principle of suspicion**.
6.3 Research Approach

The following research approach was utilised for the purposes of this research.

6.3.1 Qualitative vs quantitative

According to Elliot, Fischer and Rennie (1999), qualitative research can enable one to have an understanding of the experiences and/or actions of people as they encounter, engage and live through situations. They further stress that, in qualitative research, such an understanding is usually reached through engaging as much as possible with the perspectives of those being studied, whilst continuously being cognizant of one’s own perspectives. Mack et al. (2005) alludes to the point that qualitative research is especially effective when the researcher needs to obtain culturally specific knowledge about values, opinions, behaviours and social contexts of a certain population. This aligns well with the epistemological assumptions of interpretivism that underpin this study, as outlined in Section 6.2 of this chapter.

These include:

- That our knowledge of reality is socially constructed by human actors in a social system
- That the observer cannot be separated from what needs to be known; and
- That a shared reality has to be reached through mutual interaction between the research participants and the observer.

A qualitative approach would thus, better provide an opportunity to address this study’s research questions adequately.

The unsuitability of a quantitative approach for this study stems from its close association with the positivist philosophical paradigm wherein, objectivity is key (Elliot, Fischer and Rennie, 1999). Lee (1991), recognizes this approach as one that manipulates theoretical propositions through logical rules, until the propositions eventually satisfy the four requirements of falsifiability, logical consistency, relative explanatory power and survival. Furthermore, Morgan and Smircich (1980) accentuated how quantitative methods often detach themselves from the context of the phenomenon under study, to achieve precision and objectivity, such as is found in large-scale surveys. According to Orlikowski and Baroudi (1991), quantitative methods also tend to ignore
the fact that people (including the researcher) continuously think and act, creating their physical and social reality throughout time, as they interact within a social system. This study aimed to understand the considerations that various stakeholders in SMEs take into account when adopting cloud services within their socio-cultural environment. As such, it was believed that this further clarified the unsuitability of a quantitative approach, as it would not be in line with the philosophical underpinnings of this study.

6.3.2 Deductive vs inductive

According to Baxter and Jack (2008), a theoretical framework would assist one to merge constructs together that may be pertinent to a given study. Section 5.3 in the previous chapter drew ideas from the literature that led to the creation of an initial conceptual framework, as suggested above. Baxter and Jack (2008) however, warn that, such a framework can limit an inductive approach, as the researcher’s thinking might begin to be driven by the framework (a deductive approach). As such, even though the researcher was aware of the study’s theoretical grounding from the framework, the study was also inductive in nature. As stated in Section 6.3.1, the researcher sought to understand the considerations made by various stakeholders from SMEs in the Eastern Cape, when adopting cloud services beyond those suggested by the framework. As such, a purely deductive approach was not feasible, as an inductive approach also needed to be employed alongside it, to gain this further understanding.

6.4 Research Strategy

In order to fully understand the considerations made by various stakeholders in SMEs within the Eastern Cape when adopting cloud services, it was acknowledged that they might need to be explored within their natural context. This is drawn from the idea that not all SMEs employ ICTs at the same level of complexity (Kotelnikov, 2007).

According to Baxter and Jack (2008), rigorous qualitative case studies afford a researcher the opportunity to explore a phenomenon in its natural setting, using a variety of data sources.

It is hence a useful strategy to employ when one:

- needs to answer how or why research questions;
cannot manipulate the research participants of a study;
• needs to explore contextual conditions relevant to the phenomenon under study; or
• when the boundary between the phenomenon and context is unclear (Yin, 1981; Yin, 2003).

The qualitative case study approach was thus chosen for this study, particularly due to its usefulness in catering for the last two points mentioned above. This is because it is not quite clear how the SME environment would affect the considerations that are taken into account by relevant stakeholders within Eastern Cape SMEs, when adopting cloud services.

Furthermore, due to the aforementioned possibility that unique contextual elements would contribute to a different set of considerations by the various SMEs, multiple cases needed to be explored in this study. According to Saunders, Lewis and Thornhill (2016), multiple cases would assist in determining whether the findings unravelled in one case would also apply in different cases. Such an approach, thus, required an exploration of the differences and similarities within and across cases (Yin, 2003), to ultimately gain a holistic understanding of the phenomenon within the Eastern Cape context.

6.5 Data Collection

Due to the philosophical underpinnings of this study as well as the study’s qualitative nature, as outlined in Sections 6.2 and 6.3.1 above, data was mainly collected using both semi-structured face to face and semi-structured telephonic interviews.

6.5.1 Face-to-face interviews

Qualitative, face-to-face, semi-structured interviews are one of the most common tools for gathering data in qualitative research (Polkinghorne, 2005; Mack, et al., 2005; Myers and Newman, 2007). Schultze and Avital (2011) affirm the face-to-face interview as an approach that affords a researcher the opportunity to engage a research participant so as to attain profound, highly contextualized and authentic accounts of the participants’ experiences, as well as how they interpret them.
According to Polkinghorne (2005), human experience has a vertical depth and the data required to study experience has to be language data that is obtained through intensive engagement with a participant. This makes the interview a suitable tool to use for this study, as it enables the researcher to have first-hand access to the experiences of the various stakeholders within each SME.

As the study was both inductive and deductive, the unstructured nature of the interview was deliberately utilised to allow room for further probing of the research participants whilst still keeping the study focused on a particular set of concepts. To facilitate the interviewing process, an interview guide (discussed in Section 6.5.4) was used as a research instrument, in both the face-to-face interviews and the telephonic interviews.

### 6.5.2 Telephonic interviews

Due to the high cost of reaching some research participants, the researcher also utilised semi-structured telephonic interviews. According to Musselwhite, et al., (2007) it can be much cheaper to use the telephone to interview participants, as opposed to travelling for an in-person meeting. In addition to that, Burnard (1994) and Wilson, Roe and Wright (1998) also assert that the use of the telephone can also enable one to reach more participants over a wider geographical area.

With telephonic interviews, a researcher is also able to write down notes without making the research participants uncomfortable. In turn, this can reduce biases in the participants’ responses as they will not be affected by either the, researcher’s facial expressions, body language or presence in general (Musselwhite, et al., 2007; Novick, 2008).

However, the potential pitfalls associated with telephonic interviews were also acknowledged. Cook, et al. (2003), highlighted the absence of visual cues in a telephonic interview, which makes it much more difficult to develop rapport with the research participants. According to Farooq (2015), developing rapport with the research participants creates an environment in which the participants are able to speak more freely and openly, which allows for more in-depth participant responses.
Musselwhite, et al. (2007), also cite lower levels of participant cooperation, participant difficulties in maintaining clear communication with the researcher and difficulties curbing participants who offer excessively extraneous information when dealing with telephonic interviews.

Despite these challenges, however, qualitative data from telephonic interviews has been touted as rich, vivid, detailed and of high quality, albeit with a much lesser associated costs of producing it (Novick, 2008). As such, despite the challenges associated with telephonic interviews, they were still utilised to effectively collect sufficient data for the purposes of this study.

6.5.3 Data sources

According to Yin (1981), since the context forms part of the phenomenon under study in a case, there will always be variables that could affect the data collection and ultimately the results of the study. As such, when utilising the case study strategy, it was essential that data be collected from multiple sources, as this would ensure the validity of the results (Yin, 1981; Baxter and Jack, 2008; Saunders, Lewis and Thornhill, 2016).

According to Baxter and Jack (2008), by using multiple sources, the phenomenon under investigation would be explored using a variety of lenses, which in turn facilitates a holistic understanding of the phenomenon. As such, in this study, data was collected from multiple sources within and across different cases.

Purposive and snowball sampling were utilised to select SMEs within the Eastern Cape, based on the criteria given below. Furthermore, the SMEs had to conform to the formal SME definition discussed in Chapter 3, Section 3.2 as a prerequisite:

- The SME was supposed to have adopted or be in the process of adopting one or more cloud service offerings; or
- The SME attempted to adopt one or more cloud service offerings and failed.

Saunders, Hill and Thornhill (2016) describe purposive sampling as a sampling technique that utilises personal judgement in the selection of study samples to get informative data that is relevant to the study. The reason for the use of this type of sampling was due to the need to solicit specific
cloud adoption knowledge from the participants that would assist in answering the research questions of this study.

As such SMEs within the Eastern Cape from the ICT services and information and media sectors were initially targeted. This is because it was believed that SMEs in those sectors were most likely to use cloud services due to the nature of their operations. Snowball sampling, described by Saunders, Hill and Thornhill (2016) as a sampling technique where a case is used to identify other cases was then used to identify other suitable SMEs.

From these selected SMEs, all stakeholders from within the SMEs’ ICT departments or otherwise who were key in determining the overall ICT direction of the SMEs, as well as those that were involved in the day-to-day ICT functions of the SMEs were targeted. More specifically, participants occupying any of the following roles were targeted as the primary sources of data for this study:

- Owners/Managers of the SMEs;
- IT Directors;
- Systems Managers;
- IT Managers;
- System administrators; and
- System Users.

A diverse range of participants within and/or across cases were deliberately selected as it was believed that this would facilitate a more holistic understanding of the phenomenon under investigation (Saunders, Hill and Thornhill, 2016). This is also consistent with the case study strategy’s requirement of gathering data from multiple sources to ensure validity, as discussed in Section 6.5.2 above.

According to the University of Auckland’s school of psychology website (2019), thematic data analysis (discussed in Section 6.6.2) requires at least ten interview transcripts for it to be effective, as the method relies on identifying patterns across the data. Thirteen (13) semi-structured interviews (both face-to-face and telephonic), across nine (9) SMEs with a diverse range of participants were thus conducted for the aforementioned reasons.
6.5.4 Data to be collected

An interview guide (see Table 12 below) was utilised to guide the process of data collection. This ensured that a set structure was maintained during the interview process and that the research questions of this study were adequately addressed. Due to the context of the SMEs being key in determining what considerations the SMEs take into account when adopting cloud services, data was also gathered about their context. It was anticipated that this contextual data would facilitate the interpretation of the collected data during the data analysis stage. This is reflected by question 1 and 2 in Table 12.

In Chapter 4, Section 4.2.2 the TOE factors (constructs) that were most likely to affect the considerations that SMEs should take into account when adopting cloud service were determined from extant literature. In Chapter 5, Section 5.2, the actual considerations that extant literature prescribed as essential when adopting cloud services were then explored. From this, the correlation between the chosen TOE constructs and the considerations from extant literature about what needs to be taken into account when adopting cloud services was established. This culminated in the creation of an initial conceptual framework illustrated in Section 5.3; thereby answering the first research question. Baxter and Jack (2008), believed that a theoretical framework can assist in anchoring a study as it can provide the initial concepts pertinent to the study. Using a deductive approach, the researcher, thus collected data around the concepts discussed in the aforementioned guiding framework, so as to establish whether they were applicable within the context of SMEs in the Eastern Cape. This is reflected by questions 3 in Table 12 below.

However, there is limited guidance in extant literature about how SMEs should go about adopting cloud services (Prasad, et al., 2014; Asiaei and Rahim, 2016). The situation is even more pronounced for SMEs based in the Eastern Cape, as the guiding literature for cloud adoption by SMEs in this region is almost non-existent. As such, gathering data from SMEs in the Eastern Cape using an inductive approach would allow for further insight into what they take into account when adopting cloud services within their context. It was anticipated that parallels could then be drawn between the literature and the collected data; the belief being that this would lead to the formulation of a comprehensive and contextually relevant framework for SMEs based in the Eastern Cape that need to adopt cloud services. This is reflected by question 4 in Table 12 below.
Table 12: Interview questions pertaining to the study’s research questions

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Interview Question</th>
<th>Research Question Addressed</th>
<th>Inductive vs Deductive</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tell me more about your organisation. What does your organisation do?</td>
<td>Not related to any particular research question. Designed to only gather SME contextual data</td>
<td>Inductive</td>
<td>Whilst not directly related to any particular research question, the purpose of this question was to probe the organisation to reveal some details pertaining to its operational context. This also included, determining the size of the SME, to verify if it conforms to the National Small business amendment Act of 2003’s definition of an SME.</td>
</tr>
<tr>
<td>2</td>
<td>The most popular cloud service model offerings are SaaS, PaaS and IaaS. Are you familiar with any of these terms and in your opinion, do you think your organisation utilises any of them?</td>
<td>Not related to any particular research question. Designed to only gather SME contextual data</td>
<td>Inductive</td>
<td>The purpose of this question was to gauge how much the SMEs knew about cloud computing. This included, determining if the SMEs had adopted, are in the process of adopting, or have attempted but did not succeed in adopting cloud services. It was believed that such information would facilitate a greater understanding of the SMEs’ cloud adoption maturity, which would be useful during the data analysis phase.</td>
</tr>
<tr>
<td>3</td>
<td>Literature suggests that in order to successfully adopt cloud services SMEs have to perform certain tasks/activities at various stages of the cloud adoption process. These include identifying suitable services to migrate, ensuring availability of IT infrastructure, defining expected values, evaluating risks, establishing a strategic focus, engaging all stakeholders, understanding the influence of the organisational structure, managing the external environment, adopting systems incrementally and testing deployed systems.</td>
<td>Question 2</td>
<td>Deductive</td>
<td>The purpose of this question was to try and understand how SMEs in the Eastern Cape perceive the technological, organisational and environmental considerations prescribed by literature, as relevant within their particular context, when adopting cloud services.</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Question</th>
<th>Inductive</th>
<th>Question 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>In your opinion, how essential do you think these considerations are when adopting cloud services and has your organisation practised any of them during the adoption process?</td>
<td>The purpose of this question was to inductively probe the SMEs further, to reveal other considerations they perceived as key in adopting cloud computing services. It was believed that each SME’s context would influence their beliefs about what considerations need to be taken into account when adopting cloud services. Kotelnikov (2007) posits that SMEs adopt ICTs at varying levels of complexity. The inductive nature of this question thus sought to bring out context specific data, relating to cloud adoption by SMEs in the Eastern Cape.</td>
<td></td>
</tr>
<tr>
<td>If you were to implement a new cloud solution in your organisation today, what else do you believe needs to be considered, in addition to what we have already discussed?</td>
<td>Question 2</td>
<td>Inductive</td>
</tr>
</tbody>
</table>
6.5.4.1 Data collection instrument

An interview guide (Table 12) was the primary data collection instrument in this study. Saunders, Hill and Thornhill (2016) stressed that one of the key concerns when negotiating access to research participants is the issue of time. In order to keep the interview focused, as well as to keep the interview length manageable, the interview guide included only those interview questions that were related to the research questions of this study. As suggested by Mack et al. (2005), all the interview questions were open-ended, so as to elicit as many unstructured responses as possible.

Additionally, care was taken in ensuring that the questions posed did not lead the research participants on, through any preconceived conceptions or encourage them to answer the questions in a particular way. According to DiCicco-Bloom and Crabtree (2006), questions that lead the research participants towards a particular response direction often produce misleading answers.

Due to the interpretive nature of this study, the questions were designed to allow for further probing of the research participants, with any relevant follow up questions relating to the concepts being addressed by the research questions of the study. However, care was taken to ensure that the interviews did not become too lengthy. Furthermore, DiCicco-Bloom and Crabtree (2006) emphasized that developing rapport early on in the interview process is essential, in making sure that participants cooperate and participate fully, as required by the interviewer.

They suggested that, in order to build rapport with the research participants, the first question of the interview should be broad, open ended and non-threatening. As such, a decision was made to reflect that notion in the order in which the questions appeared on the interview guide; placing non-threatening questions first, starting with general questions about the organisation and later, progressing to more difficult questions.

6.6 Data collection Process

The data collection process started by first submitting the interview guide as well as the relevant supporting documentation (individual consent form, organisational consent form, human subjects ethical clearance application form) to the Rhodes University, Information Systems (IS) departmental ethical clearance committee for ethical approval.
Two pilot interviews were initially undertaken to determine the suitability of the research instrument (interview guide outlined in Table 12). It was believed that the pilot interviews would expose any need for refinement of the interview guide where necessary, prior to collecting primary data. ICT support staff in the Information Systems (IS) department at Rhodes University were targeted for the pilot interviews. The reason why those were targeted was because it was believed that even though their context was different (Higher Education setting), they closely resembled the participants that the researcher was going to engage with for primary data collection, in terms of cloud computing expertise/knowledge. A second reason they were targeted was because they were also easier to access, due to their close proximity to the researcher.

To interview the Information Systems ICT support staff members, the researcher first sought approval from both the HR Director of the university, as well as the HOD of the Information Systems department. This was carried out by getting organisational consent forms signed by both the HR director (for university wide consent) and the Information Systems HOD (for department wide consent). Prior to each pilot interview, an email containing the details of the study, an individual consent form, as well as an invitation to participate in the study were sent out to all potential participants. The participants were also furnished with brief descriptions of the concepts that appear in the interview questions (questions 2 and 4 in Table 12) that were believed to be essential for the participants to be aware of. From these two pilot interviews, it was realised that, the right context (SMEs) of the participants was essential and, thus, no adjustments were made to the interview guide. The interview guide was then used, in its original form, to carry out the data collection process. The following interview protocol was consistently applied across all the cases in the primary interviews.

6.6.1 Interview protocol

Several activities were carried out at various stages of the interview process. These include, pre-interview, in-interview as well as post interview activities, which are outlined below.

6.6.1.1 Pre-interview activities

A number of activities were carried out prior to interviewing any research participants:

1. The Yellow Pages Business Directory was initially used to search for SMEs by industry, as well as by city. SMEs within the ICT services and information and media
sectors were targeted. Due to the nature of their operations, it was believed SMEs in these sectors would be most likely to utilise cloud services.

2. An initial list of SMEs was then created and stored on an excel spreadsheet. This list included details about the name of the SME, the industry it falls under, its location (city/town), as well as its contact details (phone numbers).

3. All SMEs on the list mentioned in point 2 were then called to explain what the study was about, as well as to invite them to participate in the study. SMEs that were either not willing or unreachable from this initial list were crossed out.

4. SMEs that indicated their interest in participating in the study were aggregated into a second list. Email addresses of these SMEs were also collected during this initial call. In addition, the researcher also indicated their intention to provide further details about the study to the SMEs, in a follow up email.

5. Emails were then sent to all the SMEs on the second list mentioned in point 4. These emails contained details about the study, as well as organisational consent forms that needed to be signed, prior to engaging with the individual participants from the SMEs. SMEs that were located in a different geographical location to the researcher’s location were required to sign and return the organisational consent forms via email, prior to any participant engagement. For those SMEs that were located within the same geographical location as the researcher, it was possible for the participants to sign all the necessary consent forms just before the interview commenced. This was due to the researcher being able to physically go to the SMEs’ premises and personally make sure that all forms were signed beforehand.

6. After organisational consent was granted by the SMEs, the researcher then contacted potential participants within the SMEs, to determine if they were willing to participate in the study. Details about the research study as well as individual consent forms were then sent to potential participants. Brief descriptions of the cloud concepts to be discussed in the interview, as well as the interview guide were provided to the participants on request. A suitable interview date and time that was convenient for the participant was also scheduled during this time. Participants outside the researcher’s geographical location were required to sign and return the individual consent forms via email, prior to the interviews. Those located within the same geographical location as the researcher were given an option to sign the individual consent forms just before their interviews commenced.
6.6.1.2 In-interview activities

During the interview process, a number of activities were carried out:

1. Before the start of each interview the participant was thanked for agreeing to participate in the research interview.

2. Thereafter, a brief explanation of the purpose of the study, the expected outcome of the study, as well as any potential risk to the research participant was given.

3. If the individual consent form had not been signed by the participant beforehand, an explanation of the various sections of the individual consent form was then carried out before he/she signed it. Care was also taken to ensure that the following was explicitly stated to the participant prior to them signing the form:
   - That the participant had a right to stop the interview at any time should they wish to.
   - That the interview would be recorded using a voice recorder and they were free to not consent to any recording of the interview
   - That the data collected would remain anonymous so that it was not possible to trace the responses back to the participant.
   - That the estimated interview time would be roughly forty-five (45) minutes.

4. If the participant agreed with the aforementioned information in point 3, they were then asked to sign the individual consent form.

5. Finally, the participant was then informed of the switching on of the voice recorder, before proceeding with the interview, in accordance with the interview guide outlined in Table 12.

6.6.1.3 Post-interview activities

After, the interview process, several activities were carried out:

1. After each interview, care was taken to ensure that all physically signed consent forms were scanned and that a digital copy of them was stored on a computer. Signed consent forms sent via email were also stored on a computer in the same manner.

2. All interview voice recordings were transferred from the voice recorder to the computer for storage after each interview was finished.

3. Finally, preparation for the next interview would then commence.
6.7 Data Analysis

In this study, thematic analysis was utilised to analyse the primary data. Thematic analysis is a widely used qualitative analytical method; however, it is rarely acknowledged in most studies (Attride-Stirling, 2001; Braun and Clarke, 2006). A six-phased guideline provided by Braun and Clarke (2006) was thus used in executing the method, as outlined in Section 6.7.2. The method itself relies on the identification, analysis and reporting of patterns (themes) across the data and can be used both inductively and deductively. As its use is not restricted to any particular theoretical framework, thematic analysis can also be used across a range of different research designs (Braun and Clarke, 2006). In addition, its ability to enable a researcher to both reflect on research participants’ reality and to explore beyond the surface of that reality (Braun and Clarke, 2006) made it ideal for answering the research questions of this study.

6.7.1 Definition of the terms

To assist the reader in understanding the different elements of the data analysis process discussed in the subsequent section, a brief description of the various terms that were used in the data analysis is given below.

- **Data Corpus**: A collection of all the interview transcripts that form part of this study.
- **Data Extract**: Part(s) of a data item that have been coded.
- **Data Item**: A single interview transcript.
- **Data Set**: A collection of data items and/or extracts that are similar in nature.
- **Latent Theme**: A theme that goes beyond the semantics of the actual data. These are usually arrived at through careful analysis of the underlying ideas, assumptions and concepts in the data (Braun and Clarke, 2006).
- **Semantic Theme**: A theme that presents itself in what is apparent from the raw transcribed data. The researcher usually does not need to interpret the data any further than assessing what was said during the interview (Braun and Clarke, 2006).

6.7.2 Data analysis process

As suggested by Braun and Clarke (2006), the analytical process spanned across six (6) phases. The process, however, did not follow a waterfall model of sequentially moving from one phase to the next. Rather, it was more iterative in nature, where analysis involved
moving back and forth between the phases, to make sense of the data (Braun and Clark, 2006).

6.7.2.1 Phase 1: Familiarisation with the data

The process started with the researcher immersing themselves within the data to get acquainted with it. Braun and Clarke (2006) suggest that personally transcribing the data (audio recordings of individual participant interviews) would aid a researcher in gaining such familiarity. Careful attention was thus paid to making sure that the transcriptions retained the originality of the responses given by the participants, as suggested by Braun and Clarke (2006).

This involved making sure that punctuations, pauses and the tones were captured correctly, to keep the transcriptions as accurate as possible. In addition to personally transcribing the data, the researcher also read through all the transcribed interview data to better familiarise themselves with it. At this stage, some initial interpretation of the data started to occur and as such, the researcher ensured that initial ideas of codes pertaining to interesting aspects of the data were noted.

6.7.2.2 Phase 2: Generating initial codes

This phase involved systematically generating a list of codes and associating them to relevant data extracts in the data items using Atlas.ti, a qualitative analytical software program. The data extracts were coded inductively; paying careful attention that any theoretical biases the researcher had did not significantly influence the coding process.

In accordance with Braun and Clarke (2006)’s suggestion, care was taken to ensure that as many relevant data extracts as possible were coded so as not to lose any information that could be of interest at a later stage of analysis. Multiple data extracts could be associated with a single code and a single code could have multiple data extracts associated with it.

6.7.2.3 Phase 3: Theme searching

During this phase the researcher started analysing the codes, together with their associated data extracts, in order to organise them into broader candidate themes. All codes that were conceptually similar were grouped together into separate groups. The data extracts associated with each of these codes were then reviewed and any themes associated with the codes were noted.
The themes were then analysed and grouped together by conceptual similarity. These became the candidate themes. At this stage, some coded data extracts did not seem to fit into any theme. However, nothing was discarded at this stage, as it was uncertain if the identified themes would need to be combined, separated or further refined to better fit the data extracts. This phase then ended with an initial thematic map of the identified themes.

6.7.2.4 Phase 4: Reviewing themes

At this stage the researcher read through all the identified candidate themes, as well as their associated data extracts. The themes were then refined in two (2) stages. Firstly, the data extracts associated with each candidate theme were reviewed, to determine if they cohered consistently within each theme. Data extracts that did not fit were either moved to a different theme or discarded completely. Secondly, the candidate themes themselves were reviewed, in relation to the data set as a whole.

This was done to ensure that the identified themes accurately reflected the views of the participants within the data set. As a result, some themes had to either be merged together, separated into different themes or discarded completely. The product of this phase was a refined thematic map of the one that was developed in the previous phase.

6.7.2.5 Phase 5: Defining and naming themes

At this stage, the researcher further refined the themes that were identified in Phase 4. The process involved analysing the previously identified themes and the data extracts associated with them, to determine the essence of each theme, as well as where it fitted in, within the overall interpretive narrative.

The themes were also reviewed to ensure that they were discrete and that there was no overlap between them. The naming convention of the themes themselves was also reviewed, to ensure that it concisely and accurately reflected what each theme entailed. A final thematic map which consisted of the final themes relevant to the research questions of this study was then the end product of this phase.

6.7.2.6 Phase 6: Producing the report

This was the final phase of the data analysis process. It involved using the final thematic map produced in the previous phase to write a comprehensive, interpretive analytical narrative of
the collected data. Care was taken to ensure that the narrative highlighted contextual influences in the data extracts and that the prevalence of the identified themes was clearly demonstrated.

6.8 Ethical Procedures

This study involved the participation of human subjects in order to answer the research questions (question 2) relevant to the study’s goal. As such, prior to the collection of data, the researcher submitted the details of the research procedure along with any supporting documentation (application form, sample individual and organisational consent forms and the research instrument) to the Rhodes University, Information Systems ethical clearance committee for review and approval.

Furthermore, throughout the data collection process, reasonable action was taken to ensure that:

- Participants took part willingly and that they had the freedom to withdraw from participating in the study whenever they saw it fit;
- Reasonable effort was applied in making sure that participants understood and signed the necessary consent forms, prior to participating in the research;
- The reasons pertaining to why the study was being undertaken, any risks involved, as well as the expected outcomes of the research were communicated to participants, prior to their participation;
- All participant responses were anonymized to protect the identities of the participants. As such any responses that were sensitive could not be traced back to the responders.

6.9 Summary

This chapter detailed the methods that were employed to answer the research questions of this study. Using the research onion created by Saunders, Hill and Thornhill (2016) as a guide, the philosophical paradigm of the study, the research approach, the research strategy, the data collection methods, the data analysis methods, as well as the ethical procedures that were carried out, were explained. The next chapter presents the process of analysis of the collected data in greater detail, as well as the results of the analysis thereafter.
CHAPTER 7: Data Analysis

7.1 Introduction

The previous chapter gave the reader an overview of the philosophical principles underpinning this study, as well as how the decisions pertaining to its research design were arrived at. Specifically, Section 6.5 of the chapter outlined what type of data was collected, as well as how the data was collected. Section 6.6 of the chapter then followed, to describe how the collected data was analysed.

This chapter describes, the process of data analysis as well as the results of the analysis. The chapter will proceed as follows: Section 7.2 gives a brief description of the context of the research participants. This is followed by a description of how the data analysis process was executed in Section 7.3. Finally, an interpretive narrative of the results of the data analysis is provided in Section 7.4.

7.2 Context of the Research Participants

As stated in Section 6.5, data was collected using both semi-structured face-to-face and telephonic interviews. The researcher interviewed thirteen (13) participants, across nine (9) small to medium enterprises (SMEs) located in three (3) cities in the Eastern Cape. Due to the diverse nature of SMEs, the researcher organised the SMEs into clusters, based on their size and industry to aid both the researcher as well as the reader, to better understand the context of the research participants. However, to further facilitate an understanding of the SME clusters described in Section 7.2.2 and ultimately, the overall research participant context, a brief description of the locations of the SMEs is provided.

7.2.1 Locations of the SMEs

City A

With a population of approximately 70 000 people, City A is the smallest of the three (3) cities. The internet infrastructure is not well developed, with most SMEs in the city only having access to ADSL connectivity from Telkom, with internet speeds of up to ten (10) mbps. The majority of SMEs within this city are small businesses with less than twenty (20) employees. Most SMEs in this city also have limited expertise when it comes to cloud technologies and ICT in
general. As such, the majority of their ICT requirements are often outsourced to local ICT service providers which are often small businesses themselves. Furthermore, the ICT requirements of most of the SMEs in this city are mostly basic; with the majority of the ICT usage being restricted to low bandwidth intensive applications, email services and data backup services. Furthermore, there is often some close interaction amongst members of the business community. As such, information about new technologies and ICT service providers is often shared amongst the businesses, through word of mouth.

**City B**

City B is the second largest of the three (3) cities, with a population of approximately two hundred and sixty thousand (260 000) people. Whilst the city is bigger than City A, it is still a relatively small city and the characteristics of SMEs within this city are somewhat similar to those of City A. Like most of the SMEs in City A, most of the SMEs in this city often outsource their ICT requirements to local ICT service providers as well. Information about these ICT service providers is also often shared amongst the SMEs through word of mouth, albeit, at a slightly lower scale than do SMEs in City A. Furthermore, most SMEs in this city also use low bandwidth cloud applications; with most of them using the cloud to back up their data as well as to host their emails and share data amongst remote users and/or locations.

Unlike City A, however, City B contains a few medium sized SMEs with one hundred (100) employees or more. City B also provides access to more advanced internet infrastructure. Some areas have access to fibre Internet connectivity from Telkom (with speeds of up to 100mbps), which makes it more feasible to implement more bandwidth intensive cloud applications. Despite this, the cost of accessing such infrastructure is often perceived as too high and most SMEs often restrict their cloud usage to low bandwidth applications.

**City C**

City C is the largest of the three (3) cities, with a population of approximately 1.3 million people. It is quite similar to City B but on a much larger scale; having more SMEs with over one hundred (100) employees than City B. It also has more pervasive advanced internet infrastructure; with more areas connected to Telkom’s fibre infrastructure than City B. As such, SMEs that have more advanced uses of the cloud beyond just data storage and emails are often concentrated in this city. Like SMEs in City A and City B, SMEs in City C, also make use of local ICT service providers for their ICT requirements. However, the sharing of ICT service
provider information amongst the SMEs is not as pronounced as is found in City A and City B. Despite the city’s better internet infrastructure, however, a significant number of the SMEs in this city, also only utilize the cloud for low bandwidth applications and data storage just like in City A and City B.

7.2.2 SME clusters

The SMEs were organised into clusters to facilitate a better understanding of the context of the research participants and to further aid interpretation of the collected data. The sizes and the types of industry of the SMEs were utilised to categorize them. Table 13 below shows the four (4) different SME clusters. The researcher considered an SME as small, if it had less than fifty (50) employees and medium sized if it had between fifty (50) and two hundred (200) employees (see Section 3.1 for the formal SME definition for this study).

<table>
<thead>
<tr>
<th>Cluster A</th>
<th>Cluster B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size: Small</td>
<td>Size: Medium</td>
</tr>
<tr>
<td>Industry: ICT services</td>
<td>Industry: ICT services</td>
</tr>
<tr>
<td>Sample size: 6 SMEs</td>
<td>Sample size: 1 SME</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster C</th>
<th>Cluster D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size: Small</td>
<td>Size: Medium</td>
</tr>
<tr>
<td>Industry: Information and Media</td>
<td>Industry: Information and Media</td>
</tr>
<tr>
<td>Sample size: 1 SME</td>
<td>Sample size: 1 SME</td>
</tr>
</tbody>
</table>

**Cluster A SMEs**

SMEs in this cluster consisted of small businesses that are quite proficient in ICTs. These types of SMEs usually provide ICTs services to other local small businesses. Often, these SMEs consist of very small groups of IT technicians that take care of most of the ICT needs of a small number of local clients. As most of the ICT requirements of the local small businesses are outsourced to these types of SMEs, they often have detailed knowledge of the ICT requirements and capabilities of their clients. As such, they have a very close relationship with their clients, and are often entrusted with most of the ICT decisions of their clients; hence playing a very significant role in those clients’ cloud adoption decisions.

These types of SMEs can be found in all three (3) cities. Despite their ICT proficiency, however, these types of SMEs perceive the cloud as either too expensive or the local bandwidth
to be too low and as such, often restrict its usage to simple low bandwidth applications such as data storage and emails for their own operations.

**Cluster B SMEs**

Just like Cluster A SMEs, these types of SMEs are also quite proficient in ICTs. As they have a larger number of employees than Cluster A SMEs, however, these types of SMEs are often only found in City B and City C. In addition, just like Cluster A SMEs, they are also entrusted with taking care of their clients’ ICT needs and requirements. These clients are mostly local small businesses that are not proficient in ICTs. Unlike the SMEs in Cluster A, however, Cluster B SMEs usually have their own dedicated ICT departments that handle their internal ICT requirements, in addition to those of their clients’. Hence, they have a more structured way of implementing cloud applications and often run more complex software from the cloud such as Customer Relationship Management (CRM) software.

These types of SMEs usually can also afford to have more advanced fibre connectivity for cloud implementations for their own operations.

**Cluster C SMEs**

Usually found in all 3 cities, these types of SMEs are quite small and are often not proficient in ICTs. They often outsource most of their ICT requirements to other local ICT service providers (usually Clusters A and B SMEs) and they fully trust these ICT service providers to handle all their ICT requirements. Most of their ICT needs are basic; usually only utilizing low bandwidth cloud applications such as email and data storage. As they are not proficient with ICTs, these SMEs often only consider using cloud after either hearing and getting a recommendation from either another local business or an ICT service provider. Often, ICT service providers have to facilitate SMEs in this cluster to adopt cloud technologies. Without such facilitation, Cluster C SMEs tend to be either ignorant or inexperienced enough to adopt the cloud.

**Cluster D SMEs**

Cluster D SMEs are often only found in cities B and C. Despite their core business not being in ICT, these types of SMEs are often large enough to have their own internal ICT departments that take care of their internal ICT requirements. Cluster D SMEs also could afford to implement advanced internet infrastructure such as fibre connectivity. As such, when Cluster
D SMEs implement cloud, they tend to want to use the cloud for more complex cloud applications such as cloud-based content management systems. Cloud adoption in these types of SMEs is, therefore, often fairly structured and carried out deliberately.

7.3 Process of the Data Analysis

Chapter 5 explored what extant literature said about what small businesses need to consider when adopting cloud computing applications. This culminated in a conceptual framework to guide SMEs in the cloud adoption process (See Section 5.2). This study, however, sought to illuminate and understand the cloud adoption decisions made by Eastern Cape SMEs within their socio-cultural context. The objective was to enable the researcher to draw parallels between the framework illustrated in Section 5.2 and what emerged from the collected data, to ultimately provide a conceptual framework for the adoption of cloud services by SMEs based in the Eastern Cape.

As such, the analysis of the collected data was more inductive in nature; focusing mainly on the concepts aligned to the research questions of the study. Due to the philosophical underpinnings of this study (see Section 6.2) the researcher was more inclined towards unravelling latent rather than semantic themes within the data.

The researcher closely followed the work of Braun and Clarke (2006) as a guide, during the entire analytical process. During the process of analysis, it was found that the use of thematic maps at each phase of the analytical process significantly improved the analysis and interpretation of the data. This was supported by Braun and Clarke (2006); alluding that the use of visual representations is a useful way to sort data into themes. As such, the researcher constantly referred to the work of Attride-Stirling (2001), in the construction of the thematic maps; all whilst making sure the process remained within Braun and Clarke (2006)’s six (6) phased approach.

According to Attride-Stirling (2001), one needs to look at thematic maps within the framework of Toulmin’s argumentation theory (Toulmin, 1958). A distinction was made between basic themes (backings), organising themes (warrants) and global themes (claims). It was therefore apparent to the researcher that the main or over-arching themes had to be treated as claims that are fully supported by a set of candidate themes (warrants) and sub-themes (backings), in all thematic maps, at various stages of the analytical process. A detailed description of the entire analytical process is given below.
7.3.1 Phase 1

Audio recordings of all the interviews with the research participants were transcribed by the researcher. Care was taken to ensure that the transcriptions correctly captured the views of the participants. This was crucial as it allowed for familiarisation with the data. This immersion into the data also enabled initial interpretation to take place, which allowed ideas of initial concepts related to the research questions of the study to begin to form. These ideas would later feed into the next phase of analysis, as described in Section 7.3.2.

7.3.2 Phase 2

Coding of the entire data corpus was carried out during this phase. The researcher made use of Atlas.ti, a qualitative data analytical software tool, to analyse and code the data across the entire data corpus, which consisted of thirteen (13) data items. Bearing in mind, the initial concepts generated in the previous phase, data was coded inductively across the entire corpus. The researcher’s aim in this phase was to let as many concepts relating to the research questions of the study as possible, emerge solely from the data, with minimal influence from theory.

<table>
<thead>
<tr>
<th>Search Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>ease of use of cloud based system</td>
</tr>
<tr>
<td>ease of use of software</td>
</tr>
<tr>
<td>easier access to latest technology</td>
</tr>
<tr>
<td>easier adoption with own internal IT department</td>
</tr>
<tr>
<td>easier to go with a provider you already have a rel</td>
</tr>
<tr>
<td>easier to have one provider for all needed services</td>
</tr>
<tr>
<td>emails mostly hosted on cloud</td>
</tr>
<tr>
<td>extra fee charged for data backups</td>
</tr>
<tr>
<td>fear of internet downtime</td>
</tr>
<tr>
<td>fear of losing data control</td>
</tr>
<tr>
<td>fear of negative consequences stemming from cl...</td>
</tr>
<tr>
<td>goal of intermediaries is to make money</td>
</tr>
<tr>
<td>handful of employees</td>
</tr>
<tr>
<td>hybrid cloud solution common</td>
</tr>
<tr>
<td>hybrid parallel implementation</td>
</tr>
</tbody>
</table>

Figure 10: Initial coding across entire data corpus as part of Phase 2 of data analysis

A deliberate effort was therefore undertaken to code as close to the data as possible, so as to not miss any concepts that could be of interest in the later stages of analysis. Different codes were assigned to data extracts of interest across the entire data corpus. Consistent with Braun and Clarke (2006), some data extracts could be associated with multiple codes whereas some
codes could have multiple data extracts associated with them. At the end of this phase, one hundred and fifty-three (153) codes were generated; the majority of which had very low frequencies (data extracts associated with them), as shown in Figure 10. This indicated that the codes and their associated data extracts needed to be reviewed and the coding framework re-conceptualised.

7.3.3 Phase 3

Phase 3 of analysis commenced with a review of the one hundred and fifty-three (153) codes generated in the previous phase, together with their associated data extracts. The process involved reading through all the data extracts associated with each code across the entire data corpus, to find out what the essence of each code was. The codes were then organised, based on their common conceptual content (code groups) as shown in Figure 11.

![Figure 11: Codes organised around common conceptual content as part of Phase 3 of data analysis](image)

It was important to note that at this stage, even though the codes had now been organised into conceptually similar groups, they still had very low frequencies. The codes themselves
therefore needed to be reconceptualised. According to Stirling (2001), codes need to be discrete so as to avoid redundancy, while being broad enough to be meaningful. As such, the code groups were reviewed and redundant codes within each code group were merged together and some of them renamed to better fit the data extracts within the code groups.

The data extracts were also reviewed to ensure that they fitted into the new codes with which they were associated. All the codes across the data corpus were then renamed to allow for the code group they belonged to, to be easily identified in subsequent analysis. At the end of this process, the one hundred and fifty-three (153) codes were reduced to fifty-four (54) codes as shown in Figure 12 below.

![Figure 12: Initial codes reviewed and re-conceptualised as part of Phase 3 of data analysis](image)

After the codes had been organised as above, the next step involved looking for candidate themes within the data. This involved reading through each of the data extracts associated with each code in each code group again and determining what the core theme was within each code. Themes were identified, based on their relevance to the research questions of the study. The researcher employed some of the techniques from Ryan and Bernard (2003) as they read through each of the data extracts for each code, within the code groups, in order to identify themes within the data. These included looking for repetition, transitions, similarities and differences, local typologies, metaphors, linguistic connections, missing data and theory-related material. The result of this process was a list of all the codes and their associated themes as illustrated in Figure 13 below.
These themes were then grouped together into candidate themes (organising themes) and organised as such. The codes associated with these candidate themes were also recorded, to enable the researcher to re-read and collect all the data extracts that fitted into the candidate themes as shown in Figure 14 below. At the end of this process, fourteen (14) candidate themes emerged.

The fourteen (14) candidate themes were further analysed and conceptual similarities between the themes were noted. Some candidate themes were found to work more as sub-themes of the other candidate themes, which led to the development of an initial thematic map. Consistent with, Attride-Stirling (2001)’s suggestions, the researcher took great care to ensure that during the development of the thematic map, all lower order codes and themes were consistent and
supported the claims made by high order themes. An initial thematic map (see Figure 15 below), was the final output of this phase of analysis (Phase 3) as suggested by Braun and Clark (2006).

Figure 15: Initial thematic map, as final output of Phase 3 of data analysis

7.3.4 Phase 4

Refinement of the candidate themes that emerged in the previous phase took place in two (2) stages as follows:

- First the data extracts associated with each candidate theme had to be re-read to verify if they were consistent within each theme. Any data extracts that did not quite fit into the candidate themes with which they were associated had to be removed from the theme and/or moved to another candidate theme where they would fit better. This
The process also involved a simultaneous evaluation of the candidate themes themselves. The goal was to determine whether the problem was with the candidate themes themselves or with the data extracts. In turn, this enabled the researcher to determine whether it was necessary to rework the themes, so that they adequately catered for the coded data extracts.

- The second stage involved evaluating the candidate themes in relation to the data set as a whole. This process involved re-reading the entire data set to ascertain if the defined candidate themes (represented as a thematic map) accurately and adequately reflected the views of the research participants in the data set. In addition, this process also afforded the researcher the opportunity to re-code any data extracts into the candidate themes that could have been missed in the previous coding exercises.

The result of this two-stage refinement, was that some candidate themes had to be renamed, merged together or new ones created altogether. Figure 16 below illustrates a refined thematic as output for Phase 4 of the data analysis process.
7.3.5 Phase 5

In this phase the researcher had arrived at a satisfactory thematic map to aid in further interpretation of the data. As part of the final refinement of the thematic map presented in Figure 16 above and consistent with Braun and Clark (2006), however, the entire data corpus was read again to ensure that the overarching themes were discrete and that they did not overlap. To facilitate this process, the researcher had to consider, how each overarching theme fitted within the overall interpretative narrative.

It was, therefore, important at this stage, that the researcher could concisely describe what aspect of the data each theme reflected. An evaluation of the naming scheme of the themes and their sub-themes also had to be carried out at this stage, to ensure that the reader could easily comprehend the essence of each theme.
This then culminated in a final thematic map (see Figure 17 below), which was then used as an aid by the researcher in the final phase of analysis, to interpret the data extracts in the whole data set.

7.3.6 Phase 6

The data analysis process concluded with an interpretive narrative of the collected data. Using the thematic map produced in the previous phase as an interpretive aid, the researcher sought to illuminate the underlying meanings behind the collected data.

As a result, the data extracts associated with each theme were embedded in an interpretive analytical narrative in such a manner as to:

- Demonstrate the prevalence of the identified themes,
- Highlight contextual influences and their relationships with the data extracts and,
- Support the analytical claims of the researcher.

References to the literature were also made that were applicable throughout the narrative. This significantly enhanced the interpretive process, as it enabled better alignment of the emerging themes to the research questions of the study; in turn influencing the arguments within the narrative.

The culmination of this interpretation is presented in the form of a comprehensive analytical narrative in the following section.
7.4 Interpretive Narrative

The researcher’s interpretations of the data were rooted in the final thematic map presented in Figure 17. In particular, the discussions on the adoption of cloud services with the research participants unravelled 2 prevalent, overarching themes; the non-universal and personal nature of the adoption process and the effect of user perceptions on the adoption process. These are illustrated in Figure 17 above, as separate thematic networks and each one is explored in depth, in the following sections.

7.4.1 Cloud adoption is personal

Even though it was not explicitly stated by the research participants, it was apparent to the researcher that the adoption of cloud services by SMEs in the Eastern Cape was highly
contextualised, which made every instance of it quite unique in its own way. The researcher could, however, distinguish between two major phases of cloud adoption; a pre-implementation phase and an implementation phase.

7.4.1.1 Pre-implementation

A close scrutiny of the data revealed that a significant amount of small businesses that decide to move their systems over to the cloud engage in a number of activities prior to cloud implementation. These include selecting a suitable service provider, assessing how feasible it is to move over to the cloud and ensuring that the technical expertise is available to support the move to the cloud. These activities, however, appeared to be more pronounced with SMEs in Clusters B and D. This could be attributed to their larger size and hence, much more complex ICT infrastructure and requirements. This, in turn, would, require a more careful approach to cloud services adoption.

7.4.1.1.1 Service provider selection

The discussions on service provider selection presented some underlying factors that were at play within each SME’s contextual environment. A significant number of SMEs in developing countries have been observed to be technologically challenged (Modimogale and Kroeze, 2009; Wamuyu, 2017). This appeared to be the case for a number of SMEs within the Eastern Cape. It was observed that this was especially significant, as it appeared to have a bearing on the way in which these SMEs adopted cloud services.

In particular, intermediaries (Clusters A or B SMEs), which can be described as technologically savvy businesses that assist other less technologically savvy businesses with most of their ICT related issues, appeared to play a pivotal role in the cloud adoption process. This was because the SMEs could use the intermediary as a mechanism to overcome their lack of proficiency in ICTs; thus, enabling the SMEs to still implement and use new technologies despite their limited ICT proficiency. Participant J from a Cluster A SME alluded to that in the following excerpt.

“...in my experience when dealing with clients (SMEs), basically the biggest issue is that they aren’t tech savvy. They really don’t know pretty much anything about hardware technologies or cloud-based technologies. And you start having a conversation with them giving them options maybe between local and cloud, or even just local depending on their needs. And a lot of times you have to get slightly technical,... and yeah you start talking to them about how
the system works and a lot of them literally just stare at you, listen, listen and
they go ‘okay, well, I don’t know really what you are telling me but it’s cheap
though so let’s go with it’, you know that sort of approach.”

The intermediary, therefore, appeared to be an essential part of cloud adoption for a significant
number of SMEs, and could not be divorced from any discussion on the adoption processes. In
some instances, the difference between an intermediary and a cloud service provider was blurry
as some intermediaries also appeared to provide data backup cloud services to their clients
(mostly SMEs that are not proficient in ICTs).

7.4.1.1.1 User trust

Throughout the discussions with the research participants, the concept of trust was quite
prevalent when selecting a service provider. This applied to SMEs in all the clusters. The
researcher observed that the SMEs conducted a number of activities in order to establish trust
between either the intermediary or directly with a service provider.

SMEs that did not have sufficient technical capabilities (usually Cluster C SMEs) to implement
new technologies used an intermediary to bridge cloud adoption; entrusting the intermediary
with all the decisions that needed to be made as far as implementing new cloud services went.
As such, for these SMEs, selecting an intermediary was almost synonymous with selecting a
service provider, as they perceived the intermediary as all knowing, in terms of which cloud
service provider was suitable for them. Participant D (Cluster A SME) seemed to support this
notion:

“... They fully trust me. In other words ... if I went to somebody I would say,
listen man this is what I think you should be doing and this is why I think you
should be doing it and I give valid reasons, and I give stats, and I can back
myself up then they pretty much trust me in that.”

Participant J (Cluster A SME) also alluded to that idea; pointing out the following:

“... I mean a lot of clients and I don’t know if it’s only in City A if I’m honest
with you... in all of my years of doing IT I have been based in City A so for me
I can’t really vouch for other cities or towns or anything. But in my experience
clients have a sort of, if I may say... they basically put all of their faith in the
IT company that is looking after them. So basically, they have this opinion and
feeling when you start approaching them about technologies ... a lot of them would literally sit back and go ‘I’ll pay you and you sort me out, I don’t want to know about the technical, just sort me out.’

As these SMEs (Cluster C) were essentially entrusting their entire ICT requirements into the hands of an intermediary, trust in the intermediary was a significant factor in the selection process. A referral system; where an SME would determine the reputation of an intermediary through information from another SME that had used them before, appeared to be the dominant method of establishing trust. Participant C (Cluster A SME) alluded to that in the following excerpt:

“Basically, a lot of our customers at the moment are from previous customers that we have dealt with and we recommend systems and they say that we've got a system from this guy ... and that's how a lot of our customers are coming at the moment, via word of mouth.”

Participant B (Cluster A SME) also had this to say about selecting an intermediary:

“... another thing always to look at uhhmm ... the current clients. You know in terms of who are they providing the service for as well, that's very important ... for me if I tell you for, example, one of the big banks is one of my clients and we provide the service to them, you know, it's going to change the way you think about us.”

It was observed that this mechanism of establishing trust was more pronounced with Cluster C SMEs that were located in City A. The researcher, inferred that this could be due to the small size of the city, which enabled a much more rapid spread of information across the different SMEs as most of the business owners knew each other. Cluster C SMEs also did not seem to be concerned about the service level agreement (SLA) details with the cloud provider; being more concerned rather, with the constant provision of technical support from the intermediary, when they needed it. This could be attributed to Cluster C SMEs’ lack of proficiency in ICTs and therefore, apathy towards any ICT related issues.

Clusters B and D SMEs appeared to have a much more deliberate approach towards selecting a cloud provider. As these types of SMEs were much larger in size and had much more complex ICT requirements, they had their own internal ICT departments that took care of all their ICT
requirements. As such, they did not need an intermediary to move to the cloud as they could communicate directly with a cloud service provider to provision the services that they required.

The researcher observed that Clusters B and D SMEs, paid much more attention to the details of the service level agreement with the cloud service provider, and they used those details as criteria to establish trust with the service provider. The following was a response from a participant L (Cluster B SME) when they were asked how they decided on the right cloud provider for them.

“One was the responsibility for the back-ups of the data and two was the emergency fail-overs and the guaranteed percentage of uptime of the system, so those were the three factors that we looked at but the contract was very good, it wasn't a one-sided contract. So, they did have all those pre-requisites in. We didn't have to negotiate them.”

Participant F (Cluster D SME) also had this to say pertaining to the issue:

“…we can't have our business running on someone else's building without some sort of service level agreement yaa ... Look if we are down for a specific amount of time we could potentially lose productivity and money so we would need some kind of service level agreement where we cannot be down for a certain number of hours without any financial repercussions, so we would have to come to some agreement with that so that if we go beyond, let's say just for example 2 hours. Anything after 2 hours and they cannot bring us back up then there would have to be some financial repercussions where they will have to reimburse us or something, something like that.”

From the researcher’s observations, cloud providers who did not have a comprehensive SLA in place were associated with lower levels of trustworthiness. The most common criteria that appeared to be given a significant amount of weight in SLAs were the following:

- Percentage of system uptime
- Data backup and redundancy
- Persistent access to data after termination of contract
- Disaster recovery timeframe and,
- Continuous support.
It is possible that the need to look more closely at SLA details could also have been driven by a fear of losing control of critical data and systems. As such, selecting a service provider on the basis of the provider’s SLA provisions could also have been a cautionary measure to protect the SMEs in case of a disaster.

Clusters B and D SMEs also used the referral system to determine how trustworthy a service provider is. The researcher, however, observed that this was not as pronounced as with Cluster C SMEs, as these types of SMEs could only be found in either City B or City C with a much wider geographical spread. It was therefore, inferred by the researcher that the wider geographical spread of the SMEs provided some restrictions in terms of the transfer of information via word of mouth between the SMEs. However, an interesting observation was that, Clusters B and D SMEs then seemed to utilise other means such as the internet, in order to find out more information about previous customers of a service provider. Participant M (Cluster B SME) alluded to that in the following excerpt;

“Yeah google it, go on the internet and find out, go read reviews, go to the forums and find out. You know ... you will go to a provider and they will tell you all sorts of wonderful things about their data centre, their failover and so on but go out and find out who has used them before and what their experience is.”

7.4.1.1.1.2 Service provider lock-in

Through discussions with some participants, the researcher discovered that some SMEs were already using software products from some well-known cloud vendors. However, these companies then started offering cloud versions of their software and some SMEs saw this as a convenient route to move to the cloud. The SMEs therefore appeared to favour a particular service provider, based on this long-standing relationship that they already had with them. Participant G (Cluster C SME) had this to say;

... “I asked her [support consultant] that they must please contact me so that I can find out precisely how it [the cloud version] works, and what the costs and so forth are because ultimately I'll take that decision...if it was gonna be a lot more expensive I think we would have thought twice about it at that stage. But when the lady phoned me and explained to me, because I said to her I am already working on their on-premise payroll system and she said no it's not a
problem. What they do is, they just transfer all your data from the on-premise system onto the cloud version ... I had confidence [in her] because the current on-premise system and the new system is run under the same umbrella, it's just the one is cloud based and the one is basically desktop-based.”

The ease that comes with porting data from an on-premise version of a software onto a cloud version through a provider one has been working with already also appeared to be a significant draw factor. This can be seen in the following response from a participant L (Cluster B SME).

“... like I said before we are already ingrained with the service provider specifically because our development is done on their platforms, we didn't look at it [other service providers] because the change management from our business perspective would have been just too much.”

However, it was observed that there appeared to be an expectation that the cloud-based software should not be too different from the on-premises version that was already in use. This indicated, that even though the willingness to experiment with cloud was there, the SMEs were still conservative and were not prepared to take a significant leap forward in the technology in use. It could be inferred that, the SMEs were probably still not familiar with how the cloud works (and also, probably, did not trust it as well) and thus adopting the cloud in this way provided them with a way to start using cloud technologies without exposing themselves to a significant amount of risk. This can be seen in both the previous response from participant G above as well as the response below from participant L (Cluster B SME).

“The main one that we were worried about is system A, and that obviously, we have running, at the moment through one vendor and we pay per user ... it's a once off fee that you pay and then you pay an annual maintenance fee on it and the vendor has now also offered a cloud based solution for that where you pay as you use the servers but the pay as you use service is slightly different from the licensed version and so we just looking at the differences and making sure that our systems are in place, that we can take full advantage of the pay as you use system.”

7.4.1.1.2 Feasibility Assessment

Feasibility assessment came up as a prominent sub-theme throughout the discussions with the research participants. The researcher observed that SMEs across all clusters tried to determine
how suitable it was for them to move to the cloud, prior to starting a cloud implementation. The researcher believes that there is a reason why that could have been the case.

Most of the research participants that were interviewed perceived the internet connectivity in the Eastern Cape and in South Africa as a whole to be either very slow, very costly or both. Participant B (Cluster A SME) had this to say:

... “that software is pretty much, you know, the only service we use online, I don't really use any sort of uhhh, other services online at the moment ... I'm just trying to think ... you see unfortunately here in South Africa when it comes to like your major services that you need to use, our bandwidth is an issue.”

Participant J (Cluster A SME) also had this to say:

“A lot of the times we would approach them [clients] and most of the time it stops [interest in cloud] when they basically find out that A, it’s quite pricey and B, you need that solid internet. When they realise that if there is no internet, they basically won’t have access, you know they sort of step back and go, okay ... most of the time, it’s more in a sense of lessening it down and it’s only used as a cloud backup facility.”

The above responses led the researcher to believe that due to this general negative perception about internet connectivity in South Africa, SMEs were trying to determine the impact that the connectivity issues would have on the services they would require and also perhaps determine the extent to which they might need to use the services. As this was done prior to any cloud implementation, it appeared to have a bearing on the overall decision to adopt cloud services. More specifically, the choice of what cloud services to use seemed to be influenced by the aforementioned perceptions. As a result, it was observed that cloud service usage was mostly restricted to low bandwidth applications and backup of data. This could be seen in responses such as the following from Participant I (Cluster A SME).

“... luckily with these backups we are using, the cloud backups, we don’t have that problem anymore, of clients losing critical data. But, ya, only critical data, we can’t like upload everything to a cloud, because ya they [clients] are going to have to pay too much then.”
For most of the SMEs, deciding what has to be put into the cloud was thus a very crucial process for the aforementioned reason. This could be inferred from participant responses such as the following from Participant D (Cluster A SME).

“... architects, they run these huge massive, aerial photographs and drawings. That has to be hosted on a local network, not in a cloud network you know. So, you have to identify what you can put in there [cloud] that will run correctly versus just putting the whole lot there.”

As each SME had its own requirements, this process appeared to be quite depended on the SME’s circumstances as well as the environmental context.

Even though, there seemed to be a general perception that the internet connectivity in South Africa was not sufficient enough to fully move to the cloud; thereby appearing to force SMEs to only use low bandwidth applications. Some instances of higher bandwidth application usage were observed with Clusters B and D SMEs. Most of these SMEs were located in either City B or City C, in areas that where provisioned for higher bandwidth internet connectivity. Whilst this could have been a contributing factor, the researcher observed that smaller SMEs (mostly Clusters A and C) were not utilising higher bandwidth intensive applications despite being located in the same geographical area. The cost of accessing higher bandwidth internet could have been a determining factor for that. Participant B (Cluster A SME) located in City B had this to say:

“We find that just about any ADSL that is on offer, on the full range of ISPs out there, whether you get VDSL or just normal ADSL, the upload generally speaking doesn’t really hit higher than about 10mb/s and even that already, if you want that 10mb/s upload you are paying literally thousands a month for that. So, you know it’s a two-part system, the cloud is awesome but then you need the awesome internet with that. It’s just extra expenses, it blows up a bit. It’s a tough one but we definitely moving towards that, its time you know, the world is getting to that.”

What appeared to be unique within Clusters B and D SMEs was that they did not seem to worry about the cost of accessing higher bandwidth internet. The researcher could infer that, perhaps due to their larger size, they had established a good reputation for themselves and could attract a much larger client base, which ultimately could have led to a better overall financial flow.
than their smaller counterparts. Participant L (Cluster B SME) in City C when asked what they considered prior to moving any system to the cloud had this to say.

“So, the one was we obviously, waited for all of our offices to have a fibre connection. some of our offices they still had a much slower connection, so that was the pre-requisite, we could have done the move perhaps earlier, but we waited for all the offices to be on fibre.”

From the above response, it was apparent that the SME had installed fibre internet connectivity in a few of their offices and they were satisfied with the outcome. This was then rolled out to the rest of the offices later, which to the researcher indicated the SME’s financial capacity. Furthermore, due to Clusters B and D SMEs having their own internal ICT departments serving a larger number of employees, they also appeared to have made significant investments in their ICT infrastructure over the years, which could have become costly to operate and maintain. As such, even though most SMEs generally viewed cloud as costly, these SMEs could have been viewing the cloud cost in relation to their already existing ICT infrastructure costs and thus seeing it more as a cost saving than an unaffordable endeavour. Participant L (Cluster B SME) seemed to suggest that in the following response;

“... now we have a much lower cost per month, per employee so if we for instance hire a whole lot of temporary workers we can just pay for their requirements per month, we don't have to buy an outright license. Ummm so if we reduce staff then we reduce that cost immediately because we haven't had to have an upfront payment for the licenses. It's a pay as you go service.”

For some of the SMEs, however, the option to use the cloud was perceived as impossible, due to the inadequacy of the internet in their area. One of the responses from a Cluster A SME was the following.

“... a lot of our customers are in the Transkei and we've got a few in City B and City C but most of them are all in the Transkei ... so that is where our problem is because there is no internet access and we do go and use 3G but it's way too slow for a cloud-based system.”

From the above discussions it became apparent that even though all the SMEs seemed to engage in some form of feasibility check before trying to adopt any cloud service, the issue of internet connectivity in South Africa was central, and most of the checks appeared to revolve
around that. Each individual SME’s location, ICT requirements and financial capacity, however, also appeared to play a role in their decision to adopt cloud services. It was thus, apparent to the researcher, that this was a profoundly personal process that required each SME to look inwards and determine for themselves what they wished to derive from the cloud and whether it was worth it for them, given their current circumstances.

7.4.1.1.3 Technical support

Technical support was also another sub-theme that emerged in the interviews with the research participants. This could be described as SMEs ensuring that they have access to the technical expertise required to ensure that they could adopt cloud services smoothly. For Cluster C SMEs, this could be viewed as being synonymous with selecting the right intermediary and on first glance, it appeared as if this sub-theme could be tied together with the ‘service provider selection’ sub-theme. However, there were some factors that appeared to be at play during this process, that warranted that the researcher views this as its own separate sub-theme.

Participant L (Cluster A SME) had this to say:

“… If I didn’t have the 2 staff members with the skillset that they did I think it would have been a lot more challenging for us as a business to do it [move to the cloud]. And I think it’s really important that you know that, these are guys that have started with our company, and they’ve been with us through the growth period as well”

From participant responses such as the one above, it was apparent to the researcher that having access to technical expertise, either through an intermediary or through one’s own ICT personnel was considered by most of the SMEs across all clusters as a very essential ingredient for adopting cloud services successfully. This was consistent with what was found in the literature wherein a strong technical capability was found to be associated with greater success when adopting cloud services. However, that seemed to depend on how receptive the owners of the businesses were to new technologies; especially for SMEs in Cluster C. Participant K (Cluster A SME) had this to say.

“… they [SMEs] are busy doing their work they are not looking potentially for a better way to do their work, they are looking just to do their work. You become the genius in creating another way to do it better.”
As such, it could be inferred that a willingness to learn new technologies and improve on business processes was required on the SMEs’ part before they started seeking any assistance, either technical or otherwise, to adopt cloud services. From the interviews with the research participants it was clear that there was a significant amount of small businesses whose owners were from the baby boomer generation (born 1946 – 1964). These business owners were generally perceived as being less receptive to new technologies; especially cloud technologies. Participant H (Cluster A SME) had this to say about how the baby boomer generation viewed cloud.

“... an office in a virtual environment, is too great a psychological leap for them. They can’t process it, they need an actual office space ... the concept of a virtual environment and functional and actual useful tools is quite a paradigm apart, it really is quite a paradigm apart.”

Even though there seemed to be a perception that there is some correlation between the age of the research participants and cloud receptivity, the researcher observed that SMEs (mostly Cluster C) whose owners were familiar and comfortable with working with computers in general, were in a better position to adopt cloud services. This was because they appeared to be more willing to experiment with new ways of doing work whereas their less computer savvy counterparts appeared to want to maintain the current status quo for fear that things could go wrong. This could be inferred from the following response from Participant K (Cluster A SME) as they were describing their less technologically savvy customers.

“... there is that old saying if you don't break it don't fix it so they [customers] invariably were stuck to how work was done 40 years ago”

Whilst the aforementioned seemed to be more pronounced with the baby boomer generation, the researcher observed that it applied across all the age groups.

It was thus apparent to the researcher that, even though technical support was viewed as essential in the decision to adopt cloud computing, this needed to be supported by basic ICT aptitude, as this appeared to prompt SMEs (mostly in Cluster C) to be more confident in adapting to and utilising new technologies. The researcher believes this in turn, would propel them to readily seek technical support for further implementation of cloud services that they could not do on their own. Clusters B and D SMEs did not seem to be affected much by this as they had their own internal ICT departments that took care of their ICT needs.
7.4.1.2 Implementation

This involved a set of activities that SMEs would engage in during the cloud adoption process. According to the researcher’s observations SMEs across the different clusters attempted to implement cloud with as little disruption as possible to their day to day business operations. However, each SME did this differently, depending on its particular set of circumstances.

7.4.1.2.1 Minimally disruptive adoption

Extant literature suggested that small businesses needed to adopt cloud services incrementally (see Section 5.1.2) as that could minimise any risk associated with migrating any service to the cloud. This was observed to be the case with a significant number of SMEs in the Eastern Cape. In the interviews with the participants, it was apparent to the researcher that cloud computing services were still not well understood and SMEs still practised caution when they implemented any cloud service. As such, it was observed that some SMEs employed a number of mechanisms to try not to expose themselves to a significant amount of risk while adopting cloud services. Participant A (Cluster A SMES) had this to say:

“... it's much easier to move to a cloud-based system, especially with trial periods. I mean, if you want to test out a piece of software, it will work for you to sign up for a thirty-day trial, or a ninety day or ten days or whatever ...”

Participant G (Cluster C SME) had this to say when asked what they would recommend to another SME wanting to adopt cloud services:

“Well, I would just recommend that they've got a backup of their critical systems and data, and that's sent off to them and from there, they [the service provider] do everything and then you are up and running, because they also give you, I think it's a 30 or 90 day free period that you can use on a trial basis to see whether you are happy. But I mean, in our case, we had 3 months free or whatever, a month or 3 months, I'm not sure, but we already knew that we were going to carry on with it.”

What was interesting from the above responses was that they seemed to only come from the smaller SMEs. These types of SMEs did not have any legacy infrastructure that needed to be integrated with any cloud service and their usage of cloud appeared to be restricted only to low bandwidth software as a service (SaaS) applications. A trial period where there would try out
the software for a limited amount of time thus appeared to be sufficient enough to satisfy these SMEs to either carry on using the software or to terminate its usage. What seemed to be more important for these types of SMEs was whether they were still able to do their work as before, without any significant learning being involved. As such, the ease of use of the software turned out to be of some importance during the trial period. Participant K (Cluster A SME) had this to say about their experience of trying out cloud-based accounting systems.

“... I was trying their [vendor] accounting system as they also run an online accounting system. It's just very difficult for me as a non-accounting person to try get to grips with. It’s a very comprehensive accounting system...the accounting system is way over the top for what I need to use ... I then found this accounting system, I just googled around, it could have been online as well, I can't remember. I have been using it for about 4 years now, 3 or 4 years. I just came across it, can't remember exactly how and it was brilliant because I am not an accountant and I can work it.”

As alluded in Section 7.4.1.1.2, there were also some SMEs that had upgraded their software from an on-premise (local-based) version to a cloud-based version, from the same vendor. For these types of SMEs, the similarities between the on-premise (locally based) version and the cloud-based version appeared to be quite important during the trial period. Any differences between the two were met with resistance. This could be attributed to the SMEs’ lack of ICT expertise and therefore, apathy towards having to learn any new technologies. Maintaining the current status quo while still enjoying the benefits of new technology (cloud) thus, appeared to be the preference.

However, larger SMEs (mostly Clusters B and D) were somewhat different as they had a much more sophisticated ICT infrastructure and thus much more complex ICT requirements. For these types of SMEs, an incremental approach appeared to be a method of choice when implementing cloud services. It became apparent to the researcher from speaking with the research participants, that this was mostly done so as to make troubleshooting easier, as a problem could be easily isolated if a service was rolled out in parts.

Another popular approach was a hybrid solution where both an on-premises version and a cloud-based version would be run at the same time. This would allow the SME to test the cloud version without affecting the on-premise version. When the SME was satisfied with the tests, they would then terminate the on-premises version over a period of time up until they are able...
to run completely from the cloud. Participant M (Cluster B SME) had this to say about how they rolled out their cloud service.

“We started off with one piece of cloud-based software. So we said we are going to start up a hybrid configuration where we move a segment into the cloud but that ties back into our on premise system and then we started moving the accounts one by one into the cloud for a couple of months or so and we were fortunate that we were happy that it worked and that we understood the system and how it functions and then we started systematically to roll out to the rest of the organisation and I think we are approaching 95% there now. So yaa it was again the hybrid solution, if it wasn't for that it would have been a very painful experience because then we would have to switch everyone over on the weekend and Monday morning everyone gets here and the email doesn't work, you know that type of setup.”

From the preceding discussions, it was apparent that most SMEs in the Eastern Cape were still experimenting with cloud computing and had not yet fully grasped how it worked. Since it was unfamiliar territory, they seemed to employ various mechanisms as discussed above, to ensure that they do not disrupt their normal business operations in the process of adopting cloud services. As such, it could be inferred that there was an inherent need to always remain in control of data and systems. Cloud could have been seen as a potential risk in that regard and thus the need to roll it out carefully, so as to remain in control of data and systems.

7.4.1.3 Summary of thematic network (Cloud adoption is personal)

Using the thematic network, the researcher explored the personal nature of the cloud adoption process. A distinction could be made between pre-implementation activities and implementation activities. Discussions revolved around the various elements that were at play within the SMEs’ socio-environmental context that influenced their adoption behaviour; thereby bringing to the fore their individuality within the adoption process. Cloud adoption was thus not just a one size fits all solution, but a complex, individual deliberation, that was tailor-made for each SME, depending on its requirements, location, size and ICT maturity.

Pre-implementation activities were viewed as mostly consisting of selecting a service provider, assessing the feasibility of adopting cloud services and ensuring that there was access to ample technical support. The concept of user trust was central to the discussions on service provider
selection. Its role as a tool in determining the right service provider was quite apparent throughout the discussions with the research participants. However, service provider selection also appeared to be carried out through the utilisation of long-standing relationships with software vendors that had begun to offer cloud versions of their on-premises software.

Discussions on cloud feasibility revolved around the availability of high-speed internet in South Africa. Internet connectivity in South Africa was generally perceived by most SMEs as being poor and thus insufficient to fully realise the benefits of cloud services. As such, that seemed to affect not only the decision to implement cloud services, but also what cloud services were to be implemented and how they were to be implemented.

Access to technical support was viewed as an essential element in the cloud adoption process by most SMEs in the Eastern Cape. This was not surprising as extant literature alluded that most SMEs, particularly in developing countries, generally were not proficient in ICTs. However, a basic aptitude and interest in ICTs, in addition to that, was seen to be a catalyst in SMEs’ adoption and utilisation of new technologies such as cloud computing services.

During the implementation of cloud services, the need for control of data and systems was viewed as an inherent feature of most of the SMEs in the Eastern Cape. Implementation of cloud services by the SMEs was thus, observed to be carried out in a manner that seemed to preserve that inherent notion. In particular, through various mechanisms, the disruption of day to day business processes was minimised as much as possible throughout the cloud implementation process.

7.4.1.3 Relation with literature

According to the literature, SMEs, should take into account a number of considerations at various phases of the cloud adoption process, when adopting cloud services (see Section 5.3). SMEs in the Eastern Cape were observed to also perform various activities at varying stages of the cloud adoption process that were consistent with the cloud adoption phases (see Section 5.2) identified in the literature.

However, it was apparent that the activities performed by the SMEs at each phase (both the cloud preparation and cloud implementation phases) were not standard across the various SMEs. Rather, the adoption process for each SME, was highly personalised in nature; depending on a set of characteristics that were unique for each SME. In particular, the location
and size of the SME played a significant role in shaping the cloud adoption decisions of each SME.

During the cloud preparation phase, most of the SMEs in the Eastern Cape only made decisions regarding what services should be migrated to the cloud, whether the installed infrastructure was sufficient to support a cloud move, the choice of the right cloud service provider as well as negotiating the right service level agreements (SLAs), as prescribed by the literature. Cluster C SMEs, however, mostly relied on the services of either Clusters A or B type SMEs (intermediaries) to make decisions pertaining to the choice of cloud provider, the type of cloud services to utilise and/or the right supporting ICT infrastructure.

On the other hand, their larger counterparts (Cluster D SMEs) could rely on their own internal ICT departments to make such decisions. Furthermore, most of the Cluster C SMEs were located in City A, which had limited Internet bandwidth to support high bandwidth intensive cloud applications. This appeared to affect the choice of cloud services that these types of SMEs could utilise. As such, only low bandwidth cloud applications such as data storage and/or data backup services were utilised by these types of SMEs.

Further preparatory steps as prescribed by the literature, such as evaluating risks, establishing a strategic focus, evaluating the influence of the organisational structure, engaging all stakeholders as well as defining the expected value were not carried out by the majority of Cluster C SMEs. This could be attributed to their small size, and thus, consistent with literature, their propensity for more agility and less formalisation of processes. The larger SMEs (Clusters B and D) on the other hand, appeared to carry out these activities but less formally and as thoroughly as prescribed by the literature.

The activities that were recommended in the literature for the implementation phase were consistent with what was observed with Clusters B and D SMEs in the Eastern Cape. These types of SMEs had much more sophisticated ICT requirements and the systems that they needed to move to the cloud often required integration with their inhouse systems. Emphasis was placed on reducing business disruption as much as possible during the implementation phase. As such, the SMEs migrated their systems incrementally and they also conducted some testing to make sure that everything was working correctly before fully implementing the needed cloud solution. Cluster C SMEs on the other hand, had less sophisticated ICT requirements and their usage of cloud services are mostly limited to basic low bandwidth cloud applications. As such, the majority of these SMEs did not need to implement any cloud
solutions incrementally, as they could do so fairly quickly without disrupting their business operations.

7.4.2 Perceptions affect adoption

Another overarching theme that emerged through interviews with the research participants was that user perceptions had a role to play in the adoption process. This thematic network afforded the researcher the opportunity to unpack this theme and explore the influences of user perceptions on cloud services adoption.

7.4.2.1 User perceptions

The researcher observed that SMEs appeared to harbour particular views about cloud computing services, based on their individual experiences and context. The researcher could distinguish between positive views and negative views; each of these seemingly affecting the SMEs’ cloud adoption decisions in different ways.

7.4.2.1.1 Positive views

Extant literature suggested that SMEs needed to have a strategic goal when implementing cloud services (see Section 5.1.1). The researcher, however, observed that a significant number of SMEs (mostly Cluster C SMEs) did not view cloud as a strategic implementation. Instead, the adoption of cloud services was mostly done as a reaction to a particular problem. For example, the following response that was given by participant G (Cluster C SME):

“The reason why we went over onto the cloud is that at the end of last year, in November I was booked off sick, and December I had to go in for a back op (operation). At that stage we were running an on-premises system, and because we are on a network everyone had to be on the same server. So, seeing as I am the key person that needs to work with the finances and payments and so forth, I couldn’t do it. After our annual shutdown, I found out that we could go over onto a cloud-based accounting system which is also under the umbrella of our current on-premises vendor, they all the same but one is on the cloud. So, I could work from a laptop from anywhere where I got internet access.”

In another interview with a participant from an SME in City A, the researcher learnt that, there was a ransomware virus that was circulating amongst many of the small businesses in that city.
The consequence of this virus was that, it could lock up access to critical data and the affected SME would then be unable to perform their day to day operations. As such, since this was quite a small city and a lot of information was being handed down from one business to the next via word of mouth, there appeared to be a fear of being affected by the same tragedy. Participant I (Cluster A SME) had this to say:

“I’ve got like a couple of clients that have critical accounting data and the safest way to keep their data safe is on the cloud, so we make use of a particular program and that backs up the data every night to the cloud ... the customers here in City A get a lot of ransomware virus, I don’t know if you’ve heard about it, the lock you virus.”

It was thus apparent to the researcher, that cloud computing services were viewed more as a solution to particular business problems by most of the Cluster C SMEs; thus, driving adoption. It is, however, important to note that most of the interviewed participants from Cluster C SMEs appeared to have had no knowledge of cloud computing or its benefits prior to being affected by the business problems. It had to be presented as a solution to them by their respective intermediaries through subsequent consultations with them and it could have made sense to them in the context of their circumstances. As such, the SMEs appeared to view cloud services in a positive light due to how it could afford them the opportunity to enjoy certain business benefits such as the following:

- Distributed access where they could access business systems from any location
- Lower ICT maintenance costs; and
- Secure management of critical data,

It was not quite clear if this was a reflection of how they felt about cloud services as a whole or if it was merely more of a relief that they had found a solution to their problems. It is possible that these SMEs could have been equally satisfied with a different solution. This could be inferred from how Cluster C SMEs tended to be apathetic towards any ICT related issues and were only worried about how they could continue doing their work undisturbed. The larger SMEs, however, (Clusters B and D) appeared to view cloud services more as a strategic undertaking. Participant M (Cluster B SME) had this to say about the use of cloud services.

“... you know, going out and having to pay for a license, for example your email exchange operating systems, hardware etc is a lot, so it makes sense to move
your email, that type of thing, to the cloud. Also, in terms of things like your databases and so on, you can buy licenses now for the server but next year they upgrade, and you have to buy all those licenses again whereas ... in the cloud it upgrades automatically, you know. So, keeping with new technology is much easier because you don't have that CAPEX every time you need to upgrade.”

Participant F (Cluster D SME) also had this to say

“... just from a disaster recovery point of view, recovering like a virtual machine, I'm not sure if you are familiar with the technology, but the recovery time from a disaster if your machines are virtualised or in the cloud is almost seconds, whereas if now if we have a disaster here, we going to have to bring up another server, install the OS, restore the data so ya ... I don't want to think about it, but it will be chaotic if that has to happen” ...

Clusters B and D SMEs thus seemed to view cloud services as a way to streamline and enhance their current business processes. Contrary to Cluster C SMEs, their implementation of cloud services was more predictive than reactive in nature. The complexity of their ICT infrastructure could have been a reason for that. The researcher observed that these types of SMEs were very careful about making sure that nothing goes wrong with their ICT infrastructure.

The researcher, could infer that, due to their size and perhaps the number of clients that they had, they could have been relying on their ICT infrastructure more than their smaller counterparts to deliver their services efficiently. The impact of something going wrong with their ICT infrastructure could have thus, had more devastating consequences on their reputation and business operations than it did with Cluster C SMEs; thus, demanding a more careful approach to cloud services implementation. It was apparent that cloud services seemed to have a well-placed role amongst most of the SMEs as a one stop solution to a number of the business problems they were facing. This type of view not only enabled the SMEs to embrace cloud services more readily, but it also appeared to be a significant catalyst in driving their adoption.

7.4.2.1.2 Negative Views

The issue of security was a major concern, especially amongst some SMEs who were not that well informed about cloud computing and ICTs in general (mostly Cluster C SMEs). Participant J (Cluster A SME) provided this response:
... “a lot of clients when you start speaking to them about cloud, their first question is like, am I protected against hackers? You know, so it’s a threat I think because of movies and media out there. When people think cloud, they think hacking and, so you need to have that talk with the client and explain that okay yes, you know, there is that possibility, but it is actually just as great a threat on a local server. You are not really protected against hackers even if you are in the cloud or not.”

It could be inferred that there was an inherent need by some SMEs to always stay in control of their personal data and systems. For these SMEs, cloud services represented a loss of that control. Like participant J above, alluded, external influences such as the media could have played a role in enhancing that image. In mainstream media, “hackers” have a negative connotation that can be associated to actions such as theft. As such, an association of cloud services with words such as “hacker”, indicated to the researcher that some SMEs probably could have had an underlying fear of utilising the services. An interesting point was raised by another participant wherein they elaborated on another possible basis for this fear. The idea had its foundations in the nature and characteristics of a significant number of SMEs in the Eastern Cape. Participant D (Cluster A SME) had this to say;

... “it's their personal data. It's not like at corporate level, where the responsibilities are distributed, you know. At SME level the boss is the CEO, he is this, he is that, and that, so he is very concerned about his personal data.”

It was observed that, a significant number of Cluster C SMEs were quite small; some of them often being run by small families and thus did not have dedicated ICT departments with complex infrastructure. As such, the use of laptops was quite prevalent, as they were cheap and relatively easy to procure. However, the distinction between work content and personal content was blurry as the laptops were also used by the owners in their personal capacity. Furthermore, due to their small size, most of these Cluster C SMEs often had one person performing multiple roles within the business; thus, leading to an accumulation of various, sensitive company data all within one central repository. As such, it could be inferred that for these SMEs, using cloud services to store their company data was synonymous with storing their personal data on the cloud and thus it often met with a lot of resistance.

It was also observed that there were some concerns around the subscription model on which a significant number of cloud services are based. Participant A (Cluster A SME) had this to say:
... “it almost seems like ... if I can say age related ... the older type of customers prefer on premise [non-cloud-based systems] and not monthly payments while the younger people go for a monthly subscription [cloud-based systems] type of thing ... they are not afraid of that ... maybe they [older customers] just prefer to have more control over everything ... and with a once off payment I mean, it makes it easier ... because ... you don't need to budget for a monthly payment or keep that in mind as well.”

It was apparent from the above response that the issue of control was again quite important when it came to adopting cloud services, especially, by SMEs (Cluster C) with older owners (mostly the baby boomer generation). However, from the researcher’s inferences, this type of required control appeared to be different from what was required when an SME had to entrust their personal data and systems to a third party. It seemed as though this type of control was more from a financial perspective.

The researcher suspects that cloud services could have been viewed more as some form of debt, due to their monthly subscription model. Thus, there is a possibility that due to the small nature of these SMEs, their client base was not always consistent and therefore their earnings could also have been intermittent, which made committing to a subscription model quite a scary endeavour, as it could be viewed as being akin to spending money one does not have. As participant A alluded, this seemed to be more pronounced amongst the older owners of SMEs in the Eastern Cape. Whilst, this was interesting, it was also not surprising, as the older (boomer) generation generally tend to be more conservative and more risk averse in nature than their younger counterparts.

These particular views around cloud thus, tended to have the effect of discouraging adoption of cloud services amongst the SMEs that shared these views. As such, a shift in perspective around cloud services could have been required first, before these SMEs could commit to a cloud implementation.

7.4.2.2 Influences to user perceptions

Whilst it became apparent that user perceptions could indeed potentially hamper SMEs’ adoption of cloud services, it also appeared that these perceptions could be changed by various change agents. It was observed that this happened quite often with SMEs in the Eastern Cape, especially Cluster C SMEs.
Even though intermediaries seemed to play a key role in providing the technical support required by some of the SMEs to support a move to the cloud, their role appeared to extend beyond that. The following was a response from participant D (Cluster A SME):

“The infrastructure doesn't matter ... the infrastructure follows. You need to sell the concept [of cloud] first and the belief that you need it, that the client needs it and then the infrastructure follows behind. [For example, I would say] This is what you need to put into place, you know. It's not a big cost but regardless of how much it's going to cost to do that within the realm of your budget, let's not fight over five rand, that type of thing. This is what you need to have in the cloud, and this is why. As a small business owner, myself this is what I would want in the cloud and this is what I got in the cloud and that's why I believe you should do it...”

From the above response, it could be observed that, the intermediary also appeared to influence the way SMEs thought about cloud services. It was essential, to note that intermediaries in themselves were also small businesses whose goal was to make profit. As would be expected, this, depended a large part on how many services they sold to their customers. As such, even though intermediaries were being used by a number of Cluster C SMEs to overcome their shortcomings in ICT, they appeared to do a lot of marketing to the Cluster C SMEs as well; driven by their need to attract as many customers as possible and make a profit.

However, it became increasingly apparent to the researcher that a significant number of Cluster C SMEs would never have moved to the cloud if they had not received that sort of marketing from the intermediaries. This is because Cluster C SMEs remained apathetic to ICTs in general and they appeared to need some external influence to drive them to adopt any new ICT innovation. The intermediaries’ marketing activities were thus quite an essential component in the cloud adoption process, the absence of which could have led to a significant number of SMEs in the Eastern Cape not adopting cloud services. Their relationship was thus of a complementary nature that required both parties to be present for cloud adoption to take place.

It was interesting to observe that user perceptions about cloud services also appeared to be changed by events within their contextual environment; usually of a tragic nature. The following was a response from participant G (Cluster C SME):
… “I think you are well aware of the ransomware that’s going around. We have been hit 3 times. Okay, it was last year October and apparently in December while I was off sick it hit again, sorry twice. And with the second time we lost 6 months’ worth of critical accounting data that we had to catch up with so if we were on the cloud already, we wouldn’t have had that problem because it wouldn’t have affected our bookkeeping system.”

The researcher observed that events such as the one described by the participant above appeared to trigger SMEs into exploring how they could have prevented such a tragedy, and this often led to them changing their perceptions about cloud services. The researcher learnt that, prior to such tragedies, cloud services were often viewed as unsafe, or even not known at all by a significant number of SMEs.

The researcher could also infer that perhaps the SMEs could have heard of cloud services in theory but never really thought they needed them, as cloud probably still remained an abstract concept in their minds. Thus, events such as the one described by participant G above appeared to have the effect of changing how the SMEs viewed cloud services in terms of what they are and what it can do for them; often driving them to adopt cloud services.

Even though one participant suggested that the media could also have had a part to play in influencing how SMEs thought about cloud, this was not reflected in most of the interviews with the participants and thus prompted the researcher to not to explore it further.

From the above discussions, it was apparent that the cloud adoption process was heavily depended on the context of the SMEs. This was because it appeared to be depended on user perceptions, which could be changed by different agents within their socio-cultural environment. Thus, the interaction between the users (SMEs) and the various change agents was an essential part of the cloud adoption process.

7.4.2.3 Summary of the thematic network (Perceptions affect adoption)

Through this thematic network, the researcher explored user perceptions and how they affected cloud services adoption. More specifically, the researcher explored the various positive and negative perceptions that users had and how these affected their adoption of cloud services. The researcher then explored how some of these perceptions could be influenced to manifest a particular result in the cloud adoption process.
cloud services were mostly viewed as the go to solution to a plethora of business problems affecting SMEs. For Cluster C SMEs, cloud adoption was more reactive than predictive, as they seemed to only require cloud services when a particular problem arose. Larger SMEs (Clusters B and D) SMEs, however, were more deliberate in their adoption of cloud; viewing cloud as a way to streamline their business services.

However, a significant number of Cluster C SMEs, seemed to view cloud services as being synonymous with losing control of their personal data and systems. There were also some concerns around the subscription model on which most cloud services are based. Subscription was mostly viewed as a debt and a number of the SMEs appeared to not be willing to commit to it. For these SMEs, subscription represented a loss of financial control, as they were not confident that they would always be able to meet the monthly costs. This however, appeared to be more prevalent amongst SMEs with older owners, as they seemed to be more risk averse than their younger counterparts.

Perceptions, however, could be changed by a variety of change agents, thereby influencing the adoption decision of the SMEs (mostly Cluster C). Intermediaries were particularly important as they appeared to market cloud services to Cluster C SMEs and convince them to adopt cloud services; something they were unlikely to do in the absence of the push from the intermediaries. Tragic events such as the loss of data also appeared to force SMEs to view cloud services differently. The SMEs appeared to have more appreciation for cloud services and what they could do for them, only after encountering a problem.

7.4.2.4 Relation to the literature

Literature did not seem to acknowledge the influence of user perceptions on the cloud adoption process. However, discussions with SMEs in the Eastern Cape revealed how essential user perceptions were, in driving the adoption process. Positive perceptions about the use of cloud services were generally observed to be associated with a greater propensity to adopt cloud services whereas negative perceptions were observed to be a significant deterrent to their adoption.

According to the literature, organisations that had more mature technological capabilities are more likely to readily adopt cloud services. It was observed that, Clusters A, B and D type of SMEs generally viewed cloud services in a positive light and thus, were more willing to adopt them. These types of SMEs were either in the ICT services sector and/or had their own internal
ICT departments that took care of all their ICT related needs. Their technological maturity level was, therefore, higher than that of Cluster C SMEs and their attitude and behaviour towards cloud services adoption appeared to be consistent with what was suggested by the literature.

A significant amount of negative perceptions appeared to emanate from Cluster C type of SMEs. These types of SMEs generally had low-level technological maturity and, thus, a significant number of them relied on the services of ICT service providers (intermediaries) for their ICT needs. These types of SMEs were observed to be less ready to adopt cloud services than SMEs in the other clusters; which was consistent with the literature’s assertions about the behaviour of SMEs with low technical capabilities. This could also, be inferred to be significantly related to their negative perceptions about the use of cloud services.

However, it was observed that Cluster C SMEs’ negative perceptions about the use of cloud services could be changed by a variety of change agents. Intermediaries could market cloud services to Cluster C SMEs, thereby changing their perceptions about them and influencing them to adopt the services. Tragic events such as loss of data also appeared to force Cluster C type SMEs to re-evaluate their negative perceptions about cloud and thus also influenced them to adopt the services. Positive perceptions about the use of cloud services, thus, appeared to be a pre-requisite for the cloud adoption process.

7.5 Summary

This chapter presented the reader with a detailed description of how the researcher analysed the collected data. The reader was then presented with the results of that data analysis in the form of a comprehensive narrative. The next chapter presents the findings of the study; paying particular attention to how the research questions of the study were answered and ultimately, providing the contribution of the study.
CHAPTER 8: Findings and Conclusion

8.1 Introduction

The previous chapter presented the reader with a comprehensive narrative of the analysis that was carried out on the collected data. Using this narrative, this chapter aims to present the reader with the findings of this study in relation to the problem statement, objective and research questions. The chapter will proceed as follows: First, the problem the study sought to address is revisited to allow the reader to better comprehend the presented findings. The research questions are then revisited; followed by an explanation of how each research question was answered. The contribution of the study is then presented to the reader and the limitations of the study highlighted thereafter. The chapter concludes with some recommendations and directions for future research.

8.2 Research Problem

Despite all the benefits that the use of cloud services is touted to provide, the actual adoption of cloud services by SMEs remains low when compared to their large counterparts (Collins and Lam, 2014; Asiaei and Rahim, 2016; Chemjor and Lagat, 2017; Senarathna, 2018). According to Mohlameane and Ruxwana (2014) South African SMEs are no exception to this trend. Adane (2018), argues that SMEs need to have a clear cloud adoption strategy if there are to gain any measurable benefits from cloud services. However, Malik, et al. (2019), indicate that there is a shortage of industry-specific principles for SMEs to follow when adopting cloud services. This is supported by Asiaei and Rahim (2016) wherein they posit that a lack of clear standard guidelines and knowledge of how to adopt and utilize cloud technologies is one of the major obstacles for their adoption by SMEs. A limited amount of literature has either provided these guidelines or given directions on how the SMEs should establish these guidelines (Prasad, et al., 2014; Asiaei and Rahim, 2016; Malik, et al., 2019).

In addition to this, there was a limited focus on the aforementioned problem by literature within the context of developing economies, such as South Africa. In an investigation of the awareness of cloud computing by South African SMEs, Mohlameane and Ruxwana (2014), reiterated this notion. They argued that there was a lack of awareness and exposure to cloud services and the guidelines for South African SMEs to follow, in order to establish and localize their benefits and fit for the South African SME context.
There was thus, a need for a framework which can be used as a guide by SMEs in South Africa as they adopt cloud services.

8.3 Research Questions

<table>
<thead>
<tr>
<th>Research Objective</th>
<th>To develop a framework which South African SMEs in the Eastern Cape can use as a guide as they adopt cloud services</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Research Questions</strong></td>
<td><strong>Research Questions</strong></td>
</tr>
<tr>
<td>Question 1</td>
<td>What technological, organisational and environmental considerations should SMEs take into account when adopting cloud services?</td>
</tr>
<tr>
<td>Question 2</td>
<td>What technological, organisational and environmental considerations do South African SMEs in the Eastern Cape perceive as needing to be taken into account when adopting cloud services?</td>
</tr>
</tbody>
</table>

Table 14 above presents the objective of the study as well as the research questions associated with it. The purpose of the first research question was to try and establish from extant literature, a consensus regarding the key considerations that SMEs need to take into account when adopting cloud services. The second research question sought to establish what South African SMEs in the Eastern Cape believed needed to be taken into account when adopting cloud services. This would then allow parallels to be drawn between extant literature and the collected data, to ultimately fulfil the objectives of the study.

8.3.1 Addressing the first research question

Extant literature revealed the existence of distinct phases in the cloud adoption process; each phase consisting of several tasks that needed to be completed before moving on to the next phase. Whilst the naming convention differed across studies, the phases generally included a cloud preparation phase, a cloud implementation phase and a cloud maintenance phase. This study was mostly concerned with the activities associated with the preparation and implementation phases of the cloud adoption process.

Using the TOE framework, eight activities were identified as key within the preparatory phase of cloud adoption and two activities were identified as key during the implementation phase. Figure 19 illustrates a conceptual framework for the adoption of cloud services by SMEs, based on these activities. The framework highlights the activities that need to be carried out at each
phase of the adoption process, as well as where they fit within the TOE framework. This answered the first research question of this study. Section 5.2 in Chapter 5 provides a detailed description of each of these activities.

![Conceptual framework for SME cloud adoption diagram]

**Figure 18: Conceptual framework for SME cloud adoption**

### 8.3.2 Addressing the second research question

Whilst a limited amount of literature seemed to acknowledge the role of intermediaries in the cloud adoption process, discussions with SMEs in the Eastern Cape revealed how central they were in the whole process. Consistent with the literature, a significant number of the SMEs (Cluster C type SMEs) were found to have limited technical expertise; an ability which was identified as essential if SMEs were to fully realise the benefits of cloud services.

Thus, in order to overcome this limitation, the SMEs were found to utilise the services of third-party ICT service providers (intermediaries). These were mostly Clusters A and B SMEs of the interviewed SMEs (see Section 7.2.1 for the different SME clusters).

Intermediaries particularly enjoyed significant influence over the cloud adoption behaviour of most of the Cluster C type SMEs. This could be attributed to the trust that existed between the SMEs and the intermediaries, as the intermediaries were responsible for overseeing all of the ICT requirements of the SMEs. Their role, thus extended from marketing of cloud services to the SMEs, guidance in any adoption decisions, to the actual implementation of any required cloud services. For the majority of the Cluster C type SMEs, intermediaries were thus, an
essential catalyst to the cloud services adoption process, the absence of which, would mean a breakdown of the entire process. This was also because they could change the perceptions of the SMEs about the use of cloud services and, thus, influence them to adopt them. Positive perceptions about the use of cloud services were found to be an essential prerequisite to the cloud adoption process.

However, there appeared to be a correlation between the size of the SMEs and their reliance on intermediaries. Larger SMEs (Clusters B and D type SMEs) were found to be more likely to have their own dedicated internal ICT department that is responsible for overseeing most of their ICT requirements; thus, negating the need of an intermediary to assist in any ICT related functions. This could be attributed to them having, significantly more resources (both financial and human) than their small counterparts, to dedicate to the adoption and maintenance of new technology. However, these types of SMEs were also not as pervasive throughout the Eastern Cape; only existing in cities B and C.

Throughout the discussions with the SMEs, it also became apparent that the SMEs performed various activities at varying stages of the cloud adoption process, that were consistent with the cloud adoption phases identified in the literature. However, it was apparent that the activities performed by the SMEs in each phase (both the cloud preparation and cloud implementation phases) were not standard across the various SMEs.

Rather, the adoption process for each SME, was highly personalised in nature; depending on a set of characteristics that were unique to each SME. In particular, the location, size as well as the technological maturity of the SME played a significant role in shaping the cloud adoption decisions of each SME.

During the cloud preparation phase, most of the SMEs in the Eastern Cape only made decisions regarding what services should be migrated to the cloud, whether the installed infrastructure was sufficient to support a cloud move, the choice of the right cloud service provider, as well as negotiating the right service level agreements (SLAs) as prescribed by the literature. Cluster C SMEs, however, mostly relied on the services of either Cluster A or Cluster B type SMEs (intermediaries) to make decisions pertaining to the choice of cloud provider, the type of cloud services to utilise and/or the right supporting ICT infrastructure.

On the other hand, their larger counterparts (Cluster D SMEs) could rely on their own internal ICT departments to make such decisions. Furthermore, most of the Cluster C SMEs were
located in City A, which had limited Internet bandwidth to support high bandwidth intensive cloud applications. This appeared to affect the choice of cloud services that these types of SMEs could utilise. As such, only low bandwidth cloud applications such as data storage and/or data backup services were utilised by these types of SMEs.

Further preparatory steps as prescribed by the literature such as evaluating risks, establishing a strategic focus, evaluating the influence of the organisational structure, engaging all stakeholders as well as defining the expected value were not carried out by the majority of Cluster C SMEs. This could be attributed to their small size, and thus was consistent with the literature, explained by their propensity for more agility and less formalisation of processes. The larger SMEs (Clusters B and D) on the other hand, appeared to carry out these activities but less formally and as thoroughly, as described in the literature.

The activities that were recommended in the literature for the implementation phase were consistent with what was observed with Clusters B and D SMEs in the Eastern Cape. These types of SMEs had much more sophisticated ICT requirements and the systems that they needed to move to the cloud often required integration with their in-house systems. Emphasis was placed on reducing business disruption as much as possible, during the implementation phase. As such, the SMEs migrated their systems incrementally and they also conducted some testing to make sure that everything was working correctly, before fully implementing the needed cloud solution.

Cluster C SMEs on the other hand, had less sophisticated ICT requirements and their usage of cloud services are mostly limited to basic low bandwidth cloud applications. As such, the majority of these SMEs did not need to implement any cloud solutions incrementally as they could do so fairly quickly without disrupting their business operations.

Based on these findings the following section presents the proposed cloud adoption framework for SMEs in the Eastern Cape.

8.4 Study Contribution

Figure 20 illustrates the proposed framework for the adoption of cloud services by SMEs in the Eastern Cape. This is the main contribution of this study. Technical expertise was identified as the cornerstone of the entire cloud adoption process. As such, the proposed framework encourages SMEs to first evaluate their level of technical expertise before commencing with the process. SMEs that are less technically inclined are encouraged to seek support from a
reliable intermediary whilst those with strong technical capabilities could also utilise their internal ICT team to see the cloud adoption process through.

Figure 19: Proposed framework for SME cloud adoption in the Eastern Cape

Key: * = Optional

All the activities associated with the cloud preparation phase should be completed (in no particular order) prior to moving on to the activities associated with the implementation phase. The implementation phase activities should be carried out only when there is a high possibility of business operations disruption occurring as a result of cloud adoption; thus, making them optional. This in turn, depended on the complexity of the SME legacy ICT infrastructure if any is available and on how easily it could be integrated with the required cloud implementation.
Other contributions of the study stemmed mostly from the methodology utilised in this study. A limited number of the studies in extant literature have studied the adoption of cloud services interpretively; with the majority utilising positivist methods to study the topic. As such, by utilising the principles of interpretive field research, it was possible to uncover unique aspects about this topic that would not have been possible through the use of positivist methods. This demonstrated the plausibility of interpretive principles in studying a topic of this nature. In particular, it was possible to uncover the essential role of intermediaries as a catalyst for cloud adoption, as well as the mechanisms that South African SMEs in the Eastern Cape use to build trust between themselves and the intermediaries. In addition, the intrinsic nature of the SMEs in the Eastern Cape, such as their propensity to adopt cloud services as a reaction to a business problem, instead of a deliberate strategic effort was also unravelled through interpretive field research principles.

8.5 Limitations of the study

One of the limitations of this study was the scarcity of SMEs that have adopted cloud services in the Eastern Cape. As such, most of the interviewed SMEs were from the ICT services sector. These SMEs provided ICT services to other less technically savvy SMEs, thereby acting as intermediaries. As a result, most of the views expressed in this study were from the perspective of the intermediaries that had assisted the less technically savvy SMEs in adopting cloud services and not of the actual SMEs that had been assisted. Thus, the results of the study might not be a true reflection of the views of the assisted SMEs.

In addition, most of the SMEs that were interviewed were from Cluster A type of SMEs. It was challenging to find SMEs that could be classified under clusters B, C and D (See Section 7.2.2) as there were a limited number of them in the Eastern Cape. As such, data from Clusters B, C and D type of SMEs was significantly limited and this could have had a bearing on the overall interpretation of the data. This is because the collected data might not have been a true reflection of SMEs in those clusters.

Another limitation arose from the way most of the data was collected. Due to financial limitations, it was not possible to physically access most of the SMEs for interviews. As such, a significant number of the interviews were carried out telephonically. As a result, visual aids such as behaviour and body language could not be observed during the interview process. This could have impacted the interpretation of the data, as some of the visual data from the responses was lost.
Furthermore, data was collected only from SMEs located in the Eastern Cape. As such, due to the contextually sensitive nature of this study, the results might not be generalizable to SMEs located in other provinces of South Africa. In addition, the interpretation of the data was also impacted by the operational context and background of the researcher, thus further limiting the generalizability of the results.

8.6 Recommendations

For SMEs that have started, are planning to start or have already completed the process of moving some systems to the cloud environment, the researcher proposes the following set of recommendations, in addition to the guidance already provided by the proposed framework.

- **Learning more about cloud services.** SMEs should dedicate a portion of their time to learning more about cloud services and their benefits. If possible, money should be set aside for employee training in the form of cloud training courses. This should increase awareness of cloud services and assist the business in reaping the full benefits of cloud services.

- **Sharing of information.** Even though some of the SMEs have had successes in the adoption of cloud services, the knowledge and experience gained from such processes remains within the SMEs. As such, platforms should be setup where SMEs that have had successes with adopting cloud services can share their experiences and expertise with other SMEs that are yet to or are in the process of adopting cloud services.

- **Cloud readiness assessments.** The majority of the SMEs were found to have a propensity for less planning when it comes to the adoption of cloud services. However, there is evidence in the literature that businesses that have a greater organisational readiness were likely to reap greater benefits from adopting cloud services than their counterparts that plan less. As such, the researcher recommends that SMEs that are planning to implement cloud services should also perform cloud readiness assessments, to identify areas of weakness and improve them prior to any cloud engagement. Organisations such as Amazon, provide free tools[^7] for assessing businesses’ cloud readiness.

[^7]: https://cloudreadiness.amazonaws.com
8.7 Directions for Future Research

Throughout the study, a number of additional research areas emerged that the researcher believes were worthwhile to study further. The researcher believes that some of these areas could further the contributions made by this study and/or uncover new areas that could contribute to the body of knowledge pertaining to SME cloud services adoption.

This study found that intermediaries appeared to have an influence on the cloud adoption behaviour of SMEs. Whilst this study briefly explored the topic, the researcher believes it will be worthwhile to have an in-depth study on the influence of intermediaries on the adoption decisions of SMEs. This could unravel the extent of this influence and/or how it can be leveraged to increase SME cloud adoption.

Whilst this study only focused on SMEs located in the Eastern Cape, the study could also be expanded to include SMEs from other provinces. Parallels can then be drawn with the results of this study and any differences or similarities noted. An investigation could then be carried out to explore the reasons behind the differences and/or similarities as well as to examine what contextual elements contributed to those similarities or differences. Furthermore, as mentioned in the limitations of this study, most of the views expressed in this study were mostly from the perspective of intermediaries. A follow up study could thus also be conducted that includes more views from SMEs that have adopted cloud services.

SMEs appeared to place a lot of trust in the intermediaries and/or service providers they were engaged with. The researcher, thus, believes that the concept should be explored further, to try to establish its role in SME cloud adoption. In that regard, the research believes that it would be worthwhile to investigate how users establish trust, as well as what contextual factors influence user trust.

Finally, future research could also look at evaluating the proposed framework to determine its efficacy for SMEs based in the Eastern Cape.

8.8 Summary of the Dissertation

This study explored the technological, organisational and environmental considerations that South African SMEs in the Eastern Cape believe need to be taken into account when adopting cloud services. Combined with theory from extant literature, the goal was to develop a framework which can be used as a guide by the SMEs as they adopt cloud services. The
contextual environment of the SMEs was believed to play a significant role in the adoption behaviour of the SMEs. As such, the study demonstrated the plausibility of interpretive field research principles in the study of topics of this nature, that are often investigated with positivist methods. The dissertation was structured as follows:

Chapter 1 gave a brief outline of the study. The problem the study sought to address was highlighted. Thereafter, the research objective, as well as the research questions of the study were presented. This was followed by a brief description of the various design elements on which the study was anchored.

Chapter 2 introduced the reader to the concept of cloud computing; exploring the various cloud architectures and business models that are available for users. The formal definition of cloud services for the purposes of this study was also established in this chapter.

Small to Medium Enterprises (SMEs) were then explored in Chapter 3. The formal definition of an SME for this study was also defined and the relationship between SMEs and cloud computing was explored. The problem that this study sought to address was also explored in greater detail in this chapter.

Chapter 4 explored the various theoretical frameworks pertaining to the adoption of ICTs. The Technology-Organization-Environmental (TOE) framework and how it can be utilised to investigate the adoption of cloud services for this study was then explored. In particular, several TOE constructs, that were relevant for the purposes of this study were determined and presented.

Based on this framework, the considerations that SMEs should take into account when adopting cloud services were then explored in Chapter 5. The chapter concluded with the presentation of a conceptual framework for the adoption of cloud services by SMEs; thus, answering the first research question of this study.

Chapter 6 presented the reader with a detailed description of the various design principles on which the study is based. This included a description of the data collection methods, as well as the processes utilised for data analysis in this study.

Chapter 7 then followed up by providing a detailed account of how the researcher analysed the collected data. The chapter concluded with a comprehensive interpretive narrative of the collected data; thereby answering the second research question of this study.
Chapter 8 is the final chapter of the dissertation. It presents the findings of this study to the reader. In particular, the research questions of the study are revisited and a demonstration of how the questions have been answered is presented. The study’s contribution, limitations, recommendations to SMEs, as well as opportunities for future research are also highlighted to the reader in this chapter.
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