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ABSTRACT–Financial fraud considered as a global issue that faces the financial sector and economy; as 

a result, many financial institutions loose hundreds of millions of dollars annually due to fraud. In Sudan, 

there are difficulties of getting real data from banks and the unavailability of systems which explain the 

reasons of suspicious transaction. Hence, there is a need for transparent techniques which can 

automatically detect fraud with high accuracy and identify its causes and common patterns. Some of the 

Artificial Intelligence (AI) techniques provide good predictive models, nevertheless they are considered 

as black-box models which are not easy to understand and analyze. In this paper, we developed a novel 

intelligent type-2 Fuzzy Logic Systems (FLSs) which can detect fraud in debit cards using real world 

dataset extracted from financial institutions in Sudan. FLSs provide white-box transparent models which 

employ linguistic labels and IF-Then rules which could be easily analyzed, interpreted and augmented by 

the fraud experts. The proposed type-2 FLS system learnt its fuzzy sets parameters from data using Fuzzy 

C-means (FCM) clustering as well as learning the FLS rules from data. The proposed system has the 

potential to result in highly accurate automatic fraud-detection for the Sudanese financial institutions and 

banking sectors.  
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العجيج من السؤسدات السالية تفقج مئات السلايين من الجولارات  لحلك نتيجة قزية عالسية تهاجة القظاع السالي والاقترادي, السالي الاحتيال يعتبخ-السدتخمص
وبالتالي ، هشاك حاجة إلى  .هشاك صعهبات في الحرهل عمى بيانات حقيقية من البشهك وعجم تهفخ أنظسة تذخح أسباب السعاملات السذبههة, وفي الدهدان سشهيا

ومع ذلك ،  تهفخ بعض تقشيات الحكاء الاصظشاعي نساذج تشبؤية جيجة ، .تقشيات شفافة يسكشها اكتذاف الاحتيال تمقائياً بجقة عالية وتحجيج أسبابه وأنساطه الذائعة
 Fuzzy Logic مبتكخة من الشهع الثانيفي هحا البحث ، قسشا بتظهيخ أنظسة ذكية  .هاوتحميم هامن الدهل فهس تفهي تعتبخ نساذج الرشجوق الأسهد التي ليد

Systems (FLSs)   تهفخ .مدتخخجة من السؤسدات السالية في الدهدانحقيقية و يسكشها اكتذاف الاحتيال في بظاقات الدحب باستخجام مجسهعة بيانات FLSs 
 .الاحتيال في مجال خبخاءالدههلة وتفديخها وتهسيعها من قبل التي يسكن تحميمها ب IF-Then تدتخجم علامات لغهية وقهاعج و ذفافال الرشجوق الابيض ذجنسه  

  FLS قهاعج تتعمسوكحلك  Fuzzy C-mean (FCM) من البيانات باستخجام مجسهعات الزبابيةت لاماالسقتخح مجسهعة السع الثانيمن الشهع  FLS نظام تعمم
 .لمسؤسدات السالية والقظاعات السرخفية الدهدانية وذلك الاحتيال بذكل دقيق لمغايةيتستع الشظام السقتخح بإمكانية الكذف التمقائي عن  .من البيانات

 

INTRODUCTION

Nowadays, mobile payments, online shopping, 

ATMs and e-commerce have become essential 

components of our daily lives. However, the 

financial institutions suffer every day from new 

fraud patterns which use many techniques, modes 

and types. The concept of fraud in financial 

systems includes many types of illegal activities 

such as falsification of documents, fraudulent 

loans, fraudulent accounts, online banking fraud, 

phishing, scamming, credit card fraud and etc. 

The fraud crimes cost financial institutions 

millions of dollars annually which affects the 

institution financial situation and the customers’ 

confidence. Globally, the estimation of losses 

made by fraud indicates that fraud costs 

considerable amounts that are increasing 

significantly each year. In UK financial fraud 

losses across payment cards, online transactions 

and cheques totaled £618 million in 2016 [1] 

while the online banking fraud losses increased by 
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9% in 2016 compared to 2015
 
[1]. In USA the 

total fraud amount costed about $15 billion [2]. 

Figure (1) shows some statistics of financial fraud 

in global market and financial institutions in 

2014-2016 this statistic reflects the huge losses 

and the percentage increases in many countries 

[3][4]  

 
Figure 1 .Financial Fraud in Global Market and 

Financial Institutions In 2014-2016 [3][4] [5]
.
 

In Sudan there are many online banking 

services such as electricity purchase, custom 

payments, bill payments and E15 payments. Most 

of these services are available in ATMs, Point of 

Sale (PoS) and mobile banking. The Central Bank 

of Sudan (CBoS) has started E-government 

project to increase the use of non-cash payments.  

After the USA lifted economic sanctions 

against Sudan on telecommunications and other 

technology sectors. This allowed banks to make 

global transactions and motivate the e-commerce 

besides the use of VISA and MASTER cards. 

Accordingly, Sudanese banks might face different 

kinds of fraud cases and should be ready for this 

global openness. In particular, debit card fraud. 

Debit card fraud is to withdraw money from 

ATMs, PoS or make online payment without 

owner permission. This includes illegal use of 

card, card information, Personal Identification 

Number (PIN) or Internet Personal Identification 

Number (iPIN), without the owner approval, 

which is forbidden by law. 

Debit/credit card fraud is very complicated 

process since the legitimate and fraudulent 

transactions are similar and it is difficult to 

differentiate between them as the fraud style is not 

always same and it is an everlasting challenge. 

Hence, there is a need for novel techniques which 

can automatically detect fraud and most 

importantly help to understand fraud common 

patterns. 

Some of the Artificial Intelligence (AI) techniques 

like support vector machines and neural networks 

provide good predictive models, nevertheless they 

are considered as black-box models which are not 

easy to understand, analyze and augment with 

human experience and most importantly help to 

understand fraud common patterns. In this paper, 

we developed a novel intelligent type-2 Fuzzy 

Logic Systems (FLSs) which can detect fraud in 

debit cards using real world dataset extracted from 

financial institutions in Sudan. The proposed 

system has the potential to result in highly 

accurate automatic fraud-detection for the 

Sudanese financial institutions and banking 

sectors. Most importantly the proposed system 

resulted in identifying the common patterns for 

fraud (which is not possible via black-box model) 

which can help to design counter measures to stop 

these fraud patterns from source.  

The aim of this paper is to develop novel white 

box AI technique for financial fraud detection in 

Sudanese banks starting by focusing on debit card 

fraud which can be later generalized to other kind 

of fraud.  

The paper is organized as follows, the 

following section presents a brief overview on 

fraud detection systems. This will be followed by 

brief overview on type-1 and type-2 FLSs, and 

followed by the proposed fraud-detection type-2 

FLS for the Sudanese financial sector. This will 

then be followed by experiments and results. then 

conclude by presenting the paper conclusions and 

future work. 
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Figure 2. The categorization of fraud detection 

techniques. 

A Brief Overview on Fraud Detection Systems  

Fraud detection in financial systems is a very 

hot research topic which has been studied by many 

researchers from both academic and industrial 

fields. Many fraud detection techniques have been 

successfully applied which could be broadly 

categorized into Non – AI and AI based as shown 

in Figure (2). 

 

 Non - AI Techniques in Debit Card Fraud 

Detection: 

Several non - AI techniques have been introduced, 

and most of these techniques are not complicated 

and easy to understand, but in contrast they 

depend on other equipment which means these 

techniques involve hardware or require more 

resources, this section discusses some of these 

techniques. 

In 2001, Takhar [6] invented credit card 

fraud elimination system by using the verification 

of the ID of a credit card’s user using fingerprint 

to prevent the unauthorized use. In [7], they used 

One Time Password (OTP) to prevent phishing 

attack that could compromise credit card holders, 

this technique proposed the user receiving a new 

password in each transaction by SMS or via 

alternate email address. This new password is 

valid for one transaction then the application will 

receive encrypted token from the web server, as a 

result the transaction can be authenticated 

successfully. 

Location based credit card fraud prevention 

[8] was invented in 2009, this technique uses the 

location of a PoS or ATM and the location of 

customer’s mobile which must be same. The 

location can be selected by using Global 

Positioning system (GPS), Observed time 

difference (OTD), Time of arrival (TOA), Time 

difference of arrival (TDOA), Received signal 

strength (RSS) etc. 

However, the above mentioned techniques 

are impractical solutions in online transactions, 

particularly when the customer goes abroad.  

A web services-based collaborative scheme 

applies shared web services where banks share 

their information about fraud patterns[9].  

Transaction Aggregation Strategy [10] aggregates 

historical transactions to capture spending pattern 

for each transaction then identify the fraudulent 

transaction by using Average to recognize 

fraudulent transactions and some authors used AI 

techniques like random forests [11] as 

classification method. The aggregation strategy 

depends on customer behavior and thus has low 

accuracy. 

 

 AI Techniques in Credit Card Fraud 

Detection (Black Box and White Box 

Algorithms): 

The AI  algorithms can be categorized as Black 

Box algorithms (BB) or White Box algorithms 

(WB) which are considered more transparent[12], 

consequently, it is easy to understand and analyze. 

Figure (3) shows that the white box algorithm can 

be more clear to the user. 

 
Figure 3. White Box & Black Box Algorithms. 

 

A Brief Overview on Black Box Models for 

Fraud Detection: 

Artificial Neural Network (ANN) used in 

credit card fraud detection [13].   

There are two types of ANN learning 

method  [14], [15], [16]: 

 Supervised (using Labeled data in training such as 

fraudulent or legitimate transactions).  

 Unsupervised (using behavior method such as 

normal or fraudsters behavior and no need for 

historical data). 

 Supervised and Unsupervised. 

In [17] , they proposed CARDWATCH 

(supervised method) based on a NN with three 

layers , The idea of this technique is to train the 

neural network with the historical data (spending 

patterns, transaction time  ...) of a specific 

customer and let the NN detect anomalies using 

pattern recognition as database mining tool.  

Parallel Granular Neural Networks (GNN) [18] 

aim to speed up knowledge discovery and data 

mining, GNN it is a kind of Fuzzy Neural Network 

based on Knowledge Discovery (FNNKD) which 

Input    X=1  Output =2 

Input    X=1  Output =2 

WB 

BB 
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uses parallel processing to train parallel fuzzy 

neural network to produce fuzzy rules which can 

be used in prediction and then in fraud detection 

[18]. 

ANN can be trained by different attributes such as 

[19]:  

 Geolocation: this by using computer IP address to 

recognize the location. 

 Email address, Shipping address or phone number. 

 Regular products and services, neural network also 

trained by regular customer’s purchases type and 

services type for the recent years. 

A simulated annealing algorithm is used to learn 

the neural network by initializing random weights 

then evaluate the results if the result is not 

appropriate it repeats with new random solutions 

until reaching good result to train NN [20], [21].  

ANN is able to learn from the historical 

experiments. However, NNs require long training 

and testing time and it is very difficult to 

understand the cause of capturing the fraudulent 

transaction which can result in high false positive 

rate. 

Support Vector Machines (SVMs) shown in 

Figure (4) were introduced by Cortes and Vapnik 

in 1995 [22]. In [23] they used SVM in fraud 

detection. SVM has a good performance but it is a 

complex classification algorithm and thus lacks 

transparency. 

 
Figure 4.  Support Vector Machine. 

Hidden Markov Model is a statistical tool 

containing a finite set of states controlled by a set 

of transition probabilities [24][25]. At first HMM 

is trained by the normal behavior of a normal 

customer such as a spending pattern. When the 

trained HMM receives unaccepted customer 

transaction or receives any transaction which has 

anomaly with high probability, it considered it as 

fraudulent transaction [24][26]. In [27], they used 

HMM with three spending profiles of the card 

holder (Low (0, $100), Medium ($100, $500) , 

High ($500,and more)) then they examine 

incoming transaction against spending profiles of 

customers if it is rejected then it would not be 

genuine transaction. HMM is fast in detection 

process but produces high false alarm and cannot 

detect new kinds of fraud. So if the thief used a 

high-classified spending card he might not be 

captured. 

 

A Brief Overview on White Box Models for 

Fraud Detection: 

Case-Based Reasoning (CBR) is a model for 

solving problems that generates solutions from 

previous similar cases and reuse them in new 

problem cases. This approach is continued 

learning, since a new knowledge is taken each 

time a problem has been solved and making it 

directly available for upcoming problems [28]. 

CBR algorithm contain several neighborhood-

based and probabilistic algorithms such as Case 

retrieval (Nearest neighbor matching)[29]. 

K-NN algorithm is a clustering supervised 

learning algorithm, it classifies any received 

transaction by calculating of nearest point to new 

received transaction, if the nearest neighbor is 

fraudulent, then the transaction marked as a 

fraudulent and vice versa[30]. Accordingly KNN 

is expanding the number of neighbors but fixed 

number in nearest neighbor [29] and it is fast in 

detection process but sometimes offers suboptimal 

results.  

Expert Systems (ES) obtain knowledge from a 

human expert and store it in a rule-based system 

such as IF-THEN rules.  In [31], they presented an 

expert rule based model to detect the fraudulent 

usage of card before the fraud transaction has been 

reported by the cardholder, exactly within the 

authorization process, the goal of this approach is 

just to receive genuine transactions.    

In [32] , they proposed FUZZGY using fuzzy 

expert system, using Fuzzy rules rather than crisp 

rules and calculate anomaly degree for each 

customer. Finally, FUZZGY compute the 

suspicious degree of new transactions compared 

by customer behavior. It is Easy in ES to modify 

the Knowledge base and add new rules, but it is 

poor in handling unexpected data or data lost. 

Decision tree (DT) is a data mining 

technique which is used to solve complicated 

problems [33][34]. DT Pruning in C4.5[35],  

remove some branches to simplify and understand 

Non-Fraud 

Fraud 

SV 
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the decision tree by converting the big tree to 

small tress. This method targeted to improve the 

accuracy and speed of classification by pruning 

sub trees from the decision tree, there are many 

DT pruning techniques that use statistical 

measures to eliminate the least dependable 

branches, and some of these techniques are: 

 Reduced Error Pruning. 

 Cost-Sensitive Decision Tree Pruning. 

 Pessimistic Error Pruning. 

 Optimal Pruning. 

Decision trees is easy to understand and easy 

to implement (explainable) and capable of dealing 

with noisy data plus has a good flexibility and 

powerful in classification however require 

maintenance regularly to check the new leafs.  

Fuzzy logic is used in credit card fraud 

detection. In [36] , they proposed Fuzzy 

Evolutionary Detection technique, This technique 

describes the use of genetic programming  (GP) & 

fuzzy expert system to develop fuzzy logic rules 

capable of categorizing credit card transactions 

into two groups “suspicious” and “non-

suspicious”. Fuzzy association rules [37]  extracts 

a best set of fuzzy rules from a data set containing 

genuine and fraudulent transactions and uses these 

results with incoming transaction . 

Fuzzy logic is explainable and has a good 

knowledge representation plus is maintainable due 

to the transparency. However, type-1 fuzzy logic 

cannot deal with uncertainty. 

 

Brief Overview on Type-1 and Type-2 Fuzzy 

Logic Systems 

This section discusses an introduction to 

Type-1 and Type-2 Fuzzy Logic Systems (FLSs). 

Fuzzy Logic introduced by Lotfi A. Zadeh in 

the 1965, FLS tries to mimic the way of human 

thinking, which is approximate and imprecise way 

such as linguistic human concepts (Cold, Hot, Tall 

and Short) they are not precise [38][39] . The 

traditional logical systems use Boolean logic or 

crisp sets and they have sharp boundaries between 

custom set as shown in Figure 5. Shows crisp sets 

and illustrates sharp boundaries. Figure 6. Shows 

the young fuzzy sets and the smooth transition 

between the sets. 

 
Figure 5. Crisp sets. 

Form Figure 6. apparently can realize the 

similarity between the human thinking and the 

mathematical expression, therefore the human 

always tries to describe the young person from the 

first sight by saying “he/she is a young man” we 

are not saying “he/she is 22 years old”. 

Consequently, we are sometimes not precise, in 

fuzzy set it is possible to calculate the membership 

or the degree to which an item is a member. 

  
Figure 6. Fuzzy Set. 

Figure 7. Shows the Structure of type-1 

fuzzy logic controller which consist from four 

main parts. 

 

 
Figure 7. The Structure of T1FLS. 

The fuzzification role is to convert each crisp 

input or measurements to fuzzy values. Rule Base 

or set of IF-Then rules are the core of a FLS, rules 

can be extracted from numerical data or can be 

designed by experts, these rules are fired by using 

inference mechanisms which play very essential 

role by receiving a fuzzy input sets from the 

fuzzifier and produces a fuzzy output sets to the 

defuzzifier in addition it selects the corresponding 

rules from the rule-based to be triggered to 

produce fuzzy output sets. Defuzzification 
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produces crisp outputs from the fuzzy sets that 

appear at the output of a fuzzy inference machine. 

Type-2 Fuzzy Logic Systems: 

Type-2 fuzzy sets are useful in 

circumstances where it is difficult to determine the 

precise membership function for a fuzzy set  

[40][41], [42], [43].  

Type 1 fuzzy sets cannot handle the high 

level of linguistic and numerical uncertainties. 

Type-2 fuzzy sets (shown in Figure 8) has a three 

dimensional membership function and a Footprint 

of Uncertainty (FOU) located between the lower 

membership and the upper membership functions 

which provide extra degrees of freedom to better 

handle and model higher degrees of uncertainties.   

 
Figure 8. Membership of a type-2 fuzzy set [43] 

Many researches proved that using interval 

type-2 fuzzy sets to characterize the inputs or/and 

outputs of FLS has many features and advantages 

when compared to the type-1 fuzzy sets.  Since the 

additional degrees of freedom provided by the 

FOU allows a type-2 FLS to produce outputs that 

cannot be achieved by type-1 FLSs with the 

identical number of membership functions[42]. 

Figure 9. Shows the structure of type-2 FLS, 

the main difference is a type reducer; the type 

reducer and defuzzifier will perform the type-

reduction and defuzzification to get an output crisp 

value from the output type-2 fuzzy set.  

 

 
Figure 9. The Structure of T2FLS [40] [42][43] 

The proposed Fraud Detection Type-2 Fuzzy 

Logic Based System for the Sudanese Financial 

Sector: 

This section explains in details the main 

components of the proposed technique, and 

clarifies how the modeling phase and prediction 

phase work. Figure 10. shows how the proposed 

Type-2 Fuzzy Logic System (T2FLS) for fraud 

detection works where it starts with the training 

phase of extracting the rules from the dataset then 

handling these rules by calculating the weighted 

scaled dominance, which is a new approach used 

to resolve the conflicting rules when the data is 

highly imbalanced because the majority class of 

non-fraud transaction is much greater than 

fraudulent transactions, this is called training 

phase.  

Figure 10. shows, the proposed FLS has 

two main components the first is the training phase 

and the second is the prediction phase, the training 

phase works according to the following steps 

detailed in the following subsections.  
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Generation of T1 & T2 Fuzzy Set From Data: 

To generate the fuzzy set, Fuzzy c-means (FCM) 

clustering algorithm was used which allows one 

piece of numerical data to belong to many clusters 

with different membership values. This algorithm 

developed by Dunn in 1973 and improved by Jim 

Bezdek in 1981 [44] is widely used in pattern 

recognition. It is based on minimization of the 

following objective function [44]: 

    ∑∑   
 ‖     ‖

 

 

   

 

 

   

             

 

Where m is the weighting exponent and usually set 

to 2,     
  membership values ranging from [0,1], xi 

is the ith of d-dimensional measured data and vj 

their d-dimension of the cluster centers, vj can be 

updated and summarized  by the following 

equations: 

     
∑    

  
      

∑    
  

   

              (2) 

 

Then update    
  Membership with      by using: 

     (∑ (
‖     ‖

‖     ‖
)

 

    
   )

  

              

             (3) 

 

This iteration will stop when ||             ||<  ; 

otherwise return to equation  (2), where   is a 

termination criterion between 0 and 1, whereas k 

are the iteration steps. 

Step A: Raw Rule Extraction: The rule extraction 

approach used by type-2 is based on [45][50],from 

dataset each input–output pair (x
(t)

, C
(t)

), t = 1, . . . 

T (where T is the total number of training dataset 

records available for the training phase) for each 

antecedent, calculate the upper and lower 

membership values ( ̅  
  ,    

    . 

Each input fuzzy set q = 1, . . . K (where K is the 

total number of fuzzy sets representing the input 

pattern s, where s = 1 . . . n). Extract all rules 

combining the matched fuzzy sets   
 
 (i.e. either 

 ̅  
  > 0 or    

  > 0) for all s = 1 . . . n. 

Therefore, the rules represented by (x
(t)

, C
(t)

) 

will have different antecedents and the equivalent 

consequent class C(t). once the instance crosses 

many sets then one input can generate more than 

one rule, consequently each of the generated rules 

by (x
(t)

, C
(t)

) can be written as follows: 

            ̃ 
   

 
                ̃ 

   
 

                        (4) 

then calculate the firing strength F
t
 for each 

extracted rule, the benefit of the firing strength is 

to determine and measure the strength of the 

points x
(t)

. F
t
 is defined in terms of the lower and 

upper bounds of the firing strength (    ̅̅ ̅̅ ̅
,     

  

which can be expressed  as follows: 

   
        

  
            

  
             (5) 

   ̅̅ ̅̅
        

  
   ̅̅ ̅̅ ̅̅          

  
   ̅̅ ̅̅ ̅̅           (6) 

Step (A) is repeated for all the t input data points 

from 1 to T to obtain extracted rules in the form of 

Equation (4). 

In general, the financial data is usually highly 

imbalanced especially in fraud applications where 

fraudulent transactions represent the minority 

class. Hence, an approach were used to handle 

imbalanced data by trying to give minority classes 

good chance when competing with the majority 

class. This approach called “weighted scaled 

dominance” [45] which is based on the weighted 

confidence measure introduced by [47]. To 

calculate the scaled dominance for each given rule 

having a consequent Class Cj, the firing strength of 

this rule was divided by the summation of the 

firing strengths of all the rules which had Cj as the 

consequent class. the firing strength was scaled by 

scaling the upper and lower bounds of the 

computed firing strengths, which can be calculated 

as follows: 

 

    ̅̅ ̅̅ ̅   
   ̅̅ ̅̅

          
  ̅̅ ̅̅    (7) 

      
   

          
                 (8) 

 

This facilities handling the imbalance of data 

towards a given class.  
 

Step B: Weighted Scaled Dominance:  
To calculate the weighted scaled dominance [45], 

the scaled confidence and scaled support must be 

computed by grouping the rules that have the same 

antecedents and conflicting classes, this is very 

significant to resolve this conflict. 

For given m conflicting rules with the same 

https://home.deib.polimi.it/matteucc/Clustering/tutorial_html/cmeans.html#dunn
https://home.deib.polimi.it/matteucc/Clustering/tutorial_html/cmeans.html#bezdek


SUST Journal of Engineering and Computer Science (JECS), Vol. 20, No. 1, 2019 
 

 

24 

 

antecedents and conflicting classes, the definition  

of the scaled confidence ( ̃       ) which has 

upper bound  ̅ and lower bound   ,that class     is 

the consequent class for the antecedents  ̃   can be 

written as follows: 

 ̅( ̃       )   
               

  
    

̅̅ ̅̅ ̅̅ ̅̅ ̅̅

∑    
    

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 
   

            (9) 

   ̃          
               

  
    

∑    
     

   

          (10) 

The confidence can be viewed as a numerical 

approximation of the conditional probability [49], 

the scaled confidence can be viewed as measuring 

the validity of  ̃       , whereas the support can 

be viewed as measuring the coverage of training 

patterns by  ̃       . The scaled support (defined 

by its upper bound  ̅ and lower bound  , it is 

scaled as it includes the scaled firing strengths 

mentioned in the previous step) is written as 

follows: 

 ̅  ̃          
               

  
    

̅̅ ̅̅ ̅̅ ̅̅ ̅̅

 
            (11) 

   ̃          
               

  
    

 
          (12) 

The scaled dominance, (defined by its upper 

bound  ̅ and lower bound  ) can now be 

computed by multiplying the scaled support and 

scaled confidence of the rule and can be written as 

follows: 

 

 ̅( ̃      )    ̅( ̃      )   ̅  ̃         (13) 

 

 ( ̃      )    ( ̃      )     ̃         (14) 

 

To calculate the (weighted scaled dominance) 

(which is defined by its upper bound   ̅̅ ̅̅  and 

lower bound   ) multiply the scaled dominance 

(mentioned in the previous step) by the average 

dominance       (defined in terms of     
̅̅ ̅̅ ̅̅  and 

     ) over fuzzy rules with the same antecedent 

 ̃   but different consequent classes     which are 

calculated as follows: 

 

  ̅̅ ̅̅ ( ̃      )    ̅( ̃      )      
̅̅ ̅̅ ̅̅             (15) 

 

  ( ̃      )    ( ̃      )                 (16) 

Consequently, to resolve the conflict in the rules, 

replace these rules by one rule having the same 

antecedents and the consequent class which will 

be equivalent to the rule that results the highest 

average value in (weighted scaled dominance) 

average value = 
  ̅̅̅̅̅     

 
 . 

 

The Prediction Phase: 

Once an input pattern is entered from the 

prediction dataset to the produced model, instantly 

calculate the upper and lower membership values 

( ̅  
  ,    

    . Two prospects might take place: the 

first case is when the input x
(p)

 matches any of the 

X rules in the produced model, in this prospect 

follow the process illustrated by case 1 below. If 

x
(p)

 does not match any of the existing X rules, 

follow the process illustrated by case 2. 

In [45] [48], the produced model generated only 

the rule with the highest firing strength, however 

all rules were generated that are produced by the 

given input patterns, consequently this allows 

covering a larger area in the decision space. 
 

Case 1 - The Input Matches One of the Existing 

Rules: 
In this situation the incoming input x

(p)
 matches 

any of the existing X rules, compute the firing 

strength of the matched rules as calculated before 

in training phase in Equations (5) and (6), this will 

result in   ̅
(    ),   

(    ). In this case, the 

predicted class will be identified by calculating a 

vote for each class which could be as follows: 

 ̅       ( 
   )  

       
 ̅
          ̅̅̅̅̅( ̃       )

         
 
 

̅̅ ̅̅
          ̅̅̅̅̅( ̃       ) 

 (17) 

 

        ( 
   )   

       
 
(    )    ( ̃       )

         
 
          ( ̃       ) 

 (18) 

The above equations taking the summation of the 

product of the upper and lower firing strengths and 

the weighted scaled dominance (which is 

calculated previously in training phase) divided by 

the maximum of the product of the upper and 

lower firing strengths and the weighted scaled 

dominance (which is already calculated in training 

phase) correspondingly among the “K” rules 

selected for each class. The total vote strength is 

then computed as follows: 

 

          
 ̅       ( 

   )          ( 
   )

 
            (19) 
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From the incoming input vector      the predicted 

class will be the class with the highest         . 
 

Case 2 - The Input Does Not Match Any of The 

Existing Rules: 

The output class must be determined for the input, 

in the case of incoming input vector x
(p)

 does not 

match any of the existing X rules, once an input 

pattern is entered from the prediction dataset to the 

produced model, as mentioned later calculate the 

upper and lower membership values ( ̅  
  ,    

    

for each inputs, and once the input matches many 

sets then one input can generate more than one 

instance, and each rule will have an associated a 

firing strength but not an output class. The next 

step is to find the closest rule in the rule base for 

each rule in MR (    ), where MR (    ) is the set 

of rules obtained by combining the matched fuzzy 

sets. To do this, compute the similarity (or 

distance) versus each of the fuzzy rules produced 

by x
(p)

 and each of the X rules stored in the rule 

base in the generated model. When “k” is the 

number of rules created from the input x
(p)

. 

furthermore the linguistic labels (i.e. Low, 

Medium, High, etc) that fit x
(p)

 be written as vinputr 

= (vinput1r, vinput2r,…,vinputnr) where r is the index of 

the r-th rule generated from the input as mentioned 

later. Let the linguistic labels matching to a given 

rule in the rule base be vj = (vj1,vj2,…,vjn) . Each of 

these linguistic labels could be converted into a 

number, where V1 …. Vn represents the number of 

linguistic labels representing each variable. 

Therefore, the similarity will be calculated by 

finding the distance between the two vectors as 

follows: 

                       

    |
            

  
|     |

            

  
|        

|
            

  
|                    (20)  

At this stage each rule in the rule base will have a 

similarity associated with the r-th rule generated 

form the input. For each rule in MR (    ) the 

most similar rule in the rule base, and by using 

above equation we can  determine the output class. 

There will be “k” rules selected to decide for the 

     input the output class (where “k” is the most 

similar rules to the k rules in MR (    )). Finally 

the predicted class will be determined as a vote for 

each class as same as mentioned in Equations (17) 

and (18) then the total vote strength can be 

computed as Equations (19) by taking the highest 

        . 
 

Experiments:  

Our study acquired payment data for one year 

(2016), from an Alshamal Islamic bank (SHIB) 

Khartoum – Sudan, which contains multi type of 

transactions such as: ATMs, POS, mobile Banking 

and internet Banking etc. The dataset contains 

803,386 rows with 107 fraud transaction hence the 

dataset is highly unbalanced, the positive class 

(frauds) rate is 0.0133% of all transactions. 

Unfortunately, due to confidentiality issues, we 

cannot provide all features and more background 

information about the data such as Cardholder 

info: Names, Addresses, Card Number, Account 

number, Mobile etc. But 17 important features 

were used for this research:  

1. Transaction Time: when transaction held 

(early morning, morning, day, mid of day, 

night or mid night). 

2. Transaction Amount: the amount of 

transaction (very small amount, small amount, 

mid amount, large amount or very large 

amount). 

3. Gender: male or female. 

4. Branch: branch of the card holder. 

5. Reference: reference of transaction. 

6. Occupation: job of the card holder.  

7. Education: education of the customer (none, 

basic, high school, B.Sc., PhD…).   

8. Account Type: saving, current, investment or 

employee account. 

9. Marital Status: single, married, divorced or 

widowed. 

10. Week Day: beginning, mid or end of Week. 

11. Day of Month: beginning of month, mid of 

month or end of month 

12. Age: young, middle, old and very old. 

13. Transaction Type: mobile application, 

internet transaction, ATM/PoS transaction,   

14. Service Type: cash, bill payment, E15, NEC, 

or mobile top-up. 

15. Bank Terminal: where transaction held.  

16. City: city of terminal where transaction held. 

17. Class:  fraud or non-Fraud. 

We have performed this experiment starting 

by data collection and we designed type-1 fuzzy 

sets with equally space sets. We then used FCM to 

extract the type-1 fuzzy sets from data, and to 
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improve our result we used type-2 fuzzy set while 

varying the FOU to 10%, 20% and 30%.  

 We randomly divided the dataset to 70% for 

training and 30% for prediction stage as shown in 

figure 10. 

 

Designing Fuzzy Sets Using FCM: 

We have used the FCM algorithm to realize the 

type-1 fuzzy sets where Figure 11. shows an 

example of the shapes the age fuzzy sets generated 

by FCM. 

 

  
Figure 11. Type-1 Fuzzy Set Generated by FCM for 

Age. 

We approximated the shapes shown in Figure (11) 

to generate convex normal type-1 fuzzy sets as 

shown in Figure 12.  

 
Figure 12. Generated Convex Normal Type-1 Fuzzy 

Sets from the FCM Results in Figure 11.  

 

Calculate AVG Recall using Confusion Matrix: 

In order to evaluate and measure the results of the 

proposed technique a confusion matrix was used, 

which is a table that is often used to describe the 

performance of a classification. It contains 

information about actual and predicted 

classifications done by a classification system, in 

our work confusion matrix was used for a binary 

classifier (Fraud Transaction or Non-Fraud 

Transaction). Table 1. shows a Confusion 

matrix for a binary classifier which is a table with 

two rows and two columns that reports four 

possible results [46]:  

 False Positives (FP): We predicted positive, and 

they do negatives. 

 True Positives (TP): These are cases in which we 

predicted positives (they Non-Fraud), and they do 

positives. 

 True Negatives (TN): We predicted Negatives, 

and they do negatives. 

 False Negatives (FN): We predicted negative, but 

they actually positive. 

 
Table 1. Confusion Matrix for a Binary Classifier. 

 Actual class 

P
re

d
ic

te
d

 

cl
a

ss
 

 Actual Positive Actual 

Negative 

Positive 

Prediction 

TP FP 

Negative 

Prediction 

FN TN 

 

In binary classification a Recall also known as 

sensitivity or true positive rate which is defined as 

the fraction of positive cases that were correctly 

identified by [46], as follows: 

                      
   

       
   (21) 

 

Recall is calculated on the positive class and 

negative class by the formula: 

                      
   

       
   (22) 

Consequently, the average recall is: 

                 
                                 

 

     (23) 

Results:  

 Our target is not to increase the accuracy in 

prediction but to explain why the transaction is 

fraudulent, nevertheless we achieved a good result.   

We designed a universal Type-1 & Type-2 fuzzy 

logic system by using JAVA programming 

language, this application can be configured with 

any dataset and any number of fuzzy set, the 

application has the ability to draw the fuzzy set as 

shown in Figure 13. it illustrates type-2 fuzzy set 

for Day of Month with three sets (Beginning of 

month, Mid of month and End of month) 

https://en.wikipedia.org/wiki/Sensitivity_and_specificity
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Figure 13. Type-2 Fuzzy Set for Day of Month 

Generated from Fuzzy Logic System.  

 

 Firstly, we computed the results for Type-1 

fuzzy logic with equally space sets for prediction 

data and training data, then we used type-1 fuzzy 

sets that generated by FCM and we calculated the 

results for prediction data and training data again, 

the results for both was similar which is 84% for 

prediction data, and 99% for training data which is 

good results (as shown in table 2 & 3).  

Then we used type-2 fuzzy set with equal 

incremental in FOU for each fuzzy sets as 10%, 

20% and 30% for prediction data. 

  
Table 2. AVG Recall Rates for Training Data in 

Type-1 & Type-2 FLC using FCM. 

Type Recall 

Positive 

Recall 

Negative 

AVG 

Recall 

Rate 

T1 

(Equally 

Space) 

99% 98% 98.5% 

T1 (FCM) 99% 98% 98.5% 

Type-2 FLC using FCM 

10% 99% 97% 98% 

20% 99% 98% 98.5% 

30% 99% 98% 98.5% 

 

 
Table 3. AVG Recall Rates for Predicting Data in 

Type-1 & Type-2 FLC using FCM. 

Type Recall 

Positive 

Recall 

Negative 

AVG 

Recall 

Rate 

T1 

(Equally 

Space) 

99% 69% 84% 

T1 (FCM) 99% 70% 84.5% 

Type-2 FLC using FCM 

10% 99% 66% 82.5% 
20% 99% 72% 85.5% 
30% 99% 72% 85.5% 

 

Finally, we have compared all the results and 

we selected the best AVG recall, hence 30% of 

incremental in FOU can result 85.5% in prediction 

data besides 99% in learning data.  

 

Discussions 
The most significant matter in our model 

each result can be read with clear justification for 

example below is one rule taken from the rule base 

consequently the experts or the employees can 

easily read it: 

“ IF BRANCH is BurjBranch and AMOUNT is Larg 

and GENDER is Female and OCCUPATION is Student 

and EDUCATION is High School and 

MARITAL_STATUS is Single and ACC_TYPE is 

isSavingAcc and TIME_TR is mid night and 

DAY_OF_MONTH is Mid and WEEKDAY is MidWeek 

and AGE is young and CITY is Khartoum and BANK is 

SSOD and TR_TYPE is ATM-PoS and SERVICE is 

Cash-PoS Then Fraud”. 

 From the rule above we can infer there is 

someone used a female student card’s and took 

large amount at mid of month and the time was 

night, and generally the students use their cards 

with small amount at morning or day time.    

In this work, we have executed several 

experiments to improve the results, we started out 

into type-1 FLS with equal space fuzzy sets were 

results slightly improved with type-1 FCM fuzzy 

sets and then type-2 was much better and that we 

tried to adjust the foot print of uncertainty (FOU) 

in interval type-2 to find the best percentage of 

FOU, we conducted from varying FOU (10%, 

20% and 30%) the best results, which are in 20% 

and 30% of FOU, this illustrate the amount of 

uncertainty was increased to cover all possibilities 

when we increased the FOU. 

The developed system generated new rules 

were not generated before in type-2 with 10% 

incremental in FCM, this rules increased the AVG 

recall rate, for example: 
“IF BRANCH is MadaniBranch and AMOUNT is 

VerySmall and GENDER is Male and OCCUPATION 

is Worker and EDUCATION is Basic and 

MARITAL_STATUS is Married and ACC_TYPE is 

isSavingAcc and TIME_TR is Day and 

DAY_OF_MONTH is Mid and WEEKDAY is EndWeek 
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and AGE is Old and CITY is Khartoum and BANK is 

SHIB and TR_TYPE is Sudani-SMS and SERVICE is 

SUDANI_TopUp Then Fraud”   

From this rule someone tries to take a very small 

amount from the old worker man, the fraudulent 

person repeated this transaction three/four times 

per day by using worker man mobile’s, it does not 

make sense to make Mobile Balance Transfer 

many times per day, the developed system 

predicted this transaction as fraudulent transaction, 

such as this rules were generated from the 

developed system which are very significant and 

allowing the financial sector in Sudan to track 

fraud patterns as well as these rules are very 

simple and explainable which can be easily read, 

as we realized from the above examples and from 

the learning phase the developed system can 

generate rules that can deal with Sudanese society 

and the stop any unacceptable behaviors, and any 

financial institution simply explain how the fraud 

can take a place by using these transparent rules.     

 

Conclusions and Future Work: 

In this paper, we developed an intelligent 

type-2 fuzzy logic systems which can detect fraud 

in Sudanese bank starting by debit cards and using 

real world dataset.  

The electronic-payment (e-payment) 

environment in Sudan is different from the others, 

because there are amount ceilings for some type of 

transactions and we use a debit cards not credit 

cards which is mean we have different 

environment so the proposed solution was 

upgraded to universal solution hence it can work 

in any environment but still we need to assessment 

the results by using different datasets. 

We have shown how the proposed system 

can learn from Alshamal Islamic bank data sets of 

the input type-1 with equal space fuzzy sets and 

type-2 fuzzy sets using FCM and the effect of 

increasing the FOU, and we used data mining 

measure called weighted scaled dominance to 

handle imbalanced data, and We have presented 

how the prediction phase works in case of the 

input matches one of the existing rules and in case 

of the input does not match any of the existing 

rules which was called similarity measure. 

We used the confusion matrix to calculate 

the results by taking the highest AVG recall which 

was type-2 with FCM with 20% and 30% 

increment in FOU, which was better than using 

type-1 FLS, hence 30% of incremental in FOU 

resulted 85.5% in prediction data besides 99% in 

learning data, so this proved the proposed whit 

box type-2 system better than type-1 FLS. 

we have presented clear, transparent and 

simple models and some examples of rules were 

generated by the proposed system and explained 

the simplicity of the rules and these rules can help 

to identify fraud patterns and helping to stop fraud 

from happening in the financial sector in Sudan. 

 Hence, for our future work, we will aim to 

tune the type-2 fuzzy set and optimize also the 

length of the rules by using one of the 

Evolutionary-Type-2 FLC such as Genetic 

Algorithm GA and big bang big Crunch BB-BC. 

We will aim also to develop self learning fraud 

detection systems helping to track any fraud 

patterns and update the models automatically. 
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