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Reducing aircraft noise is a major objective in the field of computational aeroacoustics. When designing next generation quiet aircraft, it is important to be able to accurately and efficiently predict the acoustic scattering by an aircraft body from a given noise source. Acoustic liners are an effective tool for aircraft noise reduction, and are characterized by a complexvalued frequency-dependent impedance, $Z(\omega)$. Converted into the time-domain using Fourier transforms, an impedance boundary condition can be used to simulate the acoustic wave scattering of geometric bodies treated with acoustic liners. This work uses an admittance boundary condition where the admittance, $Y(\omega)$, is defined to be the inverse of impedance, i.e., $Y(\omega)=1 / Z(\omega)$. An admittance boundary condition will be derived and coupled with a timedomain boundary integral equation. The solution will be obtained iteratively using spatial and temporal basis functions and will allow for acoustic scattering problems to be modeled with geometries consisting of both un-lined and soft surfaces. Stability will be demonstrated through eigenvalue analysis.

## Nomenclature

| $p\left(\boldsymbol{r}_{\boldsymbol{s}}, \omega\right)$ | $=$ Acoustic Pressure in the Frequency-Domain |
| :--- | :--- |
| $p(\boldsymbol{r}, t)$ | $=$ Acoustic Pressure in the Time-Domain |
| $v\left(\boldsymbol{r}_{s}, \omega\right)$ | $=$ Acoustic Velocity in the Frequency-Domain |
| $u(\boldsymbol{r}, t)$ | $=$ Acoustic Velocity in the Time-Domain |
| $\boldsymbol{r}^{\prime}$ | $=$ Arbitrary Point on Scattering Body Surface |
| $\rho_{0}$ | $=$ Average Fluid Density |
| BEM | $=$ Boundary Element Method |
| BIE | $=$ Boundary Integral Equation |
| $-\cot \left(\frac{1}{2} \omega v \Delta t-i \frac{1}{2} \epsilon\right)$ | $=$ Cavity Reactance |
| $\partial / \partial \tilde{n}$ | $=$ Combined Normal Derivative |
| $\tilde{a}, \tilde{b}$ | $=$ Constants Used to Determine the Stability Condition |
| $\epsilon$ | $=$ Damping in the Cavity's Fluid |
| $N_{x}, N_{y}$, and $N_{z}$ | $=$ Discretization of the Scattering Body in the $x$-, $y$-, and $z$-directions |
| $E_{j}$ | $=$ Element on Scattering Body |
| $\lambda$ | $=$ Eigenvalue |
| $\omega m$ | $=$ Face-Sheet Mass Reactance |
| $F_{R}$ | $=$ Face-Sheet Resistance |
| $\tilde{G}\left(\boldsymbol{r}, t ; \boldsymbol{r}^{\prime}, t^{\prime}\right)$ | $=$ Free Space Adjoint Green's Function |
| $i$ | $=$ Imaginary Unit, $\left(i^{2}=-1\right)$ |
| $\boldsymbol{n}$ | $=$ Inward Normal Vector on the Scattering Body |
|  |  |

[^0]| $q(\boldsymbol{r}, t)$ | Known Acoustic Source |
| :---: | :---: |
| M | $=$ Mach Number |
| $B, C, D, E$ | $=$ Matrix Notation for the Uncoupled System of Equations |
| A | $=$ Matrix Notation for the Coupled System of Equations |
| $\boldsymbol{U}$ | = Mean Flow |
| $\partial / \partial \bar{n}$ | $=$ Modified Normal Derivative |
| $v \Delta t=2 L / c$ | $=$ Multiple of the Time-Step and Proportional to Two Times the Cavity Depth, $L$ |
| $V_{s}$ | $=$ Region of Acoustic Surfaces |
| $t_{R}^{\prime}$ | $=$ Retarded Time |
| $S_{0}$ | = Rigid Scattering Surface |
| $F_{\beta}$ | = Parameter Used for Varying the Cavity Reactance |
| $r_{s}^{\prime}$ | $=$ Point on the Scattering Surface Boundary |
| $S$ | $=$ Scattering Surface |
| $u^{\boldsymbol{n}}, \boldsymbol{\nu}^{\boldsymbol{n}}, \boldsymbol{w}^{\boldsymbol{n}}$ | $=$ Solutions for the Discretized System of Equations |
| $c$ | $=$ Speed of Sound |
| $\phi_{j}\left(\boldsymbol{r}_{s}\right)$ | $=$ Surface Element Basis Functions at Node $j$ |
| $Y(\omega), y(t)$ | $=$ Surface Admittance, in the Frequency- and Time- Domain |
| $Z(\omega), z(t)$ | = Surface Impedance |
| $\psi_{k}(t)$ | $=$ Temporal Basis Functions at Time $k$ |
| $r=(x, y, z)$ | $=$ Three-Dimensional Point in Space |
| TD-BEM | = Time-Domain Boundary Element Method |
| TD-BIE | $=$ Time-Domain Boundary Integral Equation |
| $t$ | $=$ Time |
| $\Delta t$ | $=$ Time-Step |
| $N_{e}$ | $=$ Total Number of Surface Nodes |
| $N_{t}$ | $=$ Total Number of Time Steps |
| V | $=$ Volume Exterior of the Scattering Surface |

## I. Introduction

Reducing aircraft noise is a major objective in the field of computational aeroacoustics. When designing next generation quiet aircraft, it is important to be able to accurately and efficiently predict the acoustic scattering by an aircraft body from a given noise source [1-4]. Acoustic scattering problems can be modeled using boundary element methods (BEMs) by reformulating the linear convective wave equation as a boundary integral equation (BIE), both in the frequency-domain and the time-domain; BEMs reduce the spatial dimension by one by allowing for the integration over a surface instead of a volume [5]-10].

Frequency-domain solvers are the most commonly used and researched within literature; they have a reduced computational cost [11] and allow for modeling time-harmonic fields at a single frequency [10-12]. Moreover, frequency-domain solvers eliminate the growth of Kelvin-Helmholtz instabilities caused by velocity shear of two interacting fluids, and allow for an impedance boundary condition to be imposed more naturally [12].

Despite the benefits of frequency-domain solvers, there are several distinct advantages to using a time-domain solver [1, 13]. Time-domain solvers allow for the simulation and study of broadband sources and time-dependent transient signals, whereas studying broadband sources in the frequency-domain, on the other hand, carry a high computational cost. Time-domain solvers also allow for the scattering solutions at all frequencies to be obtained within a single computation and avoid needing to invert a large dense linear system as is required in the frequency-domain. Moreover, a time-domain solution is more naturally coupled with a nonlinear computational fluid dynamics simulation of noise sources.

Time-domain BIEs (TD-BIEs) have an intrinsic numerical instability due to resonant frequencies resulting from non-trivial solutions in the interior domain and carry a high computational cost. In recent years, numerical techniques for modeling acoustic wave scattering by complex geometries using a TD-BIE have been under development [1-4]. It has been shown that stability can be realized under a Burton-Miller type reformulation of the TD-BIE. Moreover, the computational cost can be reduced using fast algorithms and high performance computing. In this work, a time-domain BEM (TD-BEM) will be used to solve a TD-BIE reformulated from the convective wave equation; the scattering solution will be obtained using temporal and surface basis functions and a March-On-in-Time scheme in which a sparse matrix is


Fig. 1 Schematic diagram illustrating the relationship between the mean flow, the surface of the scattering body, and the surface of the acoustic source.
solved iteratively.
In this work, acoustic scattering problems are considered for geometric bodies consisting of both rigid and soft surfaces. Soft surfaces are treated with acoustic liners; these liners are incredibly effective at absorbing sound in a specified frequency band [13-15]. Acoustic liners are typically composed of an array of Helmholtz resonators, used for dissipating the incident acoustic wave [13-15], and are characterized by a frequency-dependent impedance value, herein denoted by $Z(\omega)$. Impedance is a complex-valued quantity; $\operatorname{Re}(Z)$ is given to be the acoustic resistance and $\operatorname{Im}(Z)$ is given to be the acoustic reactance [13-15].

Given that impedance is a frequency-dependent quantity, it must be transformed into the time-domain for time-domain analysis [13]. In [14], a frequency-domain impedance boundary condition is transformed to the time-domain using Fourier transforms. This work is motivated by [14], and proposes to instead use an admittance boundary condition transformed to the time-domain using Fourier transforms. Admittance, $Y(\omega)$, is defined as the the inverse of impedance:

$$
Y(\omega)=\frac{1}{Z(\omega)}
$$

A time-domain representation of admittance, $y(t)$, will be derived and coupled with the TD-BIE March-On-in-Time scheme using temporal and spatial basis functions. The solution will allow for acoustic scattering problems to be modeled with both rigid (un-lined) and soft (lined) surfaces.

In Section $\Pi$ a TD-BIE is derived with suitable boundary conditions for scattering bodies with both rigid and soft surfaces. In Section III, we derive a stable Burton-Miller type reformulation of the TD-BIE and discuss the stability of the resulting TD-BEM for rigid body problems. An admittance boundary condition used for soft surfaces is derived in Section IV and the coupling of this system to the stable Burton-Miller TD-BEM is discussed in Section $V$ In Section VI stability is demonstrated for the coupled system. Concluding remarks and future work are discussed in Section VII.

## II. Derivation of the Time Domain Boundary Integral Equation

In the present study, we aim to accurately and efficiently predict the scattering of a sound field by an object from a given noise source in the presence of a constant mean flow as shown in Figure 1. Acoustic waves are assumed to be disturbances of small amplitudes. With a constant mean flow, the acoustic disturbances are governed by the convective wave Eq. [16], written as follows:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{U} \cdot \nabla\right)^{2} p-c^{2} \nabla^{2} p=q(\boldsymbol{r}, t) \tag{1}
\end{equation*}
$$

with homogeneous initial conditions:

$$
\begin{equation*}
p(\boldsymbol{r}, 0)=\frac{\partial p}{\partial t}(\boldsymbol{r}, 0)=0, t=0 \tag{2}
\end{equation*}
$$

where $p(\boldsymbol{r}, t)$ is the acoustic pressure, $q(\boldsymbol{r}, t)$ is the known acoustic source, and c is the speed of sound. Equations (1) and (2) are to be supplemented with boundary conditions on the scattering surface. These conditions will be discussed further in this section.

It is well known that the convective wave equation (1) and the initial conditions (2), along with suitable boundary conditions, can be reformulated into an integral equation. By introducing a free-space adjoint Green's function $\tilde{G}\left(\boldsymbol{r}, t ; \boldsymbol{r}^{\prime}, t^{\prime}\right)$ that, for convenience of discussion, is defined as follows:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{U} \cdot \nabla\right)^{2} \tilde{G}-c^{2} \nabla^{2} \tilde{G}=\delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, t-t^{\prime}\right) \tag{3}
\end{equation*}
$$

with homogeneous initial conditions:

$$
\begin{equation*}
\tilde{G}\left(\boldsymbol{r}, t ; \boldsymbol{r}^{\prime}, t^{\prime}\right)=\frac{\partial \tilde{G}}{\partial t}\left(\boldsymbol{r}, t ; \boldsymbol{r}^{\prime}, t^{\prime}\right)=0, t>t^{\prime} \tag{4}
\end{equation*}
$$

the wave propagation problem can be reformulated into a TD-BIE. Note that $\tilde{G}\left(\boldsymbol{r}, t ; \boldsymbol{r}^{\prime}, t^{\prime}\right)$ is nonzero for $t \in\left(-\infty, t^{\prime}\right]$. The solution to Eqs. (3) and (4) is well-known and, for a mean flow of a general direction, can be written as [17]:

$$
\begin{equation*}
\tilde{G}\left(\boldsymbol{r}, t ; \boldsymbol{r}^{\prime}, t^{\prime}\right)=\frac{G_{0}}{4 \pi c^{2}} \delta\left(t^{\prime}-t+\boldsymbol{\beta} \cdot\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}\right)-\frac{\bar{R}}{c \alpha^{2}}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{R}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\sqrt{\left|\boldsymbol{M} \cdot\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right|^{2}+\alpha^{2}\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{2}}, G_{0}=\frac{1}{\bar{R}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)} \tag{6}
\end{equation*}
$$

in which

$$
\begin{equation*}
\boldsymbol{M}=\frac{\boldsymbol{U}}{c}, \alpha=\sqrt{1-M^{2}}, \boldsymbol{\beta}=\frac{\boldsymbol{M}}{1-M^{2}} \tag{7}
\end{equation*}
$$

In Eqs. (5) through (7), $M=|\boldsymbol{M}|$ is the magnitude of Mach number $\boldsymbol{M}, \boldsymbol{U}=|\boldsymbol{U}|$ is the magnitude of mean flow $\boldsymbol{U}$, and $\boldsymbol{r}^{\prime}$ is an arbitrary point on scattering body surface.

To reformulate the wave propagation problem into a TD-BIE, we perform an operation of $\tilde{G} \times(1)-p \times \sqrt{3})$, integrate over the volume $V$ exterior of the scattering surface $S$ for space, integrate over an interval $\left[0^{-}, t^{\prime+}\right]$ for time $t$, and apply the Divergence Theorem. We then get an expression for the acoustic pressure $p$ at an arbitrary point $r^{\prime}$ in $V$ and time $t^{\prime}$ as follows:

$$
\begin{equation*}
p\left(\boldsymbol{r}^{\prime}, t^{\prime}\right)=\int_{0^{-}}^{t^{\prime+}} \int_{V} \tilde{G} q(\boldsymbol{r}, t) d \boldsymbol{r} d t+c^{2} \int_{0^{-}}^{t^{\prime+}} \int_{S}\left(\tilde{G} \frac{\partial p}{\partial \bar{n}}-p \frac{\partial \tilde{G}}{\partial \bar{n}}\right) d \boldsymbol{r}_{s} d t-c \int_{0^{-}}^{t^{\prime+}} \int_{S}\left(\tilde{G} \frac{\partial p}{\partial t}-p \frac{\partial \tilde{G}}{\partial t}\right) M_{n} d \boldsymbol{r}_{s} d t \tag{8}
\end{equation*}
$$

where $\partial / \partial \bar{n}=\partial / \partial n-M_{n}(\boldsymbol{M} \cdot \nabla)=\left(\boldsymbol{n}-M_{n} \boldsymbol{M}\right) \cdot \nabla$ denotes a modified normal derivative, $\overline{\boldsymbol{n}}=\boldsymbol{n}-M_{n} \boldsymbol{M}$, and $M_{\boldsymbol{n}}=\boldsymbol{M} \cdot \boldsymbol{n}=\boldsymbol{n} \cdot \boldsymbol{U} / c$ such that $\boldsymbol{n}$ is the inward normal vector on the scattering body $S$. Equation (8) is the Kirchhoff integral representation of the acoustic field in the presence of a uniform mean flow.

As shown in [17], with the introduction of a combined normal derivative, $\partial / \partial \tilde{n}=\partial / \partial \bar{n}-\left(M_{n} / c\right) \partial / \partial t$, noting that:

$$
\frac{\partial \tilde{G}}{\partial \tilde{n}}=\frac{1}{4 \pi c^{2}} \frac{\partial G_{0}}{\partial \bar{n}}\left[\delta\left(t^{\prime}-t+\boldsymbol{\beta} \cdot\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}\right)-\frac{\bar{R}}{c \alpha^{2}}\right)+\frac{\bar{R}}{c \alpha^{2}} \delta^{\prime}\left(t^{\prime}-t+\boldsymbol{\beta} \cdot\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}\right)-\frac{\bar{R}}{c \alpha^{2}}\right)\right]
$$

the integral relation in Eq. (8) can be further expressed as an integration of retarded time values $t_{R}{ }^{\prime}$ by utilizing $\tilde{G}$ as given in Eq. (5):

$$
\begin{equation*}
p\left(\boldsymbol{r}^{\prime}, t^{\prime}\right)=\frac{1}{4 \pi c^{2}} \int_{V_{s}} \frac{1}{\bar{R}} q\left(\boldsymbol{r}, t_{R}^{\prime}\right) d \boldsymbol{r}+\frac{1}{4 \pi} \int_{S}\left[G_{0} \frac{\partial p}{\partial \tilde{n}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)-\frac{\partial G_{0}}{\partial \bar{n}}\left(p\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right)\right] d \boldsymbol{r}_{s} \tag{9}
\end{equation*}
$$

where $V_{s}$ denotes the region of acoustic surfaces and the retarded time is defined as $t_{R}^{\prime}=t^{\prime}+\boldsymbol{\beta} \cdot\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}\right)-\bar{R} /\left(c \alpha^{2}\right)$. Equation (9) relates the solution at point $\boldsymbol{r}^{\prime}$ and time $t^{\prime}$ to the direct contribution from source function $q$ and a surface contribution involving the retarded time values of $p$ and their normal derivatives. When both $p\left(\boldsymbol{r}_{s}, t\right)$ and $\partial p / \partial \tilde{n}\left(\boldsymbol{r}_{s}, t\right)$ on surface $S$ are known, $p\left(\boldsymbol{r}^{\prime}, t^{\prime}\right)$ at any field point $\boldsymbol{r}^{\prime}$ can be computed using Eq. (9).

However, $p\left(\boldsymbol{r}_{s}, t\right)$ and $\partial p / \partial \tilde{n}\left(\boldsymbol{r}_{s}, t\right)$ are not independent. They have to satisfy the BIE formed when $\boldsymbol{r}^{\prime}$ is taken to be a boundary point $\boldsymbol{r}_{s}^{\prime}$. The TD-BIE therefore results by taking the limit of Eq. (9) as $\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}$ where $\boldsymbol{r}_{s}^{\prime}$ is a point on the boundary and $\boldsymbol{r}_{s}$ is some arbitrary point. Assuming that $\boldsymbol{r}_{s}^{\prime}$ is a smooth boundary collocation point, the resulting TD-BIE is given by [17]:

$$
\begin{equation*}
\frac{1}{c^{2}} \int_{V_{s}} \frac{1}{\bar{R}} q\left(\boldsymbol{r}, t_{R}^{\prime}\right) d \boldsymbol{r}=2 \pi p\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\int_{S}\left[G_{0} \frac{\partial p}{\partial \tilde{n}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)-\frac{\partial G_{0}}{\partial \bar{n}}\left(p\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right)\right] d \boldsymbol{r}_{s} \tag{10}
\end{equation*}
$$

The left-hand-side of Eq. 10) denotes the contribution from the external sources to the surface point $\boldsymbol{r}_{s}^{\prime}$. The integral on the right-hand-side denotes the contribution from the source surface and scattering surface.

For sound scattering problems, $p\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)$ on the scattering surface $S$ is determined by Eq. 10p when the boundary condition for $p$ on $S$ is given. Unlike the work presented in [17] where the boundary condition for $p$ is that of rigid surfaces, in this work, we assume that the scattering surface $S$ consists of both rigid surfaces - denoted herein by $S_{0}$ and soft surfaces - denoted herein by $S_{l}$, i.e., $S=S_{0} \cup S_{l}$. On rigid surfaces, we impose the Zero Energy Flux [17] boundary condition:

$$
\begin{equation*}
\frac{\partial p}{\partial \tilde{n}}\left(\boldsymbol{r}_{s}, t\right)=0, \boldsymbol{r}_{s} \in S_{0} \tag{11}
\end{equation*}
$$

On soft surfaces, $\partial p / \partial \tilde{n}$ is a non-zero term herein denoted by $P_{n}$, i.e.,

$$
\frac{\partial p}{\partial \tilde{n}}\left(\boldsymbol{r}_{\boldsymbol{s}}, t\right)=\left\{\begin{array}{ll}
P_{n}\left(\boldsymbol{r}_{\boldsymbol{s}}, t\right), & \boldsymbol{r}_{s} \in S_{l}  \tag{12}\\
0, & \boldsymbol{r}_{s} \in S_{0}
\end{array}\right\}
$$

For simplicity, we assume $M_{n}=0$ on soft surfaces; i.e., we assume that the mean flow is always tangent to the surface wherever the liner is installed. Under this assumption, $\partial p / \partial \tilde{n}$ is equal to $\partial p / \partial n$.

## III. Derivation of the Stable Burton-Miller Type Boundary Element Method

The TD-BIE for solid wall boundary conditions has been known to have an intrinsic numerical instability due to resonant frequencies resulting from non-trivial solutions in the interior domain. Using a Burton-Miller type reformulation of Eq. [10], resonant frequencies can be eliminated and stability achieved [1-4]. The Burton-Miller type reformulation will now be applied to the TD-BIE with liner boundary condition. The reformulation results from taking the derivative of Eq. (10) in the form of:

$$
\tilde{a} \frac{\partial}{\partial t}+\tilde{b} c \frac{\partial}{\partial \tilde{n}^{\prime}}
$$

where $\tilde{a}$ and $\tilde{b}$ define the stability condition, $\tilde{a} / \tilde{b}<0$ [17].
Specifically, applying the above operator to Eq. (9) and taking the limit $\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}$, we get:

$$
\begin{gather*}
\tilde{a}\left[2 \pi \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) \frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)\left(\frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t^{2}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right] \\
+\tilde{b} c\left[4 \pi \frac{\partial p}{\partial \tilde{n}^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\frac{\partial}{\partial \tilde{n}^{\prime}} \int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\frac{\partial}{\partial \tilde{n}^{\prime}} \int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)\left(p\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right]_{\boldsymbol{r}^{\prime}=\boldsymbol{r}_{s}^{\prime}} \\
=\tilde{a} \frac{\partial Q}{\partial t^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)+\tilde{b} c \frac{\partial Q}{\partial \tilde{n}^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right) \tag{13}
\end{gather*}
$$

where $Q\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)$ denotes the source term appearing on the left hand side of (10). Note that we have:

$$
\frac{\partial P_{n}}{\partial \tilde{n}^{\prime}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)=\frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) \frac{\partial t_{R}^{\prime}}{\partial \tilde{n}^{\prime}}=\frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) \frac{\partial t_{R}^{\prime}}{\partial \tilde{n}^{\prime}}
$$

which yields

$$
\frac{\partial}{\partial \tilde{n}^{\prime}} \int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}=\int_{S_{l}} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) \frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) \frac{\partial t_{R}^{\prime}}{\partial \tilde{n}^{\prime}} d \boldsymbol{r}_{s}
$$

where

$$
\begin{gathered}
\frac{\partial t_{R}^{\prime}}{\partial \tilde{n}^{\prime}}=\left(\frac{\partial}{\partial n^{\prime}}-\frac{M_{n^{\prime}}}{c}\left(\frac{\partial}{\partial t^{\prime}}+\boldsymbol{U} \cdot \nabla\right)\right)\left(t^{\prime}+\boldsymbol{\beta} \cdot\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{s}\right)-\frac{\bar{R}}{c \alpha^{2}}\right) \\
=-\frac{M_{n^{\prime}}}{c}+\boldsymbol{\beta} \cdot\left(\boldsymbol{n}^{\prime}-M_{n^{\prime}} \boldsymbol{M}\right)-\frac{1}{c \alpha^{2}} \frac{\partial \bar{R}}{\partial \bar{n}}=-\frac{M_{n^{\prime}}}{c}+\frac{\boldsymbol{M}}{c \alpha^{2}} \cdot\left(\boldsymbol{n}^{\prime}-M_{n^{\prime}} \boldsymbol{M}\right)-\frac{1}{c \alpha^{2}} \frac{\partial \bar{R}}{\partial \bar{n}^{\prime}} \\
=-\frac{M_{n^{\prime}}}{c}+\frac{1}{c \alpha^{2}}\left(M_{n^{\prime}}-M_{n^{\prime}} M^{2}\right)-\frac{1}{c \alpha^{2}} \frac{\partial \bar{R}}{\partial \bar{n}}=-\frac{M_{n^{\prime}}}{c}+\frac{M_{n^{\prime}}}{c \alpha^{2}}\left(1-M^{2}\right)-\frac{1}{c \alpha^{2}} \frac{\partial \bar{R}}{\partial \bar{n}}=-\frac{1}{c \alpha^{2}} \frac{\partial \bar{R}}{\partial \bar{n}^{\prime}}
\end{gathered}
$$

and

$$
\frac{\partial \bar{R}}{\partial \bar{n}^{\prime}}=-\bar{R}^{2} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}
$$

$$
G_{0} \frac{\partial \bar{R}}{\partial \bar{n}^{\prime}}=-\bar{R} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}
$$

Then, Eq. 13) becomes:

$$
\begin{gather*}
\tilde{a}\left[2 \pi \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) \frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)\left(\frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t^{2}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right] \\
+\tilde{b} c\left[4 \pi \frac{\partial p}{\partial \tilde{n}^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\int_{S_{l}} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}-\int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) \frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\left(-\frac{1}{c \alpha^{2}} \frac{\partial \bar{R}}{\partial \bar{n}^{\prime}}\right) d \boldsymbol{r}_{s}\right]_{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \\
-\frac{\tilde{b}}{c \alpha^{4}} \int_{S} \bar{R}^{3} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}} \frac{\partial G_{0}}{\partial \bar{n}} \frac{\partial^{2} p}{\partial t^{2}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\tilde{b} c\left[\int_{S} \frac{\partial^{2} G_{0}}{\partial \bar{n}^{\prime} \partial \bar{n}}\left(p\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)-p\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right]_{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \\
=\tilde{a} \frac{\partial Q}{\partial t^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)+\tilde{b} c \frac{\partial Q}{\partial \tilde{n}^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right) \tag{14}
\end{gather*}
$$

The integrals involving $p$ have been simplified in the same way as shown in [17]. The limit of the weakly singular integral involving $P_{n}$ in the above can be found as follows. Let:

$$
\begin{gather*}
\lim _{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \int_{S} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s} \\
=\lim _{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \int_{S}\left[\frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)+\frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)\right] P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}-\lim _{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s} \tag{15}
\end{gather*}
$$

Note that

$$
\frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)+\frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)=\overline{\boldsymbol{n}}^{\prime} \cdot \nabla^{\prime} G_{0}+\overline{\boldsymbol{n}} \cdot \nabla G_{0}=-\left(\overline{\boldsymbol{n}}^{\prime}-\overline{\boldsymbol{n}}\right) \cdot \nabla G_{0}
$$

where we have used the fact that $\nabla^{\prime} G_{0}=-\nabla G_{0}$. With a weakened singularity, the first integral in (15) is continuous, giving:

$$
\lim _{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \int_{S}\left[\frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)+\frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)\right] P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}=\int_{S}\left[\frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{s}^{\prime}\right)+\frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{s}^{\prime}\right)\right] P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}
$$

For the second integral in (15), it is known to be discontinuous and we have:

$$
\lim _{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}=\int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{s}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}-2 \pi P_{n}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)
$$

the details of which are given in [17]. Hence, we get:

$$
\lim _{\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}_{s}^{\prime}} \int_{S} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}=\int_{S} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{s}^{\prime}\right) P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+2 \pi P_{n}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)
$$

Then, by applying the above limit, we have the following Burton-Miller type reformulation of the TD-BIE:

$$
\begin{gather*}
\tilde{a}\left[2 \pi \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\int_{S_{l}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right) \frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\int_{S} \frac{\partial G_{0}}{\partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}^{\prime}\right)\left(\frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t^{2}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right] \\
+\tilde{b} c\left[2 \pi P_{n}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)-\int_{S_{l}} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{s}^{\prime}\right)\left(P_{n}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial P_{n}}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right] \\
-\frac{\tilde{b}}{c \alpha^{4}} \int_{S} \bar{R}^{3} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}} \frac{\partial G_{0}}{\partial \bar{n}} \frac{\partial^{2} p}{\partial t^{2}}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+\tilde{b} c\left[\int_{S} \frac{\partial^{2} G_{0}}{\partial \bar{n}^{\prime} \partial \bar{n}}\left(p\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)-p\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)+\frac{\bar{R}}{c \alpha^{2}} \frac{\partial p}{\partial t}\left(\boldsymbol{r}_{s}, t_{R}^{\prime}\right)\right) d \boldsymbol{r}_{s}\right] \\
=\tilde{a} \frac{\partial Q}{\partial t^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right)+\tilde{b} c \frac{\partial Q}{\partial \tilde{n}^{\prime}}\left(\boldsymbol{r}_{s}^{\prime}, t^{\prime}\right) . \tag{16}
\end{gather*}
$$

In the above derivation, it is assumed that $P_{n}$ is automatically zero at any rigid surface points.

The stable Burton-Miller type reformulation 16 is discretized by dividing $S$ into boundary elements using surface element basis functions $\phi_{j}\left(\boldsymbol{r}_{s}\right)$ at node $j$ and temporal basis functions $\psi_{k}(t)$ at time $k$ :

$$
\begin{gather*}
p\left(\boldsymbol{r}_{s}, t\right)=\sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} u_{j}^{k} \phi_{j}\left(\boldsymbol{r}_{s}\right) \psi_{k}(t), \text { and }  \tag{17}\\
P_{n}\left(\boldsymbol{r}_{s}, t\right)=\sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} v_{j}^{k} \phi_{j}\left(\boldsymbol{r}_{s}\right) \psi_{k}(t) \tag{18}
\end{gather*}
$$

where $v_{j}^{k} \equiv 0$ by default on any element $E_{j}$ on rigid surfaces $S_{0}$. In Eqs. 17) and 18p, $N_{e}$ denotes the total number of surface nodes and $N_{t}$ denotes the number of time-steps.

Let the spatial and temporal basis functions be defined as follows:

$$
\begin{gather*}
\phi_{j}\left(\boldsymbol{r}_{s}\right)=\left\{\begin{array}{rr}
1, & \boldsymbol{r}_{s} \text { on element } E_{j} \text { that contains node } \boldsymbol{r}_{\boldsymbol{j}} \\
0, & \text { otherwise }
\end{array}\right\}  \tag{19}\\
\psi_{k}(t)=\Psi\left(\frac{t-t_{k}}{\Delta t}\right), \Psi(\tau)=\left\{\begin{array}{lr}
1+\frac{11}{6} \tau+\tau^{2}+\frac{1}{6} \tau^{3}, & -1<\tau \leq 0 \\
1+\frac{1}{2} \tau-\tau^{2}-\frac{1}{2} \tau^{3}, & 0<\tau \leq 1 \\
1-\frac{1}{2} \tau-\tau^{2}+\frac{1}{2} \tau^{3}, & 1<\tau \leq 2 \\
1-\frac{11}{6} \tau+\tau^{2}-\frac{1}{6} \tau^{3}, & 2<\tau \leq 3 \\
0, & \text { otherwise }
\end{array}\right\} \tag{20}
\end{gather*}
$$

By evaluating the discretized Burton-Miller type reformulation at collocation points $\boldsymbol{r}_{s}=\boldsymbol{r}_{i}$ and time-step $t^{\prime}=t_{n}$, we obtain the following system of equations:

$$
\begin{equation*}
B_{0} u^{n}+C_{0} v^{n}=q^{n}-B_{1} u^{n-1}-C_{1} v^{n-1}-B_{2} u^{n-2}-C_{2} v^{n-2}-\ldots-B_{J} u^{n-J}-C_{J} v^{n-J} \tag{21}
\end{equation*}
$$

where $\boldsymbol{u}^{k}$ and $\boldsymbol{\nu}^{k}$ denote the vector that contains all unknowns $\left\{u_{j}^{k}, j=1, \ldots, N_{e}\right\}$ and $\left\{v_{j}^{k}, j=1, \ldots, N_{e}\right\}$, respectively, at time level $t_{k}$. The non-zero entries for $\boldsymbol{B}$ and $\boldsymbol{C}$ are, respectively:

$$
\begin{aligned}
&\left\{\boldsymbol{B}_{\boldsymbol{k}}\right\}_{i j}=2 \pi \tilde{a} \delta_{i j} \psi_{n-k}^{\prime}\left(t_{n}\right)+\tilde{a} \int_{E_{j}} \frac{\partial G_{0}}{\partial \bar{n}}\left(\psi_{n-k}^{\prime}\left(t_{R}^{n}\right)+\frac{\bar{R}}{c \alpha^{2}} \psi_{n-k}^{\prime \prime}\left(t_{R}^{n}\right)\right) d \boldsymbol{r}_{s}-\tilde{b} c \delta_{i j} \delta_{k 0} \int_{S-E_{i}} \frac{\partial^{2} G_{0}}{\partial \bar{n}^{\prime} \partial \bar{n}}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{i}\right) d \boldsymbol{r}_{s} \\
&+\tilde{b} c \int_{E_{j}} \frac{\partial^{2} G_{0}}{\partial \bar{n}^{\prime} \partial \bar{n}}\left(\psi_{n-k}\left(t_{R}^{n}\right)-\delta_{i j} \psi_{n-k}\left(t_{n}\right)+\frac{\bar{R}}{c \alpha^{2}} \psi_{n-k}^{\prime}\left(t_{R}^{n}\right)\right) d \boldsymbol{r}_{s} \\
&+\frac{\tilde{b}}{c \alpha^{4}} \int_{E_{j}} \bar{R}^{3} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}} \frac{\partial G_{0}}{\partial \bar{n}} \psi_{n-k}^{\prime \prime}\left(t_{R}^{n}\right) d \boldsymbol{r}_{s} \text { and } \\
&\left\{\boldsymbol{C}_{\boldsymbol{k}}\right\}_{i j}=-\tilde{a} \int_{E_{j}} G_{0}\left(\boldsymbol{r}_{s}, \boldsymbol{r}_{s}^{\prime}\right) \psi_{n-k}^{\prime}\left(t_{R}^{\prime}\right) d \boldsymbol{r}_{s}+2 \pi \tilde{b} c \delta_{i j} \psi_{n-k}\left(t_{n}\right)-\tilde{b} c \int_{E_{j}} \frac{\partial G_{0}}{\partial \bar{n}^{\prime}}\left(\psi_{n-k}\left(t_{R}^{n}\right)+\frac{\bar{R}}{c \alpha^{2}} \psi_{n-k}^{\prime}\left(t_{R}^{n}\right)\right) d \boldsymbol{r}_{s},
\end{aligned}
$$

where $\delta_{i j}$ and $\delta_{k 0}$ are Kronecker delta functions and a prime in the above denotes a derivative with respect to time. Equation (21) is a system of equations with two unknowns. In order to obtain solutions for $u^{k}$ and $v^{k}$, a second system of equations is required. The second system results from the discretization of the liner admittance boundary condition.

Recall that $v_{j}^{k} \equiv 0$ by default on any element $E_{j}$ on rigid surfaces $S_{0}$. Assuming rigid body scattering only, a solution to Eq. (21) can be obtained for $u^{k}$. In [17], it was demonstrated through eigenvalue analysis that stability is achieved for rigid bodies when using the Burton-Miller type reformulation of the TD-BIE, and that direct solution of the equation without Burton-Miller type reformulation can lead to unstable solutions. In the present work, we aim to demonstrate through eigenvalue analysis that, for scattering bodies with both rigid and soft surfaces, stability can also be achieved.

## IV. Derivation of the Admittance Boundary Condition

We present an example of transforming the acoustic liner admittance from the frequency-domain to the time-domain that is motivated by [14], in which a frequency-domain impedance boundary condition is translated to the time-domain using Fourier transforms.

Consider a geometric body with a surface that is treated with an acoustic liner. Assume a model with no mean flow; i.e., Mach number $M=0$. Let $p\left(\boldsymbol{r}_{s}, \omega\right)=Z(\omega) v\left(\boldsymbol{r}_{s}, \omega\right)$ where $p\left(\boldsymbol{r}_{s}, \omega\right)$ is the acoustic pressure, $v\left(\boldsymbol{r}_{s}, \omega\right)=\boldsymbol{v} \cdot \boldsymbol{n}, \boldsymbol{v}$ is the acoustic velocity vector, $\boldsymbol{n}$ is the inward normal vector on the scattering body, and $Z(\omega)$ is the surface impedance. Then,

$$
\begin{equation*}
v\left(\boldsymbol{r}_{s}, \omega\right)=Y(\omega) p\left(\boldsymbol{r}_{s}, \omega\right) \tag{22}
\end{equation*}
$$

where $Y(\omega)=1 / Z(\omega)$ is the surface admittance [14]. In the frequency-domain, $v$ can be represented [9] by:

$$
\begin{equation*}
v\left(\boldsymbol{r}_{s}, \omega\right)=\frac{1}{i \omega \rho_{0}} \frac{\partial p}{\partial n}\left(\boldsymbol{r}_{s}, \omega\right), \tag{23}
\end{equation*}
$$

where $\partial p / \partial n=P_{n}$ is the normal derivative of acoustic pressure defined by Eq. 12, $\rho_{0}$ is the average fluid density, and $i$ is the imaginary unit $\left(i^{2}=-1\right)$.

Setting Eq. (22) equal to Eq. 23), we obtain a relation for $\partial p / \partial n$ in time-domain:

$$
\begin{equation*}
\frac{\partial p}{\partial n}\left(\boldsymbol{r}_{s}, t\right)=\frac{\rho_{0}}{2 \pi} \int_{-\infty}^{t} \frac{\partial y}{\partial t}(t-\tau) p\left(\boldsymbol{r}_{s}, \tau\right) d \tau \tag{24}
\end{equation*}
$$

This results from using the inverse Fourier transform convolution property and causality condition which states: $y(t-\tau)=0$ for all $t-\tau>0$, i.e. $y(t-\tau)=0$ for all $t>\tau$.

In [14], an Extended Helmholtz Resonator Model is proposed. In this model, the surface impedance is defined to be:

$$
\begin{equation*}
Z(\omega)=F_{R}+i \omega m-i F_{\beta} \cot \left(\frac{1}{2} \omega v \Delta t-i \frac{1}{2} \epsilon\right) \tag{25}
\end{equation*}
$$

where for an acoustic liner represented by a wall consisting of an array of Helmholtz resonators:

$$
\begin{aligned}
F_{R} & \text { is the face-sheet resistance } \\
\omega m & \text { is the face-sheet mass reactance } \\
-\cot \left(\frac{1}{2} \omega v \Delta t-i \frac{1}{2} \epsilon\right) & \text { is the cavity reactance }
\end{aligned}
$$

$F_{\beta}$ is a parameter used for varying the cavity reactance
$\Delta t$ is the time-step
$\epsilon$ is the damping in the cavity's fluid, and
$v \Delta t=2 L / c$ is a multiple of the time-step and proportional to two times the cavity depth $L$ divided by the speed of sound $c$

In (25], $F_{R}, m, L, c, \epsilon \geq 0$. The model is both passive [14]:

$$
\operatorname{Re}(Z)=F_{R}+F_{\beta} \frac{\sinh (\epsilon)}{\cosh (\epsilon)-\cos (\omega v \Delta t)}>0
$$

and casual [14]:

$$
\omega=\frac{2 n \pi+i \epsilon}{v \Delta t}, n \in \mathbb{Z}
$$

For $\operatorname{Im}(\omega)<\frac{\epsilon}{v \Delta t}, 25$ becomes:

$$
\begin{equation*}
Z(\omega)=F_{R}+i \omega m+F_{\beta}+2 F_{\beta} \sum_{N=1}^{\infty} e^{-i \omega N v \Delta t-\epsilon N} \tag{26}
\end{equation*}
$$

which, by taking the inverse Fourier transform, leads to a time-domain representation of surface impedance:

$$
\begin{equation*}
z(t)=2 \pi\left[F_{R} \delta(t)+m \delta^{\prime}(t)+F_{\beta} \delta(t)+2 F_{\beta} \sum_{N=1}^{\infty} e^{-\epsilon N} \delta(t-N v \Delta t)\right] \tag{27}
\end{equation*}
$$

In this work, we let the surface impedance be represented in the form of $Z(\omega)=A+i B$ where:

$$
\begin{equation*}
A=F_{R}+F_{\beta} \frac{\sinh (\epsilon)}{\cosh (\epsilon)-\cos \left(\omega_{0} v \Delta t\right)} \text { and } B=\omega_{0} m-F_{\beta} \frac{\sin \left(\omega_{0} v \Delta t\right)}{\cosh (\epsilon)-\cos \left(\omega_{0} v \Delta t\right)} \tag{28}
\end{equation*}
$$

are given at a specified frequency $\omega=\omega_{0}>0$ [14]. We assume a similar form for surface admittance, and obtain $Y(\omega)=\bar{A}+i \bar{B}$ such that:

$$
\begin{equation*}
\bar{A}=\frac{A}{A^{2}+B^{2}} \text { and } \bar{B}=\frac{-B}{A^{2}+B^{2}} \tag{29}
\end{equation*}
$$

Matching the coefficients $\bar{A}$ and $\bar{B}$ using experimental data in [14], we obtain numerical values for $\overline{F_{R}}$ and $\overline{F_{\beta}}$ and may assume similar forms of Eqs. 26) and 27) for $Y(\omega)$ and $y(t)$, respectively. That is,

$$
\begin{gather*}
Y(\omega)=\overline{F_{R}}+i \omega m+\overline{F_{\beta}}+2 \overline{F_{\beta}} \sum_{N=1}^{\infty} e^{-i \omega N v \Delta t-\epsilon N}, \text { and } \\
y(t)=2 \pi\left[\overline{F_{R}} \delta(t)+m \delta^{\prime}(t)+\overline{F_{\beta}} \delta(t)+2 \overline{F_{\beta}} \sum_{N=1}^{\infty} e^{-\epsilon N} \delta(t-N v \Delta t)\right] . \tag{30}
\end{gather*}
$$

Substituting (30) into (24), we obtain the derivation of an admittance boundary condition for soft surfaces:

$$
\begin{equation*}
\frac{\partial p}{\partial n}\left(\boldsymbol{r}_{s}, t\right)=\rho_{0}\left(\overline{F_{R}}+\overline{F_{\beta}}\right) p^{\prime}\left(\boldsymbol{r}_{s}, t\right)-\rho_{0} m p^{\prime \prime}\left(\boldsymbol{r}_{s}, t\right)+2 \rho_{0} \overline{F_{\beta}} \sum_{N=1}^{\infty} e^{-\epsilon N} p^{\prime}\left(\boldsymbol{r}_{s}, t-N v \Delta t\right) \tag{31}
\end{equation*}
$$

## V. Coupling of the Admittance Boundary Condition

Consider the discretization of (31) at time $t^{\prime}$. Let the solution for $p\left(\boldsymbol{r}_{s}, t\right)$ on $S$ be expanded as in Eq. (17), and let the solution for $P_{n}\left(\boldsymbol{r}_{s}, t\right)$ on $S_{l}$ be expanded as in Eq. (18). Substituting (12), (17), and (18) into (31), we get:

$$
\begin{align*}
\sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} v_{j}^{k} \phi_{j}\left(\boldsymbol{r}_{s}\right) \psi_{k}\left(t^{\prime}\right)= & \rho_{0}\left(\overline{F_{R}}+\overline{F_{\beta}}\right) \sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} u_{j}^{k} \phi_{j}\left(\boldsymbol{r}_{s}\right) \psi_{k}^{\prime}\left(t^{\prime}\right)-\rho_{0} m \sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} u_{j}^{k} \phi_{j}\left(\boldsymbol{r}_{s}\right) \psi_{k}^{\prime \prime}\left(t^{\prime}\right) \\
& +2 \rho_{0} \overline{F_{\beta}} \sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} u_{j}^{k} \phi_{j}\left(\boldsymbol{r}_{s}\right)\left[\sum_{N=1}^{\infty} e^{-\epsilon N} \psi_{k}^{\prime}\left(t^{\prime}-N v \Delta t\right)\right] \tag{32}
\end{align*}
$$

Let the spatial and temporal basis functions be defined by Eqs. 19) and 20. By evaluating (32) at collocation points $\boldsymbol{r}_{s}=\boldsymbol{r}_{i}$ and time-step $t^{\prime}=t_{n}$, we have:

$$
\begin{equation*}
\sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} v_{j}^{k} \delta_{i j} \psi_{k}\left(t_{n}\right)=\rho_{0} \sum_{k=0}^{N_{t}} \sum_{j=1}^{N_{e}} u_{j}^{k} \delta_{i j}\left[\left(\overline{F_{R}}+\overline{F_{\beta}}\right) \psi_{k}^{\prime}\left(t_{n}\right)-m \psi_{k}^{\prime \prime}\left(t_{n}\right)+2 \overline{F_{\beta}} \sum_{N=1}^{\infty} e^{-\epsilon N} \psi_{k}^{\prime}\left(t_{n}-N v \Delta t\right)\right] . \tag{33}
\end{equation*}
$$

The system of discretized equations (33) can be cast into the following matrix form with a finite number of $K$ time steps:

$$
\begin{equation*}
D_{0} u^{n}+E_{0} v^{n}=-D_{1} u^{n-1}-E_{1} v^{n-1}-D_{2} u^{n-2}-E_{2} v^{n-2}-\ldots-D_{K} u^{n-K}-E_{K} v^{n-K} \tag{34}
\end{equation*}
$$

where $u^{k}$ and $v^{k}$ denote the vector that contains all unknowns $\left\{u_{j}^{k}, j=1, \ldots, N_{e}\right\}$ and $\left\{v_{j}^{k}, j=1, \ldots, N_{e}\right\}$, respectively, at time level $t_{k}$. The non-zero entries for $\boldsymbol{D}$ and $\boldsymbol{E}$ are, respectively:

$$
\left\{\boldsymbol{D}_{\boldsymbol{k}}\right\}_{i j}=\delta_{i j} \rho_{0}\left[\left(\overline{F_{R}}+\overline{F_{\beta}}\right) \psi_{k}^{\prime}\left(t_{n}\right)-m \psi_{k}^{\prime \prime}\left(t_{n}\right)+2 \overline{F_{\beta}} \sum_{N=1}^{\infty} e^{-\epsilon N} \psi_{k}^{\prime}\left(t_{n}-N v \Delta t\right)\right] \text { and }\left\{\boldsymbol{E}_{\boldsymbol{k}}\right\}_{i j}=\delta_{i j} \psi_{k}\left(t_{n}\right)
$$

Equation (34) is a second system of equations for $\boldsymbol{u}^{k}$ and $\boldsymbol{v}^{k}$, which can be coupled with Eq. 21). Equations (21) and (34) form a March-On-in-Time scheme for the time-domain solution of the stable Burton-Miller type reformulation of Eq. 10). The coupled system can be expressed as:

$$
\left[\begin{array}{ll}
B_{0} & C_{0}  \tag{35}\\
D_{0} & E_{0}
\end{array}\right]\left[\begin{array}{c}
u^{n} \\
v^{n}
\end{array}\right]=\left[\begin{array}{c}
q^{n} \\
0
\end{array}\right]-\left[\begin{array}{ll}
B_{1} & C_{1} \\
D_{1} & E_{1}
\end{array}\right]\left[\begin{array}{c}
u^{n-1} \\
v^{n-1}
\end{array}\right]-\cdots-\left[\begin{array}{ll}
B_{K} & C_{K} \\
D_{K} & E_{K}
\end{array}\right]\left[\begin{array}{c}
u^{n-K} \\
v^{n-K}
\end{array}\right]-\cdots-\left[\begin{array}{cc}
B_{J} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
u^{n-J} \\
v^{n-J}
\end{array}\right]
$$

For locally reacting liners, the admittance boundary condition is given pointwise. It follows that the coefficients in Eq. (35) are all diagonal matrices. In fact, if the liner impedance is the same on all soft boundaries, we have coefficient matrices in the following form: $\boldsymbol{D}_{\boldsymbol{k}}=d_{k} \boldsymbol{I}$ and $\boldsymbol{E}_{\boldsymbol{k}}=e_{k} \boldsymbol{I}$ where $k=0,1, \ldots, K, \boldsymbol{I}$ is the identity matrix, and $d_{k}, e_{k}$ are the coefficients for the time-domain liner admittance boundary condition that is the same for all liner elements.

## VI. Eigenvalue Analysis

Due to the limited temporal stencil width shown in Eqs. (19) and (20), the $\boldsymbol{B}$ and $\boldsymbol{C}$ matrices in Eq. 21) and $\boldsymbol{D}$ and $\boldsymbol{E}$ matrices in Eq. (34) are sparse. The matrices $\boldsymbol{B}_{\mathbf{0}}, \boldsymbol{C}_{\mathbf{0}}, \boldsymbol{D}_{\mathbf{0}}$, and $\boldsymbol{E}_{\mathbf{0}}$ represent interactions within the same element or nearby nodes at the same time level $t_{n}$. Moreover, the matrices are diagonally dominant. In particular, the matrix $\boldsymbol{D}$ in Eq. (34) is a diagonal matrix whose coefficients simplify to:

$$
d_{k}=\rho_{0}\left(\overline{F_{R}}+\overline{F_{\beta}}\right)\left\{\begin{array}{cc}
11 / 6, & k=0 \\
-3, & k=1 \\
3 / 2, & k=2 \\
-1 / 3, & k=3 \\
0, & \text { otherwise }
\end{array}\right\}-\rho_{0} m\left\{\begin{array}{cc}
2, & k=0 \\
-5, & k=1 \\
4, & k=2 \\
-1, & k=3 \\
0, & \text { otherwise }
\end{array}\right\}+2 \rho_{0} \overline{F_{\beta}} \sum_{N=1}^{\infty} e^{-\epsilon N}\left\{\begin{array}{cc}
11 / 6, & k-N v=0 \\
-3, & k-N v=1 \\
3 / 2, & k-N v=2 \\
-1 / 3, & k-N v=3 \\
0, & \text { otherwise }
\end{array}\right\}
$$

and the matrix $\boldsymbol{E}$ in Eq. (34) is a diagonal matrix whose coefficients simplify to:

$$
e_{k}=\left\{\begin{array}{ll}
1, & k=0 \\
0, & k \neq 0
\end{array}\right\}
$$

As mentioned in previous sections, direct numerical solution of the TD-BIE without the Burton-Miller type reformulation is prone to numerical instabilities. To study the stability of the coupled system given in Eq. 35), including the Burton-Miller type reformulation, we conduct a numerical eigenvalue study of the discretized system of equations [18].

Let us denote Eq. 35) by:

$$
\begin{equation*}
A_{0} w^{n}=q_{0}^{n}-A_{1} w^{n-1}-A_{2} w^{n-2}-\ldots-A_{J} w^{n-J} \tag{36}
\end{equation*}
$$

such that

$$
\boldsymbol{A}_{\boldsymbol{k}}=\left[\begin{array}{ll}
\boldsymbol{B}_{\boldsymbol{k}} & \boldsymbol{C}_{\boldsymbol{k}} \\
\boldsymbol{D}_{\boldsymbol{k}} & \boldsymbol{E}_{\boldsymbol{k}}
\end{array}\right] \text { for } k=0, \ldots, K \text { and } \boldsymbol{A}_{\boldsymbol{k}}=\left[\begin{array}{cc}
\boldsymbol{B}_{\boldsymbol{k}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \text { for } k=K+1, \ldots, J, \boldsymbol{w}^{\boldsymbol{n}}=\left[\begin{array}{c}
\boldsymbol{u}^{\boldsymbol{n}} \\
\boldsymbol{v}^{\boldsymbol{n}}
\end{array}\right] \text {, and } \boldsymbol{q}_{\mathbf{0}}^{\boldsymbol{n}}=\left[\begin{array}{c}
\boldsymbol{q}^{\boldsymbol{n}} \\
\mathbf{0}
\end{array}\right]
$$

We look for solutions of the form

$$
\begin{equation*}
\boldsymbol{w}^{\boldsymbol{n}}=\lambda^{n} \boldsymbol{e}_{\boldsymbol{0}} \tag{37}
\end{equation*}
$$

to the corresponding homogeneous system given by Eq. 36). By substituting (37) into (36), we obtain a polynomial eigenvalue problem

$$
\left[\boldsymbol{A}_{\mathbf{0}} \lambda^{J}+\boldsymbol{A}_{\mathbf{1}} \lambda^{J-1}+\boldsymbol{A}_{\mathbf{2}} \lambda^{J-2}+\cdots+\boldsymbol{A}_{\boldsymbol{J}-\mathbf{1}} \lambda+\boldsymbol{A}_{\boldsymbol{J}}\right] \boldsymbol{e}_{\mathbf{0}}=0
$$

which can be cast into a generalized eigenvalue problem as follows:

$$
\left[\begin{array}{cccccc}
-\boldsymbol{A}_{\mathbf{1}} & -\boldsymbol{A}_{\mathbf{2}} & \cdots & \cdots & -\boldsymbol{A}_{\boldsymbol{J} \mathbf{- 1}} & -\boldsymbol{A}_{\boldsymbol{J}}  \tag{38}\\
\boldsymbol{I} & 0 & \cdots & \cdots & 0 & 0 \\
0 & \boldsymbol{I} & \cdots & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \cdots & 0 & 0 \\
0 & 0 & \cdots & \cdots & \boldsymbol{I} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{e}_{\boldsymbol{J}-\mathbf{1}} \\
\boldsymbol{e}_{\boldsymbol{J}-\mathbf{2}} \\
\cdot \\
\cdot \\
\boldsymbol{e}_{\boldsymbol{1}} \\
\boldsymbol{e}_{0}
\end{array}\right]=\lambda\left[\begin{array}{cccccc}
\boldsymbol{A}_{\mathbf{0}} & 0 & 0 & \cdots & 0 & 0 \\
0 & \boldsymbol{I} & 0 & \cdots & 0 & 0 \\
0 & 0 & \boldsymbol{I} & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \boldsymbol{I} & 0 \\
0 & 0 & 0 & \cdots & 0 & \boldsymbol{I}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{e}_{\boldsymbol{J}-\mathbf{1}} \\
\boldsymbol{e}_{\boldsymbol{J} \mathbf{2}} \\
\cdot \\
\cdot \\
e_{1} \\
e_{0}
\end{array}\right]
$$



Fig. 2 Schematic diagram illustrating the $20 \times 20 \times 4$ surface discretization of the flat plate with dimension $[-0.5,0.5] \times[-0.5,0.5] \times[-0.1,0.1]$, creating 1120 surface elements.
where $\boldsymbol{e}_{\boldsymbol{j}}=\lambda^{j} \boldsymbol{e}_{\boldsymbol{0}}$.
The numerical scheme given by either (35) or (36) is stable if $|\lambda| \leq 1$ for all eigenvalues of (38). Eigenvalues of the generalized eigenvalue problem (38) can be found via a sparse eigenvalue solver available in MATLAB or Python, or by a matrix power iteration method detailed in Appendix A.

For the stability study, we consider the scattering of an acoustic point source by a flat plate. The flat plate has dimension $[-0.5,0.5] \times[-0.5,0.5] \times[-0.1,0.1]$ and the point source is located at $(x, y, z)=(0,0,1)$; the surface of the plate in the $x$-, $y$-, and $z$-directions is discretized using $N_{x}, N_{y}$, and $N_{z}$ elements respectively. The time-domain admittance boundary condition (31) for this surface was developed using data from [14]. In [14], eighteen Extended Helmholtz Resonator Models are proposed for different frequency-domain combinations of $\operatorname{Re}(Z), \operatorname{Im}(Z)$, and $v$. These impedance models were converted into admittance conditions by taking values for $\operatorname{Re}(Z), \operatorname{Im}(Z)$ and calculating values for $\operatorname{Re}(Y), \operatorname{Im}(Y)$ using Eqs. (28) and (29). The coefficients $\overline{F_{R}}$ and $\overline{F_{\beta}}$ were then calculated and used to form the time-domain admittance boundary condition (31) and system of equations (35).

Several cases were assessed in the stability study by considering different combinations of $\operatorname{Re}(Z), \operatorname{Im}(Z), v$, time-step, and problem size. We considered both positive and negative values for $\operatorname{Im}(Z)$, large and small $v$, as well as two different time-steps and three different problem sizes including: $10 \times 10 \times 2$ ( 70 surface elements), $20 \times 20 \times 4$ (1120 surface elements), and $30 \times 30 \times 6$ ( 2520 surface elements). The $20 \times 20 \times 4$ discretization is illustrated in Figure 2 The values of the maximum eigenvalue for both the uncoupled system (21) - rigid body only - and coupled system (35) lined body - are listed in Table 1. For the uncoupled cases, all eigenvalues are no greater than unity and stability is observed; these results were expected due to the Burton-Miller type reformulation of the TD-BEM. Moreover for the coupled cases, all eigenvalues are also no greater than unity and stability is once more observed. Stable results for the lined body coupled system were expected because acoustic liners are designed to impede sound. It is logical, therefore, that the addition of an admittance boundary condition would further stabilize an already-stable system.

## VII. Concluding Remarks

A formulation of the acoustic wave scattering of geometric bodies treated with acoustic liners has been proposed. The current work uses an admittance boundary condition. The admittance boundary condition is derived and coupled with a TD-BIE which is stabilized with a Burton-Miller type reformulation to eliminate resonant frequencies in the interior domain. An iterative scheme is presented for the solution of the coupled system in time-domain which uses spatial and temporal basis functions and allows for acoustic scattering problems to be modeled with geometries consisting of both rigid and soft surfaces. Eigenvalue analysis was presented for both the uncoupled and coupled system. The uncoupled system — rigid body only — demonstrated stable solutions as to be expected due to the Burton-Miller type reformulation of the TD-BEM. The coupled system - lined body - also demonstrated stable solutions, in some cases with a slightly smaller maximum eigenvalue. It shows that, for the current formulation, the addition of an admittance

Table 1 Maximum eigenvalue, $|\lambda|_{\max }$, computed by Eq. (38) for the scattering by a flat plate with dimension $[-0.5,0.5] \times[-0.5,0.5] \times[-0.1,0.1]$, for both uncoupled (rigid body) and coupled (rigid and lined body) cases, assessed for different combinations of $\operatorname{Re}(Z), \operatorname{Im}(Z), v$, time-step, and problem size.

| Time Step <br> $Z(\omega)$ from [14], $Y(\omega)$ calculated <br> $v$ and $\epsilon$, from [14] <br> $\overline{F_{R}}$ and $\overline{F_{\beta}}$, calculated | $1 / 24$$1-3 i, 0.1+0.3 i$$1,0.0925419$$0.0674734,0.5346532$ |  |  | $\pi / 1000$$1-3 i, 0.1+0.3 i$$1,0.0925419$$0.1899699,-0.0516754$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & N_{x} \times N_{y} \times N_{z} \\ & \|\lambda\|_{\max }, \text { Uncoupled } \\ & \|\lambda\|_{\max }, \text { Coupled } \end{aligned}$ | $\begin{gathered} 10 \times 10 \times 2 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 0 3 8} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 7 3 2} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 8 1 4} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ |
| ```Time Step \(Z(\omega)\) from [14], \(Y(\omega)\) calculated \(v\) and \(\epsilon\), from [14] \(\overline{F_{R}}\) and \(\overline{F_{\beta}}\), calculated``` | $1 / 24$$1-2 i, 0.2+0.4 i$$1,0.1385102$$0.1349737,0.7153618$ |  |  | $\begin{gathered} \pi / 1000 \\ 1-2 i, 0.2+0.4 i \\ 1,0.1385102 \\ 0.3798652,-0.0757905 \end{gathered}$ |  |
| $\begin{aligned} & N_{x} \times N_{y} \times N_{z} \\ & \|\lambda\|_{\max }, \text { Uncoupled } \\ & \|\lambda\|_{\max }, \text { Coupled } \end{aligned}$ | $\begin{gathered} 10 \times 10 \times 2 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 7 4 5} \end{gathered}$ | $\begin{gathered} \hline 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 9 3 2} \end{gathered}$ | $\begin{gathered} \hline 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 9 5 3} \end{gathered}$ | $\begin{gathered} \hline 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ |
| Time Step <br> $Z(\omega)$ from [14], $Y(\omega)$ calculated <br> $v$ and $\epsilon$, from [14] <br> $\overline{F_{R}}$ and $\overline{F_{\beta}}$, calculated | $1 / 24$$1-i, 0.5+0.5 i$$1,0.2738691$$0.3377861,0.9106569$ |  |  | $\begin{gathered} \pi / 1000 \\ 1-i, 0.5+0.5 i \\ 1,0.2738691 \\ 0.9486897,-0.1402522 \end{gathered}$ |  |
| $\begin{aligned} & N_{x} \times N_{y} \times N_{z} \\ & \|\lambda\|_{\max }, \text { Uncoupled } \\ & \|\lambda\|_{\max }, \text { Coupled } \end{aligned}$ | $\begin{gathered} 10 \times 10 \times 2 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{0 . 9 9 9 9 9 9 7} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ |
| ```Time Step \(Z(\omega)\) from [14], \(Y(\omega)\) calculated \(v\) and \(\epsilon\), from [14] \(\overline{F_{R}}\) and \(\overline{F_{\beta}}\), calculated``` | $\begin{gathered} 1 / 24 \\ 1+i, 0.5-0.5 i \\ 19,0.2738691 \\ 0.7363680,-1.5748604 \end{gathered}$ |  |  | $\pi / 1000$$1+i, 0.5-0.5 i$$19,0.2738691$$0.9486897,-0.1402522$ |  |
| $\begin{aligned} & N_{x} \times N_{y} \times N_{z} \\ & \|\lambda\|_{\max }, \text { Uncoupled } \\ & \|\lambda\|_{\max }, \text { Coupled } \end{aligned}$ | $\begin{gathered} 10 \times 10 \times 2 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ 1.0000000 \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} \hline 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ |
| ```Time Step \(Z(\omega)\) from [14], \(Y(\omega)\) calculated \(v\) and \(\epsilon\), from [14] \(\overline{F_{R}}\) and \(\overline{F_{\beta}}\), calculated``` | $\begin{gathered} 1 / 24 \\ 1+2 i, 0.2-0.4 i \\ 19,0.1385102 \\ 0.2947523,-1.2407070 \end{gathered}$ |  |  | $\begin{gathered} \pi / 1000 \\ 1+2 i, 0.2-0.4 i \\ 19,0.1385102 \\ 0.3798652,-0.0757905 \end{gathered}$ |  |
| $N_{x} \times N_{y} \times N_{z}$ <br> $\|\lambda\|_{\text {max }}$, Uncoupled <br> $\|\lambda\|_{\text {max }}$, Coupled | $\begin{gathered} 10 \times 10 \times 2 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} \hline 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ |
| ```Time Step \(Z(\omega)\) from [14], \(Y(\omega)\) calculated \(v\) and \(\epsilon\), from [14] \(\overline{F_{R}}\) and \(\overline{F_{\beta}}\), calculated``` |  | $\begin{gathered} 1 / 24 \\ +3 i, 0.1-0 . \\ 19,0.092541 \\ 73958,-0.92 \end{gathered}$ |  | $\begin{array}{r} \pi \\ 1+3 i, \\ 19, \\ 0.189969 \end{array}$ | $\begin{aligned} & \hline 000 \\ & .1-0.3 i \\ & 925419 \\ & -0.0516754 \end{aligned}$ |
| $\begin{aligned} & N_{x} \times N_{y} \times N_{z} \\ & \|\lambda\|_{\max }, \text { Uncoupled } \\ & \|\lambda\|_{\max }, \text { Coupled } \end{aligned}$ | $\begin{gathered} 10 \times 10 \times 2 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 20 \times 20 \times 4 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ | $\begin{gathered} 30 \times 30 \times 6 \\ \mathbf{1 . 0 0 0 0 0 0 0} \\ \mathbf{1 . 0 0 0 0 0 0 0} \end{gathered}$ |

boundary condition would further stabilize an already-stable system. Future work will include solving for the acoustic pressure on soft surfaces and comparing scattering solutions to those obtained for rigid bodies and studying different acoustic liner models to assess scattering at a broader band of frequencies.
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## Appendix A

We describe a matrix power iteration method for finding the largest eigenvalue of (38). Let

$$
\boldsymbol{A}=\left[\begin{array}{cccccc}
-\boldsymbol{A}_{\mathbf{0}}{ }^{-1} \boldsymbol{A}_{\mathbf{1}} & -\boldsymbol{A}_{\mathbf{0}}{ }^{-1} \boldsymbol{A}_{\mathbf{2}} & \cdots & \cdots & -\boldsymbol{A}_{\mathbf{0}}{ }^{-1} \boldsymbol{A}_{\boldsymbol{J} \boldsymbol{- 1}} & -\boldsymbol{A}_{\mathbf{0}}{ }^{-1} \boldsymbol{A}_{\boldsymbol{J}}  \tag{39}\\
\boldsymbol{I} & 0 & \cdots & \cdots & 0 & 0 \\
0 & \boldsymbol{I} & \cdots & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \cdots & 0 & 0 \\
0 & 0 & \cdots & \cdots & \boldsymbol{I} & 0
\end{array}\right] .
$$

Then, the power iteration method proceeds as follows [19]. Given an arbitrary unit vector $\boldsymbol{e}^{(\mathbf{0})}$, and for $k=1,2, \ldots$, compute:

$$
\boldsymbol{w}^{(k)}=\boldsymbol{A} \boldsymbol{e}^{(\boldsymbol{k}-1)}, \boldsymbol{e}^{(\boldsymbol{k})}=\frac{\boldsymbol{w}^{(k)}}{\left\|\boldsymbol{w}^{(k)}\right\|_{2}}, \text { and eigenvalue } \lambda^{(k)}=\left[\boldsymbol{e}^{(\boldsymbol{k})}\right]^{T} \boldsymbol{A} \boldsymbol{e}^{(\boldsymbol{k})}=\left[\boldsymbol{e}^{(\boldsymbol{k})}\right]^{T} \boldsymbol{w}^{(k+1)}
$$

The iteration is stopped when $\left|\lambda^{(k)}-\lambda^{(k-1)}\right| /\left|\lambda^{(k)}\right|<\epsilon$, where $\epsilon$ is the tolerance and set to be $10^{-12}$. When the iteration is convergent, it converges to the largest eigenvalue of $\boldsymbol{A}$, i.e., $|\lambda|_{\text {max }}$.
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