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#### Abstract

General Relativity, the currently accepted theory of gravity, has not been thoroughly tested on very large scales. Therefore, alternative or extended models provide a viable alternative to Einstein's theory. In this thesis I present the results of my research projects together with the Grupo de Gravitación y Cosmología at Universidad Nacional de Colombia; such projects were motivated by my time at Bonn University. In the first part, we address the topics related with the metric $f(R)$ gravity, including the study of the boundary term for the action in this theory. The Geodesic Deviation Equation (GDE) in metric $f(R)$ gravity is also studied. Finally, the results are applied to the Friedmann-Lemaitre-Robertson-Walker (FLRW) spacetime metric and some perspectives on use the of GDE as a cosmological tool are commented. The second part discusses a proposal of using second order cosmological perturbation theory to explore the evolution of cosmic magnetic fields. The main result is a dynamo-like cosmological equation for the evolution of the magnetic fields. The couplings between the perturbations in the metric and the magnetic fields are present in the dynamo equation, opening a new perspective in the amplification of magnetic fields at early stages of the universe expansion. The final part of this work is in the field of stellar kinematics in galaxies. It is a project that started at Sternwarte-Bonn Institut some years ago. Here we study the stellar and gas kinematics in HCG 90. Furthermore, we analyze the rotation curves and velocity dispersion profiles for the galaxies in the core of the group. Some possible future applications of the work are discuss.
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## chapter 1

## Introduction

The last century was one of the most important in the develop of our understanding about physics and astronomy. Two of the most important theories in physics were developed during the first decades offering new perspectives and a solid framework to explain natural phenomena in a very precise language, they are: Quantum Mechanics ( QM ) and General Relativity (GR). These theories have opened a new window to build up a new paradigm about our cosmological conception:The Modern Cosmological Model.
Together with the theoretical advance, important observational facts as the expansion of the universe, the discovery of the Cosmic Microwave Background Radiation (CMB) and its temperature fluctuations give us a set of principles to formulate the cosmological model from different perspectives. Fields of research as particle physics, thermodynamics, statistical physics, gravitation among others have proportioned us a promising model for the universe known as Big Bang Cosmology. For an excellent review about the cosmological model and its relationship with different branches of physics and mathematics see [1]. Today, researches in cosmology claim that we are in the era of precision cosmology. From important tools as cosmological numerical simulations and satellites we know about important facts about the universe as its composition, the rate of actual expansion and the large scale structure. A model called Lambda-Cold-Dark-Matter ( $\Lambda$ CDM) seems to be one of the most serious candidates to fit both theory and observations. However, there are some aspects about the cosmological model that need to be considered. Despite the successful of cosmology during the last decades, the main components of the $\Lambda$ CDM model remain without a satisfactory physical explanation. About $25 \%$ of the actual universe is believed to be dominated by a strange kind of non-relativistic matter. Until now we only know the dark components of the universe by its gravitational interaction. Dark matter is a generic name for this component which dominates the external dynamics in galaxies and seems to be the best explanation for multiples images in the strong lensing regime for several well known studied gravitational lens systems [2]. This component gives the name cold dark matter to the model. The other dark component known as dark energy dominates about $70 \%$ of the model and it provides an explanation for the actual accelerated expansion of the universe. Only $5 \%$ of the matter content in the universe is explained by the actual theories in physics. Our cosmological model needs to find the explanation for about $95 \%$ of its content. There are several proposals in the literature not only with the goal of searching a satisfactory explanation for the cosmological model but also for fundamental physics issues, as an example, one of the most active field of research is the idea of modify GR with cosmological, physical and mathematical purposes.
Besides the success and problems of the $\Lambda$ CDM model, there are still also deep physical and mathem-
atical reasons to study modifications to GR and QM. One of the most important is to achieve a model for the Quantum Gravity problem. There are different approaches to the problem as String Theory and Loop Quantum Gravity with some success and a lot of challenges [3-5].

For our purposes, the first part of this thesis deals with some classical aspects of a specific class of modification to GR known in the literature as metric $f(R)$ gravity. More specifically, the scientific topics covered in this thesis are

- The formulation of an action for metric $f(R)$ gravity including the proper boundary conditions in terms only of the metric and geometrical variables, without using the scalar-tensor equivalence.
- The generalization of the Geodesic Deviation Equation (GDE) in metric $f(R)$ gravity and some cosmological applications.
- A new approach to the cosmological dynamo equation in the framework of GR using cosmological perturbation theory up to second order in a gauge invariant form.
- Some aspects in the stellar and gas kinematics in Hickson Compact Group90.

Each chapter is a broader perspective of the refereed publications made by the author with the Grupo de Gravitación y Cosmología under his entire direction and responsibility. The work about Kinematics in HCG90 is also supported by two short publications cited in the chapter. There have been several works from the author coming from the topics covered in this thesis [6].

## Field equations and variational principles

### 2.1 Introduction

During the last decades there has been an increasing interest to explore alternatives in order to unify Gravitational Theories with the Standard Model of Particle Physics [3, 5], and many efforts are addressed in this direction. A widely set of alternatives and approaches from different disciplines in physics and mathematics are explored for this goal, but until now we do not have a complete and successful framework to realize this task [5]. One of these alternatives are The Grand-Unified Theories. These theories appeared just after the advent of General Relativity (hereafter GR), very well known cases are the Weyl's work [5, 7] and Kaluza-Klein models [3]. With these proposals, the field called gauge theory started. Nowadays, the gauge theories are the main point for contemporary version of unified theories. As a motivation, we should mention that any attempt to formulate quantum field theory on a curved spacetime leads to modifying the Einstein-Hilbert action with terms containing non-linear invariants of the curvature tensor or non-minimal couplings between matter and curvature [3]. Historically, the Einstein-Hilbert action for gravity has been modified for different reasons and one of the first modifications is the Brans-Dicke gravity model, where a non-minimal coupling between matter and gravity is allowed [5]. Brans-Dicke gravity and its generalizations are called scalar-tensor theories and they play a very important role in differents fields as cosmology, astrophysics and mathematics. We refer the reader to the references [3, 5] for a detailed review about historical and modern aspects of scalar-tensor theories, as we should comment, the methodology and results for the Brans-Dicke model are from the excellent [5] book.

The scalar-tensor theories are also a very rich scenario for mathematical issues. Low energy limits in string theory share some mathematical aspects with scalar-tensor theories of gravity $[3,5,8]$ and it has motivated an extensive research in models beyond Einstein GR for gravity. On the other hand, there is not only modifications to the Einstein-Hilbert action through non-minimal coupling, another very active field of research consists in generalizations of the Einstein-Hilbert action from Lagrangian made up from geometrical-curvature invariants [3,5]. High order theories of gravity known also as Extended Theories of Gravity (ETGs) also offer a broad landscape for gravity. The most natural generalization for the Einstein-Hilbert action is instead of work only with the Ricci scalar $R$, a general scalar function $f(R)$ is introduced. There is a very important point to stress here, there exists an equivalence between scalar-tensor theories of gravity and $f(R)$ gravity in the metric and Palatini formulations [3, 5, 9]. We focus mainly in the treatment of the boundary problem in metric $f(R)$ gravity.

The central aspect of this chapter is to present the results obtained in our work [10] where we obtained the field equations for the metric $f(R)$ gravity theory, including the proper boundary contribution to the action in terms of quantities coming from the derivative $f^{\prime}(R) \equiv \frac{\mathrm{d} f(R)}{\mathrm{d} R}$ of the $f(R)$ function on the boundary $\partial \mathcal{V}$, for the spacetime bounded region where the dynamical equations are defined (see fig 2.1). The boundary term is needed in order to have a well-posed mathematical problem in $f(R)$ gravity. There has been an extensive discussion about the initial-boundary Cauchy problem for GR and ETGs. The very important problem of initial value for a viable $f(R)$ theory of gravity was studied in [11] and it is also deeply discussed in [3]. In this work, we adopt the following criteria in order to establish a well-posed mathematical problem [9]: If the action for the field theory is restricted to those field configurations consistent with the boundary and initial data,

$$
\begin{equation*}
S=\left.\int_{\mathcal{V}} \mathrm{d}^{4} x \mathcal{L}([\phi], x)\right|_{\left\{\phi^{i} \text { consistent with data on } \partial \mathcal{V}\right\}} \tag{2.1}
\end{equation*}
$$

the unique solution to the Euler-Lagrange equations (B.59) should be the only extremum of the action (2.1). For a gravity theory, the initial-boundary conditions are setting on $\partial \mathcal{V}$ (see figure 2.1) for the metric or any other gravity variable. In our work, the equations for $f(R)$ gravity in the bulk were obtained using elementary variational principles instead of the usual treatment in an equivalent scalartensor approach. The problem of the boundaries in general relativity was studied in a seminal work by Hawking et al. [12], where the so called Gibbons-York-Hawking term was added to the Einstein-Hilbert action to avoid fix both $\delta g_{\alpha \beta}=\partial_{\sigma}\left(\delta g_{\alpha \beta}\right)=\left.0\right|_{\partial \mathcal{V}}$. Only the former is fixed and the boundary problem in GR is solved [9]. However, there is a lack of importance in almost all the specialized literature related with the correct treatment of the boundary conditions for higher order gravity theories and field theories [13]. Our approach shows in a different way that with the proper boundary term in the action and with only a formulation in terms of the $f(R)$ function and its first derivative on the boundary, instead of the use of scalar fields. We get a well-posed mathematical problem, because the equations on the bulk remain in the standard form studied in [11] where its initial problem was well established. We should point out that the geometrical restriction $\left.\delta R\right|_{\partial V}=0$ is a condition we recover in our treatment. It is a common feature of scalar-tensor theories with boundaries [9] where the same mathematical condition is written as $\left.\delta \phi\right|_{\partial \mathcal{V}}=0$.

The mathematical and physical consequences of the boundaries in any field theory are of remarkable importance as is pointed out in [9] where boundaries for different field theories and the case of the scalar-tensor gravity is particularly studied.

We start with some comments about the cosmological and other motivations to study models beyond GR. A detailed exposition of the field equations in GR and metric $f(R)$ gravity together with the proper mathematical treatment of the boundaries is included. We compare the boundary term with the Gibbons-York-Hawking in GR and the boundary term in metric $f(R)$ gravity. As a final topic, the equivalence between Brans-Dicke gravity and metric $f(R)$ gravity is discussed including the boundary contribution in scalar-tensor gravity.

### 2.2 Extended theories of gravity

One of the biggest achievements in physics in the last century, was the formulation of Einstein General Relativity. Nowadays, the Einstein theory provides one of the most coherent and precise descriptions of spacetime, gravity and matter at macroscopic level [3, 14]. However, besides all the very well known effort in the unification program dealing with GR and Quantum Mechanics, the theoretical interest in ETGs began almost since the formulation of GR. People have tried to work with the idea of generalized

GR to include, in a general scheme, first the electromagnetic interaction and more recently the other interactions [3, 5]. One pioneering work was the program carried out by Th. Kaluza and O. Klein [5], with their five-dimensional theory which enables to describe the electromagnetic field on the geometrical side of the field equations.

There are excellent bibliographical references and textbooks appropriate to follow the development of the so called Extended Theories of Gravity (ETGs). Give an extensive review about these theories is out of the scope for this thesis. The interested reader can see the wonderful texts $[3,5,13]$ and references therein.

As general features of the ETGS we find that the geometry can couple non-minimally to some scalar field and derivatives of the metric of the order higher than second may appear in the field equations [5]. One important aspect about these ETGs is related with the proper boundary conditions in a Lagrangian formulation. In this chapter, we will mention how to face this problem adding proper surface boundary terms and specially in the case of $f(R)$ gravity, our work [10] shows that it is possible to have a well behaved mathematical problem without using the scalar-tensor equivalence.

In this thesis, a subclass of ETGs known as $f(R)$ gravity in the metric formalism is considered. The gravity equations are obtained in the metric formalism with appropriate boundary conditions. This chapter follows basically our work [10]. This work exhibits important consequences about the role of boundaries in metric $f(R)$ gravity and how to get a well-posed mathematical problem within these theories. The set of equations for metric $f(R)$ gravity is employed in the rest of the thesis mainly in cosmological applications.

### 2.2.1 Cosmological and other motivations

Together with the physical and mathematical richness of the ETGs, these theories also offer a very promising scenario to be tested in both astrophysical and cosmological context. Today, the successful of the Standard Cosmological Model relies on two very unknown components: Dark Matter and Dark Energy [1, 4, 15]. Recent observations of the Type Ia supernovae and other cosmological probes as the localization of the Doppler peaks in the spectrum of CMB anisotropies reveal two very important features of the cosmological model:

- The universe is currently in a phase of accelerated expansion and this acceleration is explained within the cosmological theory by a fluid with negative pressure. Any kind of ordinary known matter does not have this property and to overcome this problem a variety of models in the literature are explored starting from scalar fields (quintessence), cosmological constant ( $\Lambda$ ), K-essence, brane-world models, two-scalar model and many other possibilities are advocated to solve this puzzle, for an extensive review see $[3,5]$.
- The other important consequence derived from observations is that the universe is spatially flat and when we join it with the abundances of primordial chemical elements calculated from the theory of Big-Bang Nucleosynthesis (BBN) the result is a model of the universe roughly dominated by the dark components at $95 \%$.

The aim of this thesis in not going deep in the observational problems of the " $\Lambda$ CDM" as is also recognized the standard cosmological model, but explores the possibility offered by $f(R)$ gravity in the cosmological context as a potentially candidate theory to achieve some understanding and a different way to solve problems for cosmology [16-19]. Even the big and wonderful success of the scalar fields in the inflationary scenario, they do not rule out the possibility to explore ETGs as theories beyond GR. For example, in the infrared limit the acceleration of the universe could be a signal of a breakdown of

Einstein's theory and ETGs can be considered as alternatives. In fact, there are another very different ways to approach the cosmic acceleration problem, one is the modification of the "Friedmann-Einstein" equations. The next chapter is dedicated to cosmology in $f(R)$ gravity together with the generalization of the geodesic deviation equation in the context of EGTs. The rest of the present chapter deals with the mathematical problem for the field equations in the context of metric $f(R)$ gravity.

### 2.3 Field equations on $\mathcal{M}$

One of the postulates in GR are the field equations. The Einstein field equations for GR are

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=8 \pi G T_{\mu \nu}, \tag{2.2}
\end{equation*}
$$

where the $T_{\mu \nu}$ is the stress-energy tensor and $G$ the gravitational constant. The set of equations can be obtained from the Einstein-Hilbert Lagrangian, including the appropriate boundary term [20]

$$
\begin{equation*}
S=\frac{1}{2 \kappa}\left(S_{E H}+S_{G Y H}\right)+S_{M}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{gather*}
S_{E H}=\int_{V} d^{4} x \sqrt{-g} R,  \tag{2.4}\\
S_{G Y H}=2 \oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} K, \tag{2.5}
\end{gather*}
$$

here $\mathcal{V}$ is a hypervolume on $\mathcal{M}$ (see 2.1), $\partial \mathcal{V}$ its boundary, $h$ the determinant of the induced metric, $K$ is the trace of the extrinsic curvature of the boundary $\partial \mathcal{V}$, and $\varepsilon$ is equal to +1 if $\partial \mathcal{V}$ is timelike and -1 if $\partial \mathcal{V}$ is spacelike (it is assumed that $\partial \mathcal{V}$ is nowhere null, see figure B.1). Coordinates $x^{\alpha}$ are used for the finite region $\mathcal{V}$ and $y^{\alpha}$ for the boundary $\partial \mathcal{V}^{1}$.


Figure 2.1: Spacetime bounded region

[^1]Now we will obtain the Einstein field equations varying the action with respect to $g^{\alpha \beta}$. We fixed the variation with the condition

$$
\begin{equation*}
\left.\delta g_{\alpha \beta}\right|_{\partial \mathcal{V}}=0 \tag{2.6}
\end{equation*}
$$

i.e., the variation of the metric tensor vanishes in the boundary $\partial \mathcal{V}$. We use the results $[21,22]$

$$
\begin{gather*}
\delta g_{\alpha \beta}=-g_{\alpha \mu} g_{\beta \nu} \delta g^{\mu \nu}, \quad \delta g^{\alpha \beta}=-g^{\alpha \mu} g^{\beta v} \delta g_{\mu \nu}  \tag{2.7}\\
\delta \sqrt{-g}=-\frac{1}{2} \sqrt{-g} g_{\alpha \beta} \delta g^{\alpha \beta},  \tag{2.8}\\
\delta R_{\beta \gamma \delta}^{\alpha}=\nabla_{\gamma}\left(\delta \Gamma_{\delta \beta}^{\alpha}\right)-\nabla_{\delta}\left(\delta \Gamma_{\gamma \beta}^{\alpha}\right),  \tag{2.9}\\
\delta R_{\alpha \beta}=\nabla_{\gamma}\left(\delta \Gamma_{\beta \alpha}^{\gamma}\right)-\nabla_{\beta}\left(\delta \Gamma_{\gamma \alpha}^{\gamma}\right) . \tag{2.10}
\end{gather*}
$$

We give a detailed review for the variation principles in GR following [23], [21] and [22],. The variation of the Einstein-Hilbert term gives

$$
\begin{equation*}
\delta S_{E H}=\int_{\mathcal{V}} d^{4} x(R \delta \sqrt{-g}+\sqrt{-g} \delta R) \tag{2.11}
\end{equation*}
$$

Now with $R=g^{\alpha \beta} R_{\alpha \beta}$, we have that the variation of the Ricci scalar is

$$
\begin{equation*}
\delta R=\delta g^{\alpha \beta} R_{\alpha \beta}+g^{\alpha \beta} \delta R_{\alpha \beta} \tag{2.12}
\end{equation*}
$$

using the Palatini's identity (2.10) we can write [22]:

$$
\begin{align*}
\delta R & =\delta g^{\alpha \beta} R_{\alpha \beta}+g^{\alpha \beta}\left(\nabla_{\gamma}\left(\delta \Gamma_{\beta \alpha}^{\gamma}\right)-\nabla_{\beta}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right), \\
& =\delta g^{\alpha \beta} R_{\alpha \beta}+\nabla_{\sigma}\left(g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right), \tag{2.13}
\end{align*}
$$

where we have used the metric compatibility $\nabla_{\gamma} g_{\alpha \beta} \equiv 0$ and relabeled some dummy indices. Inserting this results for the variations in expression (2.11) we have:

$$
\begin{align*}
\delta S_{E H} & =\int_{\mathcal{V}} d^{4} x(R \delta \sqrt{-g}+\sqrt{-g} \delta R) \\
& =\int_{\mathcal{V}} d^{4} x\left(-\frac{1}{2} R g_{\alpha \beta} \sqrt{-g} \delta g^{\alpha \beta}+R_{\alpha \beta} \sqrt{-g} \delta g^{\alpha \beta}+\sqrt{-g} \nabla_{\sigma}\left(g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right)\right), \\
& =\int_{\mathcal{V}} d^{4} x \sqrt{-g}\left(R_{\alpha \beta}-\frac{1}{2} R g_{\alpha \beta}\right) \delta g^{\alpha \beta}+\int_{\mathcal{V}} d^{4} x \sqrt{-g} \nabla_{\sigma}\left(g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right) \tag{2.14}
\end{align*}
$$

Denoting the divergence term with $\delta S_{B}$,

$$
\begin{equation*}
\delta S_{B}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} \nabla_{\sigma}\left(g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right), \tag{2.15}
\end{equation*}
$$

we define

$$
\begin{equation*}
V^{\sigma}=g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right) \tag{2.16}
\end{equation*}
$$

then the boundary term can be written as

$$
\begin{equation*}
\delta S_{B}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} \nabla_{\sigma} V^{\sigma} \tag{2.17}
\end{equation*}
$$

Using Gauss-Stokes theorem [21, 22] (B.55):

$$
\begin{equation*}
\int_{\mathcal{V}} d^{n} x \sqrt{|g|} \nabla_{\mu} A^{\mu}=\oint_{\partial \mathcal{V}} d^{n-1} y \varepsilon \sqrt{|h|} n_{\mu} A^{\mu} \tag{2.18}
\end{equation*}
$$

where $n_{\mu}$ is the unit normal to $\partial \mathcal{V}$. Using this we can write (2.17) in the following boundary term

$$
\begin{equation*}
\delta S_{B}=\oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|} n_{\sigma} V^{\sigma} \tag{2.19}
\end{equation*}
$$

with $V^{\sigma}$ given in (2.16). The variation $\delta \Gamma_{\beta \alpha}^{\sigma}$ is obtained by using that $\Gamma_{\beta \alpha}^{\sigma}$ is the Christoffel symbol $\left\{\begin{array}{l}\sigma \\ \beta \alpha\end{array}\right\}$ :

$$
\Gamma_{\beta \gamma}^{\alpha} \equiv\left\{\begin{array}{l}
\alpha  \tag{2.20}\\
\beta \gamma
\end{array}\right\}=\frac{1}{2} g^{\alpha \sigma}\left[\partial_{\beta} g_{\sigma \gamma}+\partial_{\gamma} g_{\sigma \beta}-\partial_{\sigma} g_{\beta \gamma}\right]
$$

getting

$$
\begin{align*}
\delta \Gamma_{\beta \alpha}^{\sigma} & =\delta\left(\frac{1}{2} g^{\sigma \gamma}\left[\partial_{\beta} g_{\gamma \alpha}+\partial_{\alpha} g_{\gamma \beta}-\partial_{\gamma} g_{\beta \alpha}\right]\right) \\
& =\frac{1}{2} \delta g^{\sigma \gamma}\left[\partial_{\beta} g_{\gamma \alpha}+\partial_{\alpha} g_{\gamma \beta}-\partial_{\gamma} g_{\beta \alpha}\right]+\frac{1}{2} g^{\sigma \gamma}\left[\partial_{\beta}\left(\delta g_{\gamma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\gamma \beta}\right)-\partial_{\gamma}\left(\delta g_{\beta \alpha}\right)\right] \tag{2.21}
\end{align*}
$$

From the boundary conditions $\delta g_{\alpha \beta}=\delta g^{\alpha \beta}=0$ the variation (2.21) gives:

$$
\begin{equation*}
\left.\delta \Gamma_{\beta \alpha}^{\sigma}\right|_{\partial \mathcal{V}}=\frac{1}{2} g^{\sigma \gamma}\left[\partial_{\beta}\left(\delta g_{\gamma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\gamma \beta}\right)-\partial_{\gamma}\left(\delta g_{\beta \alpha}\right)\right] \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.V^{\mu}\right|_{\partial \mathcal{V}}=g^{\alpha \beta}\left[\frac{1}{2} g^{\mu \gamma}\left[\partial_{\beta}\left(\delta g_{\gamma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\gamma \beta}\right)-\partial_{\gamma}\left(\delta g_{\beta \alpha}\right)\right]\right]-g^{\alpha \mu}\left[\frac{1}{2} g^{v \gamma} \partial_{\alpha}\left(\delta g_{v \gamma}\right)\right] \tag{2.23}
\end{equation*}
$$

we can write

$$
\begin{align*}
\left.V_{\sigma}\right|_{\partial \mathcal{V}}=\left.g_{\sigma \mu} V^{\mu}\right|_{\partial V} & =g_{\sigma \mu} g^{\alpha \beta}\left[\frac{1}{2} g^{\mu \gamma}\left[\partial_{\beta}\left(\delta g_{\gamma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\gamma \beta}\right)-\partial_{\gamma}\left(\delta g_{\beta \alpha}\right)\right]\right]-g_{\sigma \mu} g^{\alpha \mu}\left[\frac{1}{2} g^{v \gamma} \partial_{\alpha}\left(\delta g_{v \gamma}\right)\right] \\
& =\frac{1}{2} \delta_{\sigma}^{\gamma} g^{\alpha \beta}\left[\partial_{\beta}\left(\delta g_{\gamma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\gamma \beta}\right)-\partial_{\gamma}\left(\delta g_{\beta \alpha}\right)\right]-\frac{1}{2} \delta_{\sigma}^{\alpha} g^{v \gamma}\left[\partial_{\alpha}\left(\delta g_{v \gamma}\right)\right] \\
& =g^{\alpha \beta}\left[\partial_{\beta}\left(\delta g_{\sigma \alpha}\right)-\partial_{\sigma}\left(\delta g_{\beta \alpha}\right)\right] \tag{2.24}
\end{align*}
$$

We now evaluate the term $\left.n^{\sigma} V_{\sigma}\right|_{\partial \mathcal{V}}$ by using for this that

$$
\begin{equation*}
g^{\alpha \beta}=h^{\alpha \beta}+\varepsilon n^{\alpha} n^{\beta} \tag{2.25}
\end{equation*}
$$

then

$$
\begin{align*}
\left.n^{\sigma} V_{\sigma}\right|_{\partial \mathcal{V}} & =n^{\sigma}\left(h^{\alpha \beta}+\varepsilon n^{\alpha} n^{\beta}\right)\left[\partial_{\beta}\left(\delta g_{\sigma \alpha}\right)-\partial_{\sigma}\left(\delta g_{\beta \alpha}\right)\right] \\
& =n^{\sigma} h^{\alpha \beta}\left[\partial_{\beta}\left(\delta g_{\sigma \alpha}\right)-\partial_{\sigma}\left(\delta g_{\beta \alpha}\right)\right] \tag{2.26}
\end{align*}
$$

where we use the antisymmetric part of $\varepsilon n^{\alpha} n^{\beta}$ with $\varepsilon=n^{\mu} n_{\mu}= \pm 1$. To the fact $\delta g_{\alpha \beta}=0$ in the boundary we have $h^{\alpha \beta} \partial_{\beta}\left(\delta g_{\sigma \alpha}\right)=0$ [21]. Finally we get

$$
\begin{equation*}
\left.n^{\sigma} V_{\sigma}\right|_{\partial \mathcal{V}}=-n^{\sigma} h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\beta \alpha}\right) \tag{2.27}
\end{equation*}
$$

Thus the variation of the Einstein-Hilbert term is:

$$
\begin{equation*}
\delta S_{E H}=\int_{\mathcal{V}} d^{4} x \sqrt{-g}\left(R_{\alpha \beta}-\frac{1}{2} R g_{\alpha \beta}\right) \delta g^{\alpha \beta}-\oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|} h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\beta \alpha}\right) n^{\sigma} \tag{2.28}
\end{equation*}
$$

Now we consider the variation of the Gibbons-York-Hawking boundary term:

$$
\begin{equation*}
\delta S_{G Y H}=2 \oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|} \delta K \tag{2.29}
\end{equation*}
$$

Using the definition of the trace of extrinsic curvature [21]:

$$
\begin{align*}
K & =\nabla_{\alpha} n^{\alpha}, \\
& =g^{\alpha \beta} \nabla_{\beta} n_{\alpha}, \\
& =\left(h^{\alpha \beta}+\varepsilon n^{\alpha} n^{\beta}\right) \nabla_{\beta} n_{\alpha}, \\
& =h^{\alpha \beta} \nabla_{\beta} n_{\alpha}, \\
& =h^{\alpha \beta}\left(\partial_{\beta} n_{\alpha}-\Gamma_{\beta \alpha}^{\gamma} n_{\gamma}\right), \tag{2.30}
\end{align*}
$$

the variation is

$$
\begin{align*}
\delta K & =-h^{\alpha \beta} \delta \Gamma_{\beta \alpha}^{\gamma} n_{\gamma}, \\
& =-\frac{1}{2} h^{\alpha \beta} g^{\sigma \gamma}\left[\partial_{\beta}\left(\delta g_{\sigma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\sigma \beta}\right)-\partial_{\sigma}\left(\delta g_{\beta \alpha}\right)\right] n_{\gamma} \\
& =-\frac{1}{2} h^{\alpha \beta}\left[\partial_{\beta}\left(\delta g_{\sigma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\sigma \beta}\right)-\partial_{\sigma}\left(\delta g_{\beta \alpha}\right)\right] n^{\sigma}, \\
& =\frac{1}{2} h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\beta \alpha}\right) n^{\sigma} . \tag{2.31}
\end{align*}
$$

This comes from the variation $\delta \Gamma_{\beta \alpha}^{\gamma}$ evaluated in the boundary, and the fact that $h^{\alpha \beta} \partial_{\beta}\left(\delta g_{\sigma \alpha}\right)=0$, $h^{\alpha \beta} \partial_{\alpha}\left(\delta g_{\sigma \beta}\right)=0$. Then we have for the variation of the Gibbons-York-Hawking boundary term:

$$
\begin{equation*}
\delta S_{G Y H}=\oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\beta \alpha}\right) n^{\sigma} \tag{2.32}
\end{equation*}
$$

We see that this term exactly cancel the boundary contribution of the Einstein-Hilbert term. Now, if we have a matter action defined by:

$$
\begin{equation*}
S_{M}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} \mathcal{L}_{M}\left[g_{\alpha \beta}, \psi\right] \tag{2.33}
\end{equation*}
$$

where $\psi$ denotes the matter fields. The variation of this action takes the form:

$$
\begin{align*}
\delta S_{M} & =\int_{\mathcal{V}} d^{4} x \delta\left(\sqrt{-g} \mathcal{L}_{M}\right) \\
& =\int_{\mathcal{V}} d^{4} x\left(\frac{\partial \mathcal{L}_{M}}{\partial g^{\alpha \beta}} \delta g^{\alpha \beta} \sqrt{-g}+\mathcal{L}_{M} \delta \sqrt{-g}\right) \\
& =\int_{\mathcal{V}} d^{4} x \sqrt{-g}\left(\frac{\partial \mathcal{L}_{M}}{\partial g^{\alpha \beta}}-\frac{1}{2} \mathcal{L}_{M} g_{\alpha \beta}\right) \delta g^{\alpha \beta} \tag{2.34}
\end{align*}
$$

as usual, defining the stress-energy tensor by:

$$
\begin{equation*}
T_{\alpha \beta} \equiv-2 \frac{\partial \mathcal{L}_{M}}{\partial g^{\alpha \beta}}+\mathcal{L}_{M} g_{\alpha \beta}=-\frac{2}{\sqrt{-g}} \frac{\delta S_{M}}{\delta g^{\alpha \beta}} \tag{2.35}
\end{equation*}
$$

then:

$$
\begin{equation*}
\delta S_{M}=-\frac{1}{2} \int_{\mathcal{V}} d^{4} x \sqrt{-g} T_{\alpha \beta} \delta g^{\alpha \beta} \tag{2.36}
\end{equation*}
$$

imposing the total variations remains invariant with respect to $\delta g^{\alpha \beta}$. Finally the equations are writing as:

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\delta S}{\delta g^{\alpha \beta}}=0, \Longrightarrow R_{\alpha \beta}-\frac{1}{2} R g_{\alpha \beta}=\kappa T_{\alpha \beta} \tag{2.37}
\end{equation*}
$$

which corresponds to Einstein field equations in geometric units $c=1$.

### 2.4 Variational principle in metric $f(R)$ gravity

In this section we introduce the boundary term in metric $f(R)$ gravity and we express it in a new form which allow us to perform a novel analysis of the boundary problem. The general action can be written as $[9,10]$ :

$$
\begin{equation*}
S_{m o d}=\frac{1}{2 \kappa}\left(S_{m e t}+S_{G Y H}^{\prime}\right)+S_{M} \tag{2.38}
\end{equation*}
$$

with the bulk term

$$
\begin{equation*}
S_{m e t}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} f(R) \tag{2.39}
\end{equation*}
$$

and the Gibbons-York-Hawking like boundary term [9, 10, 24]

$$
\begin{equation*}
S_{G Y H}^{\prime}=2 \oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} f^{\prime}(R) K \tag{2.40}
\end{equation*}
$$

with $f^{\prime}(R)=d f(R) / d R$. Again, $S_{M}$ represents the action associated with all the matter fields (2.33). We fixed the variation to the condition

$$
\begin{equation*}
\left.\delta g_{\alpha \beta}\right|_{\partial \mathcal{V}}=0 \tag{2.41}
\end{equation*}
$$

First, the variation of the bulk term is:

$$
\begin{equation*}
\delta S_{m e t}=\int_{\mathcal{V}} d^{4} x(f(R) \delta \sqrt{-g}+\sqrt{-g} \delta f(R)) \tag{2.42}
\end{equation*}
$$

and the functional derivative of the $f(R)$ term can be written as

$$
\begin{equation*}
\delta f(R)=f^{\prime}(R) \delta R \tag{2.43}
\end{equation*}
$$

Using the expression for the variation of the Ricci scalar:

$$
\begin{equation*}
\delta R=\delta g^{\alpha \beta} R_{\alpha \beta}+\nabla_{\sigma}\left(g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right) \tag{2.44}
\end{equation*}
$$

where the variation of the term $g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)$ is given in 2.5. With this result the variation of the Ricci scalar becomes

$$
\begin{align*}
\delta R & =\delta g^{\alpha \beta} R_{\alpha \beta}+\nabla_{\sigma}\left(g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)\right), \\
& =\delta g^{\alpha \beta} R_{\alpha \beta}+g_{\mu \nu} \nabla_{\sigma} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)-\nabla_{\sigma} \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right), \\
& =\delta g^{\alpha \beta} R_{\alpha \beta}+g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)-\nabla_{\alpha} \nabla_{\beta}\left(\delta g^{\alpha \beta}\right) . \tag{2.45}
\end{align*}
$$

Here we define $\square \equiv \nabla_{\sigma} \nabla^{\sigma}$ and relabeled some indices. Putting the previous results together in the variation of the modified action (2.42):

$$
\begin{align*}
\delta S_{\text {met }} & =\int_{\mathcal{V}} d^{4} x\left(f(R) \delta \sqrt{-g}+\sqrt{-g} f^{\prime}(R) \delta R\right), \\
& =\int_{\mathcal{V}} d^{4} x\left(-f(R) \frac{1}{2} \sqrt{-g} g_{\alpha \beta} \delta g^{\alpha \beta}+f^{\prime}(R) \sqrt{-g}\left(\delta g^{\alpha \beta} R_{\alpha \beta}+g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)-\nabla_{\alpha} \nabla_{\beta}\left(\delta g^{\alpha \beta}\right)\right)\right), \\
& =\int_{\mathcal{V}} d^{4} x \sqrt{-g}\left(f^{\prime}(R)\left(\delta g^{\alpha \beta} R_{\alpha \beta}+g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)-\nabla_{\alpha} \nabla_{\beta}\left(\delta g^{\alpha \beta}\right)\right)-f(R) \frac{1}{2} g_{\alpha \beta} \delta g^{\alpha \beta}\right) . \tag{2.46}
\end{align*}
$$

Now we will consider the next integrals:

$$
\begin{equation*}
\int_{\mathcal{V}} d^{4} x \sqrt{-g} f^{\prime}(R) g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right), \quad \int_{\mathcal{V}} d^{4} x \sqrt{-g} f^{\prime}(R) \nabla_{\alpha} \nabla_{\beta}\left(\delta g^{\alpha \beta}\right) . \tag{2.47}
\end{equation*}
$$

We shall see that these integrals can be expressed differently performing integration by parts. For this we define the next quantities:

$$
\begin{equation*}
M_{\tau}=f^{\prime}(R) g_{\alpha \beta} \nabla_{\tau}\left(\delta g^{\alpha \beta}\right)-\delta g^{\alpha \beta} g_{\alpha \beta} \nabla_{\tau}\left(f^{\prime}(R)\right), \tag{2.48}
\end{equation*}
$$

and

$$
\begin{equation*}
N^{\sigma}=f^{\prime}(R) \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)-\delta g^{\sigma \gamma} \nabla_{\gamma}\left(f^{\prime}(R)\right) . \tag{2.49}
\end{equation*}
$$

The combination $g^{\sigma \tau} M_{\tau}+N^{\sigma}$ is

$$
\begin{equation*}
g^{\sigma \tau} M_{\tau}+N^{\sigma}=f^{\prime}(R) g_{\alpha \beta} \nabla^{\sigma}\left(\delta g^{\alpha \beta}\right)-\delta g^{\alpha \beta} g_{\alpha \beta} \nabla^{\sigma}\left(f^{\prime}(R)\right)+f^{\prime}(R) \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)-\delta g^{\sigma \gamma} \nabla_{\gamma}\left(f^{\prime}(R)\right), \tag{2.50}
\end{equation*}
$$

in the particular case $f(R)=R$, the previous combination reduces to the expression (2.16) with equation (2.73). The equations (2.48) and (2.49) are the main results to use in our method. The quantities $M_{\tau}$ and $N^{\sigma}$ allow us to write the variation of the bulk term (2.46) in the following way (for details see 2.6):

$$
\begin{align*}
\delta S_{m e t}=\int_{\mathcal{V}} d^{4} x \sqrt{-g}\left(f^{\prime}(R) R_{\alpha \beta}+g_{\alpha \beta} \square f^{\prime}(R)\right. & \left.-\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)-f(R) \frac{1}{2} g_{\alpha \beta}\right) \delta g^{\alpha \beta} \\
& +\oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} n^{\tau} M_{\tau}+\oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} n_{\sigma} N^{\sigma} . \tag{2.51}
\end{align*}
$$

In the next section we will work out with the boundary contribution from (2.51), and show how this terms cancel with the variations of the $S_{G Y H}^{\prime}$ action.

### 2.4.1 Boundary terms in $f(R)$ gravity

We express the quantities $M_{\tau}$ and $N^{\sigma}$ calculated in the boundary $\partial \mathcal{V}$. Is convenient to express them in function of the variations $\delta g_{\alpha \beta}$. Using the equation (2.7) in (2.48) and (2.49) yields :

$$
\begin{equation*}
M_{\tau}=-f^{\prime}(R) g^{\alpha \beta} \nabla_{\tau}\left(\delta g_{\alpha \beta}\right)+g^{\alpha \beta} \delta g_{\alpha \beta} \nabla_{\tau}\left(f^{\prime}(R)\right) \tag{2.52}
\end{equation*}
$$

and

$$
\begin{equation*}
N^{\sigma}=-f^{\prime}(R) g^{\sigma \mu} g^{\gamma \nu} \nabla_{\gamma}\left(\delta g_{\mu \nu}\right)+g^{\sigma \mu} g^{\gamma \nu} \delta g_{\mu \nu} \nabla_{\gamma}\left(f^{\prime}(R)\right) \tag{2.53}
\end{equation*}
$$

To evaluate this quantities in the boundary we use the fact that $\left.\delta g_{\alpha \beta}\right|_{\partial \mathcal{V}}=\left.\delta g^{\alpha \beta}\right|_{\partial \mathcal{V}}=0$, then the only terms not vanishing are the derivatives of $\delta g_{\alpha \beta}$ in the covariant derivatives. Hence we have

$$
\begin{equation*}
\left.M_{\tau}\right|_{\partial \mathcal{V}}=-f^{\prime}(R) g^{\alpha \beta} \partial_{\tau}\left(\delta g_{\alpha \beta}\right), \tag{2.54}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.N^{\sigma}\right|_{\partial \mathcal{V}}=-f^{\prime}(R) g^{\sigma \mu} g^{\gamma v} \partial_{\gamma}\left(\delta g_{\mu \nu}\right), \tag{2.55}
\end{equation*}
$$

We now compute $\left.n^{\tau} M_{\tau}\right|_{\partial \mathcal{V}}$ and $\left.n_{\sigma} N^{\sigma}\right|_{\partial \mathcal{V}}$ which are the terms in the boundary integrals (2.51)

$$
\begin{align*}
\left.n^{\tau} M_{\tau}\right|_{\partial \mathcal{V}} & =-f^{\prime}(R) n^{\tau}\left(\varepsilon n^{\alpha} n^{\beta}+h^{\alpha \beta}\right) \partial_{\tau}\left(\delta g_{\alpha \beta}\right), \\
& =-f^{\prime}(R) n^{\sigma} h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\alpha \beta}\right), \tag{2.56}
\end{align*}
$$

where we rename the dummy index $\tau$. In the other hand

$$
\begin{align*}
\left.n_{\sigma} N^{\sigma}\right|_{\partial \mathcal{V}} & =-f^{\prime}(R) n_{\sigma}\left(h^{\sigma \mu}+\varepsilon n^{\sigma} n^{\mu}\right)\left(h^{\gamma v}+\varepsilon n^{\gamma} n^{\nu}\right) \partial_{\gamma}\left(\delta g_{\mu \nu}\right), \\
& =-f^{\prime}(R) n^{\mu}\left(h^{\gamma \nu}+\varepsilon n^{\gamma} n^{\nu}\right) \partial_{\gamma}\left(\delta g_{\mu \nu}\right), \\
& =-f^{\prime}(R) n^{\mu} h^{\gamma v} \partial_{\gamma}\left(\delta g_{\mu \nu}\right) \\
& =0, \tag{2.57}
\end{align*}
$$

where we have used that $n_{\sigma} h^{\sigma \mu}=0, \varepsilon^{2}=1$ and the fact that the tangential derivative $h^{\gamma \nu} \partial_{\gamma}\left(\delta g_{\mu \nu}\right)$ vanishes. With this results the variation of the action $S_{m e t}$ becomes:

$$
\begin{align*}
& \delta S_{m e t}=\int_{V} d^{4} x \sqrt{-g}\left(f^{\prime}(R) R_{\alpha \beta}+g_{\alpha \beta} \square f^{\prime}(R)-\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)-f(R) \frac{1}{2} g_{\alpha \beta}\right) \delta g^{\alpha \beta} \\
&-\oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} f^{\prime}(R) n^{\sigma} h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\alpha \beta}\right) . \tag{2.58}
\end{align*}
$$

We proceed with the boundary term $S_{G Y H}^{\prime}$ in the total action. The variation of this term gives

$$
\begin{align*}
\delta S_{G Y H}^{\prime} & =2 \oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|}\left(\delta f^{\prime}(R) K+f^{\prime}(R) \delta K\right) \\
& =2 \oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|}\left(f^{\prime \prime}(R) \delta R K+f^{\prime}(R) \delta K\right) \tag{2.59}
\end{align*}
$$

Using the expression for the variation of $K$, equation (2.31), we can write

$$
\begin{align*}
\delta S_{G Y H}^{\prime} & =2 \oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|}\left(f^{\prime \prime}(R) \delta R K+\frac{1}{2} f^{\prime}(R) h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\beta \alpha}\right) n^{\sigma}\right) \\
& =2 \oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|} f^{\prime \prime}(R) \delta R K+\oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|} f^{\prime}(R) h^{\alpha \beta} \partial_{\sigma}\left(\delta g_{\beta \alpha}\right) n^{\sigma} \tag{2.60}
\end{align*}
$$

We see that the second term in (2.60) cancels the boundary term in the variation (2.58), and in addition we need to impose $\delta R=0$ in the boundary. Similar argument is given in [9]. Finally, with the variation of the matter action, given in (2.36), the total variation of the action of modified $f(R)$ gravity is:

$$
\begin{align*}
& \delta S_{m o d}=\frac{1}{2 \kappa} \int_{\mathcal{V}} d^{4} x \sqrt{-g}\left(f^{\prime}(R) R_{\alpha \beta}+g_{\alpha \beta} \square f^{\prime}(R)-\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)-\frac{1}{2} f(R) g_{\alpha \beta}\right) \delta g^{\alpha \beta} \\
&-\frac{1}{2} \int_{\mathcal{V}} d^{4} x \sqrt{-g} T_{\alpha \beta} \delta g^{\alpha \beta} . \tag{2.61}
\end{align*}
$$

Imposing that this variation becomes stationary we have:

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\delta S_{m o d}}{\delta g^{\alpha \beta}}=0 \Longrightarrow f^{\prime}(R) R_{\alpha \beta}+g_{\alpha \beta} \square f^{\prime}(R)-\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)-\frac{1}{2} f(R) g_{\alpha \beta}=\kappa T_{\alpha \beta}, \tag{2.62}
\end{equation*}
$$

which are the field equations in the metric formalism of $f(R)$ gravity.
It is very important to mention that we have got the result (2.62) without using the Euler-Lagrange equations (B.59) directly. We have shown in this section that only with the condition $\delta S_{\text {mod }}^{\prime}=0$ and with the metric $g_{\alpha \beta}$ as the only degree of freedom in the theory, we are able to have the set of equations (2.62) with the conditions $\left.\delta g_{\alpha \beta}\right|_{\partial \mathcal{V}}=0$ and an additional geometrical restriction $\left.\delta R\right|_{\partial \mathcal{V}}=0$. The geometrical restriction seems not be a problem when it is interpreted in the framework of scalar-tensor theories. However, within the pure metric $f(R)$ gravity this is a very strong geometrical condition which can be used to test important issues as the Weak Equivalence Principle [25].

### 2.5 Evaluation of the term $g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)$

There are some important results that deserve some attention. We compute explicitly the quantities involved in our method.

We already have calculated the variation $\delta \Gamma_{\beta \alpha}^{\sigma}$ :

$$
\begin{equation*}
\delta \Gamma_{\beta \alpha}^{\sigma}=\frac{1}{2} \delta g^{\sigma \gamma}\left[\partial_{\beta} g_{\gamma \alpha}+\partial_{\alpha} g_{\gamma \beta}-\partial_{\gamma} g_{\beta \alpha}\right]+\frac{1}{2} g^{\sigma \gamma}\left[\partial_{\beta}\left(\delta g_{\gamma \alpha}\right)+\partial_{\alpha}\left(\delta g_{\gamma \beta}\right)-\partial_{\gamma}\left(\delta g_{\beta \alpha}\right)\right], \tag{2.63}
\end{equation*}
$$

writing the partial derivatives for the metric variations with the expression for the covariant derivative:

$$
\begin{equation*}
\nabla_{\gamma} \delta g_{\alpha \beta}=\partial_{\gamma} \delta g_{\alpha \beta}-\Gamma_{\gamma \alpha}^{\sigma} \delta g_{\sigma \beta}-\Gamma_{\gamma \beta}^{\sigma} \delta g_{\alpha \sigma} \tag{2.64}
\end{equation*}
$$

and also using that we are working in a torsion-free manifold i.e., the symmetry in the Christoffel symbol
$\Gamma_{\beta \gamma}^{\alpha}=\Gamma_{\gamma \beta}^{\alpha}$, we can write:

$$
\begin{align*}
\delta \Gamma_{\beta \alpha}^{\sigma} & =\frac{1}{2} \delta g^{\sigma \gamma}\left[\partial_{\beta} g_{\gamma \alpha}+\partial_{\alpha} g_{\gamma \beta}-\partial_{\gamma} g_{\beta \alpha}\right]+\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(\delta g_{\gamma \alpha}\right)+\nabla_{\alpha}\left(\delta g_{\gamma \beta}\right)-\nabla_{\gamma}\left(\delta g_{\beta \alpha}\right)+\Gamma_{\beta \alpha}^{\lambda} \delta g_{\gamma \lambda}+\Gamma_{\alpha \beta}^{\lambda} \delta g_{\lambda \gamma}\right], \\
& =\frac{1}{2} \delta g^{\sigma \gamma}\left[\partial_{\beta} g_{\gamma \alpha}+\partial_{\alpha} g_{\gamma \beta}-\partial_{\gamma} g_{\beta \alpha}\right]+g^{\sigma \gamma} \Gamma_{\beta \alpha}^{\lambda} \delta g_{\gamma \lambda}+\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(\delta g_{\gamma \alpha}\right)+\nabla_{\alpha}\left(\delta g_{\gamma \beta}\right)-\nabla_{\gamma}\left(\delta g_{\beta \alpha}\right)\right], \tag{2.65}
\end{align*}
$$

using equation (2.7) in the second term:

$$
\begin{align*}
\delta \Gamma_{\beta \alpha}^{\sigma} & =\frac{1}{2} \delta g^{\sigma \gamma}\left[\partial_{\beta} g_{\gamma \alpha}+\partial_{\alpha} g_{\gamma \beta}-\partial_{\gamma} g_{\beta \alpha}\right]-\delta g^{\mu v} g^{\sigma \gamma} g_{\gamma \mu} g_{\lambda \nu} \Gamma_{\beta \alpha}^{\lambda}+\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(\delta g_{\gamma \alpha}\right)+\nabla_{\alpha}\left(\delta g_{\gamma \beta}\right)-\nabla_{\gamma}\left(\delta g_{\beta \alpha}\right)\right], \\
& =\delta g^{\sigma v} g_{\lambda \nu} \Gamma_{\beta \alpha}^{\lambda}-\delta g^{\mu \nu} \delta_{\mu}^{\sigma} g_{\lambda \nu} \Gamma_{\beta \alpha}^{\lambda}+\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(\delta g_{\gamma \alpha}\right)+\nabla_{\alpha}\left(\delta g_{\gamma \beta}\right)-\nabla_{\gamma}\left(\delta g_{\beta \alpha}\right)\right], \\
& =\delta g^{\sigma v} g_{\lambda \nu} \Gamma_{\beta \alpha}^{\lambda}-\delta g^{\sigma v} g_{\lambda \nu} \Gamma_{\beta \alpha}^{\lambda}+\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(\delta g_{\gamma \alpha}\right)+\nabla_{\alpha}\left(\delta g_{\gamma \beta}\right)-\nabla_{\gamma}\left(\delta g_{\beta \alpha}\right)\right] . \tag{2.66}
\end{align*}
$$

Then we have

$$
\begin{equation*}
\delta \Gamma_{\beta \alpha}^{\sigma}=\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(\delta g_{\alpha \gamma}\right)+\nabla_{\alpha}\left(\delta g_{\beta \gamma}\right)-\nabla_{\gamma}\left(\delta g_{\beta \alpha}\right)\right], \tag{2.67}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\delta \Gamma_{\alpha \gamma}^{\gamma}=\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\alpha}\left(\delta g_{\sigma \gamma}\right)\right] . \tag{2.68}
\end{equation*}
$$

However it is convenient to express the previous result in function of the variations $\delta g^{\alpha \beta}$, we again use (2.7):

$$
\begin{align*}
\delta \Gamma_{\beta \alpha}^{\sigma} & =\frac{1}{2} g^{\sigma \gamma}\left[\nabla_{\beta}\left(-g_{\alpha \mu} g_{\gamma \nu} \delta g^{\mu \nu}\right)+\nabla_{\alpha}\left(-g_{\beta \mu} g_{\gamma \nu} \delta g^{\mu \nu}\right)-\nabla_{\gamma}\left(-g_{\beta \mu} g_{\alpha \nu} \delta g^{\mu \nu}\right)\right], \\
& =-\frac{1}{2} g^{\sigma \gamma}\left[g_{\alpha \mu} g_{\gamma \nu} \nabla_{\beta}\left(\delta g^{\mu \nu}\right)+g_{\beta \mu} g_{\gamma \nu} \nabla_{\alpha}\left(\delta g^{\mu \nu}\right)-g_{\beta \mu} g_{\alpha \nu} \nabla_{\gamma}\left(\delta g^{\mu \nu}\right)\right], \\
& =-\frac{1}{2}\left[\delta_{\nu}^{\sigma} g_{\alpha \mu} \nabla_{\beta}\left(\delta g^{\mu \nu}\right)+\delta_{\nu}^{\sigma} g_{\beta \mu} \nabla_{\alpha}\left(\delta g^{\mu \nu}\right)-g_{\beta \mu} g_{\alpha \nu} g^{\gamma \sigma} \nabla_{\gamma}\left(\delta g^{\mu \nu}\right)\right], \\
& =-\frac{1}{2}\left[g_{\alpha \gamma} \nabla_{\beta}\left(\delta g^{\sigma \gamma}\right)+g_{\beta \gamma} \nabla_{\alpha}\left(\delta g^{\sigma \gamma}\right)-g_{\beta \mu} g_{\alpha \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)\right], \tag{2.69}
\end{align*}
$$

where we write $\nabla^{\sigma}=g^{\sigma \gamma} \nabla_{\gamma}$. In a similar way:

$$
\begin{equation*}
\delta \Gamma_{\alpha \gamma}^{\gamma}=-\frac{1}{2} g_{\mu \nu} \nabla_{\alpha}\left(\delta g^{\mu \nu}\right) \tag{2.70}
\end{equation*}
$$

Now we compute the term $g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)$

$$
\begin{align*}
g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)= & -\frac{1}{2}\left(\left[g^{\alpha \beta} g_{\alpha \gamma} \nabla_{\beta}\left(\delta g^{\sigma \gamma}\right)+g^{\alpha \beta} g_{\beta \gamma} \nabla_{\alpha}\left(\delta g^{\sigma \gamma}\right)-g^{\alpha \beta} g_{\beta \mu} g_{\alpha \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)\right]\right.  \tag{2.71}\\
& \left.-\left[g^{\alpha \sigma} g_{\mu \nu} \nabla_{\alpha}\left(\delta g^{\mu \nu}\right)\right]\right), \\
= & -\frac{1}{2}\left(\left[\delta_{\gamma}^{\beta} \nabla_{\beta}\left(\delta g^{\sigma \gamma}\right)+\delta_{\gamma}^{\alpha} \nabla_{\alpha}\left(\delta g^{\sigma \gamma}\right)-\delta_{\mu}^{\alpha} g_{\alpha \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)\right]-\left[g_{\mu \nu} g^{\alpha \sigma} \nabla_{\alpha}\left(\delta g^{\mu \nu}\right)\right]\right), \\
= & -\frac{1}{2}\left(\left[\nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)+\nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)-g_{\mu \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)\right]-\left[g_{\mu \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)\right]\right), \\
= & -\frac{1}{2}\left(2 \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)-2 g_{\mu \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)\right), \tag{2.72}
\end{align*}
$$

then we have,

$$
\begin{equation*}
g^{\alpha \beta}\left(\delta \Gamma_{\beta \alpha}^{\sigma}\right)-g^{\alpha \sigma}\left(\delta \Gamma_{\alpha \gamma}^{\gamma}\right)=g_{\mu \nu} \nabla^{\sigma}\left(\delta g^{\mu \nu}\right)-\nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right) \tag{2.73}
\end{equation*}
$$

### 2.6 Integrals with $M_{\tau}$ and $N^{\sigma}$

Taking the covariant derivative in $M_{\sigma}$ :

$$
\begin{align*}
\nabla^{\tau} M_{\tau} & =\nabla^{\tau}\left(f^{\prime}(R) g_{\alpha \beta} \nabla_{\tau}\left(\delta g^{\alpha \beta}\right)\right)-\nabla^{\tau}\left(\delta g^{\alpha \beta} g_{\alpha \beta} \nabla_{\tau}\left(f^{\prime}(R)\right)\right), \\
& =\nabla^{\tau}\left(f^{\prime}(R)\right) g_{\alpha \beta} \nabla_{\tau}\left(\delta g^{\alpha \beta}\right)+f^{\prime}(R) g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)-\nabla^{\tau}\left(\delta g^{\alpha \beta}\right) g_{\alpha \beta} \nabla_{\tau}\left(f^{\prime}(R)\right)-\delta g^{\alpha \beta} g_{\alpha \beta} \square\left(f^{\prime}(R)\right), \\
& =f^{\prime}(R) g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)-\delta g^{\alpha \beta} g_{\alpha \beta} \square\left(f^{\prime}(R)\right) . \tag{2.74}
\end{align*}
$$

Here we have used the metric compatibility $\nabla^{\tau} g_{\alpha \beta}=0$, integrating this expression

$$
\begin{equation*}
\int_{\mathcal{V}} d^{4} x \sqrt{-g} \nabla^{\tau} M_{\tau}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} f^{\prime}(R) g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)-\int_{\mathcal{V}} d^{4} x \sqrt{-g} \delta g^{\alpha \beta} g_{\alpha \beta} \square\left(f^{\prime}(R)\right), \tag{2.75}
\end{equation*}
$$

using again the Gauss-Stokes theorem (B.55), the first integral can be written as a boundary term:

$$
\begin{equation*}
\left.\oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} n^{\tau} M_{\tau}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} f^{\prime}(R) g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)\right)-\int_{\mathcal{V}} d^{4} x \sqrt{-g} \delta g^{\alpha \beta} g_{\alpha \beta} \square\left(f^{\prime}(R)\right), \tag{2.76}
\end{equation*}
$$

then we can write:

$$
\begin{equation*}
\int_{V} d^{4} x \sqrt{-g} f^{\prime}(R) g_{\alpha \beta} \square\left(\delta g^{\alpha \beta}\right)=\int_{\mathcal{V}} d^{4} x \sqrt{-g} \delta g^{\alpha \beta} g_{\alpha \beta} \square\left(f^{\prime}(R)\right)+\oint_{\partial V} d^{3} y \varepsilon \sqrt{| | \mid} n^{\tau} M_{\tau} . \tag{2.77}
\end{equation*}
$$

In a similar way, taking the covariant derivative of $N^{\sigma}$ :

$$
\begin{align*}
\nabla_{\sigma} N^{\sigma} & =\nabla_{\sigma}\left(f^{\prime}(R) \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)\right)-\nabla_{\sigma}\left(\delta g^{\sigma \gamma} \nabla_{\gamma}\left(f^{\prime}(R)\right)\right), \\
& =\nabla_{\sigma}\left(f^{\prime}(R)\right) \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)+f^{\prime}(R) \nabla_{\sigma} \nabla_{\gamma}\left(\delta g^{\sigma \gamma}\right)-\nabla_{\sigma}\left(\delta g^{\sigma \gamma}\right) \nabla_{\gamma}\left(f^{\prime}(R)\right)-\delta g^{\sigma \gamma} \nabla_{\sigma} \nabla_{\gamma}\left(f^{\prime}(R)\right), \\
& =f^{\prime}(R) \nabla_{\sigma} \nabla_{\beta}\left(\delta g^{\sigma \beta}\right)-\delta g^{\sigma \beta} \nabla_{\sigma} \nabla_{\beta}\left(f^{\prime}(R)\right), \tag{2.78}
\end{align*}
$$

integrating:

$$
\begin{equation*}
\int_{\mathcal{V}} d^{4} x \sqrt{-g} \nabla_{\sigma} N^{\sigma}=\int_{\mathcal{V}} d^{4} x \sqrt{-g} f^{\prime}(R) \nabla_{\sigma} \nabla_{\beta}\left(\delta g^{\sigma \beta}\right)-\int_{\mathcal{V}} d^{4} x \sqrt{-g} \delta g^{\sigma \beta} \nabla_{\sigma} \nabla_{\beta}\left(f^{\prime}(R)\right), \tag{2.79}
\end{equation*}
$$

using again the Gauss-Stokes theorem we can write:

$$
\begin{equation*}
\int_{\mathcal{V}} d^{4} x \sqrt{-g} f^{\prime}(R) \nabla_{\sigma} \nabla_{\beta}\left(\delta g^{\sigma \beta}\right)=\int_{\mathcal{V}} d^{4} x \sqrt{-g} \delta g^{\sigma \beta} \nabla_{\sigma} \nabla_{\beta}\left(f^{\prime}(R)\right)+\oint_{\partial \mathcal{V}} d^{3} y \varepsilon \sqrt{|h|} n_{\sigma} N^{\sigma} \tag{2.80}
\end{equation*}
$$

In the next sections, we summarize some aspects of the Brans-Dicke theory. We have stressed that our main result does not depend on the equivalence between scalar-tensor theory and $f(R)$ gravity. However, the boundary term we have used has its equivalence in the scalar-tensor framework and even more important, the scalar-tensor approach provides a natural way to deal with the boundary problem in more general theories than metric $f(R)$ gravity.

### 2.7 Brans-Dicke gravity

This thesis focus on a specific class of extended theories of gravity, namely $f(R)$ gravity with $R$ the Ricci scalar. However, in different aspects of fundamental physics, cosmology and mathematics the BransDicke theory of gravity plays an important role as one of the fundamental prototypes for alternatives theories to GR [3, 5]. The action in the Jordan's frame (set of variables for gravity $\left(\phi, g_{\mu \nu}\right)$ ) is [5]

$$
\begin{equation*}
S_{B D}=\frac{1}{16 \pi} \int d^{4} x \sqrt{-g}\left[\phi R-\frac{\omega_{B D}}{\phi} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi-V(\phi)\right]+S^{m}\left(g_{\mu \nu}, \Psi, \nabla_{\mu} \Psi \ldots\right) \tag{2.81}
\end{equation*}
$$

with $S^{m}\left(g_{\mu \nu}, \Psi\right)$ the matter-action that depends on the matter fields $\left(\Psi, \nabla_{\mu} \Psi \ldots\right)$ but the matter-action is independent of $\phi$. It is a very important point [3,5] even when it is possible through a conformal transformation take the action (2.81) to the Einstein's frame where the fields for the action in the gravity sector are $\left(\hat{R}(\phi), \hat{g}_{\mu \nu}(\phi)\right)$. In this scheme the physical interpretation of the field equations and the conservation laws face physical difficulties. In the other hand, $\omega_{B D}$ is the only dimensionless free parameter of the theory. The field equations for the Brans-Dicke theory are

$$
\begin{equation*}
\frac{\delta S_{B D}}{\delta g^{\mu v}}=0 \tag{2.82}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\delta S_{B D}}{\delta \phi}=0 \tag{2.83}
\end{equation*}
$$

We can proceed in two mathematically equivalent ways, we can use (B.59) or employ the methodology in (2.4). We will see that both procedures are equivalent with the care that when we use (B.59) the equations are computed directly for the bulk and the boundaries have been setting with the criteria of a well-posed mathematical problem.

### 2.7.1 Variation respect to $g^{\mu \nu}$

First we consider the equation (2.82) respect to the metric tensor $g_{\mu v}$. The variation for (2.81) is [5]

$$
\begin{align*}
\delta S_{\mathrm{BD}}=\frac{1}{16 \pi} \int d^{4} x[\delta(\sqrt{-g} \phi R) & \left.-\frac{\omega_{B D}}{\phi} \delta\left(\sqrt{-g} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi\right)\right]  \tag{2.84}\\
& -\frac{1}{16 \pi} \int d^{4} x[\delta(\sqrt{-g} V(\phi))] .
\end{align*}
$$

The equation (2.84) has the following contributions:

$$
\begin{equation*}
\int d^{4} x[\delta(\sqrt{-g} V(\phi))]=-\frac{1}{2} \int d^{4} x \sqrt{-g} g_{\mu \nu} V(\phi) \delta g^{\mu \nu} \tag{2.85}
\end{equation*}
$$

The next term in (2.84) gives the contribution

$$
\begin{equation*}
\frac{1}{16 \pi} \int d^{4} x\left[\frac{\omega}{\phi} \delta\left(\sqrt{-g} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi\right)\right]=\frac{1}{16 \pi} \int d^{4} x \sqrt{-g}\left[\frac{\omega_{B D}}{\phi}\left(\nabla_{\mu} \phi \nabla_{\nu} \phi-\frac{1}{2} g_{\mu \nu} \nabla_{\alpha} \phi \nabla^{\alpha} \phi\right)\right] \delta g^{\mu \nu} \tag{2.86}
\end{equation*}
$$

The term in the Brans-Dicke action (2.81) with non-minimal coupling ( $\phi R$ ) must be treated carefully. For this purpose and following [5], the Ricci scalar (B.37) becomes

$$
\begin{equation*}
R=g^{\mu \nu}\left(\partial_{\lambda} \Gamma_{\mu \nu}^{\lambda}-\partial_{\nu} \Gamma_{\mu}\right)+\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\rho \sigma}^{\lambda} \partial_{\lambda} g^{\rho \sigma}, \tag{2.87}
\end{equation*}
$$

where, the quantities $\Gamma_{\mu}$ and $C^{\lambda}$ are defined as [5]

$$
\begin{array}{r}
\Gamma_{\mu} \equiv \Gamma_{\rho \mu}^{\rho}=\frac{\partial_{\mu} \sqrt{-g}}{\sqrt{-g}}=\frac{1}{2} g^{\rho \sigma} \partial_{\mu} g_{\rho \sigma},  \tag{2.88}\\
C^{\lambda} \equiv g^{\mu \nu} \Gamma_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\mu \nu}\left[g^{\lambda \sigma}\left\{g_{\mu \sigma, v}+g_{\sigma v, \mu}-g_{\mu \nu, \sigma}\right\}\right]=-\partial_{\sigma} g^{\lambda \sigma}-g^{\lambda \nu} \Gamma_{\nu} .
\end{array}
$$

The last result is a consequence of $\left(g^{\lambda \sigma} g_{\mu \sigma}\right)_{, \nu}=0$. The previous results allow us to split the Ricci scalar as

$$
\begin{equation*}
R=g^{\mu \nu}\left(\partial_{\lambda} \Gamma_{\mu \nu}^{\lambda}-\partial_{\nu} \Gamma_{\mu}\right)+\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\rho \sigma}^{\lambda} \partial_{\lambda} g^{\sigma \rho} . \tag{2.89}
\end{equation*}
$$

Einstein himself employed an action coming from the Ricci scalar with the property that it is first order in the metric (see equation (B.63)) to obtain the field equations with proper boundary conditions [9], for a more detailed explanation see (B.2). From the results (2.88) and (2.89) we have [5]

$$
\begin{equation*}
\sqrt{-g} g^{\mu \nu}\left(\partial_{\lambda} \Gamma_{\mu \nu}^{\lambda}-\partial_{\nu} \Gamma_{\mu}\right)=\partial_{\lambda}\left(\sqrt{-g} G^{\lambda}\right)-2 \sqrt{-g}\left(\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\rho \sigma}^{\lambda} \partial_{\lambda} g^{\rho \sigma}\right) \tag{2.90}
\end{equation*}
$$

where

$$
\begin{equation*}
G^{\lambda}=C^{\lambda}-g^{\lambda \mu} \Gamma_{\mu} . \tag{2.91}
\end{equation*}
$$

The first term in (2.81) is now written as

$$
\begin{equation*}
\int d^{4} x \sqrt{-g} \phi R=\int \phi\left\{\partial_{\lambda}\left(\sqrt{-g} G^{\lambda}\right)-\sqrt{-g}\left(\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\rho \sigma}^{\lambda} \partial_{\lambda} g^{\rho \sigma}\right)\right\} d^{4} x \tag{2.92}
\end{equation*}
$$

or using (B.55) together with the identity $\nabla_{\lambda} A^{\lambda}=\frac{1}{\sqrt{-g}} \partial_{\lambda} A^{\lambda}$

$$
\begin{array}{r}
\int \phi\left\{\partial_{\lambda}\left(\sqrt{-g} G^{\lambda}\right)-\sqrt{-g}\left(\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\rho \sigma}^{\lambda} \partial_{\lambda} g^{\rho \sigma}\right)\right\} d^{4} x  \tag{2.93}\\
=-\int \sqrt{-g}\left\{\partial_{\lambda} \phi G^{\lambda}+\phi\left(\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\rho \sigma}^{\lambda} \partial_{\lambda} g^{\rho \sigma}\right)\right\} d^{4} x+\oint \phi G^{\alpha} \mathrm{d} \Sigma_{\alpha}
\end{array}
$$

The variation in the first term in (2.93) gives the contribution for the Brans-Dicke theory different from the Einstein tensor. The second term in (2.93) is the usual GR part and there is a contribution from
the boundary. As we see, this contribution makes necessary the introduction of a boundary term for the Brans-Dicke gravity ${ }^{2}$. For an example of Brans-Dicke gravity plus boundary conditions applied to thermodynamics of black holes see [26]. The equation of motion in the bulk are directly computed from (B.59), we first consider the term in (2.93)

$$
\begin{equation*}
-\int d^{4} x \delta\left(\sqrt{-g} \partial_{\lambda} \phi G^{\lambda}\right) \tag{2.94}
\end{equation*}
$$

it provides the usual field equations system

$$
\begin{equation*}
\frac{\delta\left(\sqrt{-g} G^{\lambda} \partial_{\lambda} \phi\right)}{\delta g_{\sigma \rho}}=\partial_{\lambda} \phi \frac{\partial}{\partial g_{\sigma \rho}}\left(\sqrt{-g} G^{\lambda}\right)-\partial_{\mu}\left[\partial_{\lambda} \phi \frac{\partial\left(\sqrt{-g} G^{\lambda}\right)}{\partial \partial_{\mu} g_{\sigma \rho}}\right] . \tag{2.95}
\end{equation*}
$$

In order to gain some insight about (2.95), we can compute the quantities in the local Lorentz frame [5] ${ }^{3}$

$$
\begin{equation*}
\frac{\partial\left(\sqrt{-g} G^{\lambda}\right)}{\partial g_{\sigma \rho}}=\frac{\partial\left(\sqrt{-g}\left(-\partial_{\delta} g^{\lambda \delta}-g^{\lambda v} g^{\alpha \beta} \partial_{\nu} g_{\alpha \beta}\right)\right)}{\partial g_{\sigma \rho}}=0, \tag{2.96}
\end{equation*}
$$

and from (2.88) we get

$$
\begin{equation*}
-\partial_{\mu}\left(\partial_{\lambda} \phi \frac{\partial\left(\sqrt{-g} G^{\lambda}\right)}{\partial \partial_{\mu} g_{\sigma \rho}}\right)=-\sqrt{-g} \partial_{\mu}\left(\partial_{\lambda} \phi \frac{\partial G^{\lambda}}{\partial \partial_{\mu} g_{\sigma \rho}}\right) . \tag{2.97}
\end{equation*}
$$

The equation (2.97) together with the definitions for $\Gamma_{\mu}$ and $C^{\lambda}$ brings the desired result [5]

$$
\begin{equation*}
\frac{\delta}{\delta g_{\rho \sigma}}\left(\sqrt{-g} G^{\lambda} \partial_{\lambda} \phi\right)=-\sqrt{-g}\left(\nabla^{\rho} \nabla^{\sigma}-g^{\rho \sigma} \square\right) \phi . \tag{2.98}
\end{equation*}
$$

The equation (2.98) holds for the curved spacetime. The total variation for (2.81) is [5]

$$
\begin{equation*}
\int d^{4} x \sqrt{-g}\left\{\phi G_{\mu \nu}-\left(\nabla_{\mu} \phi \nabla_{\sigma} \phi-g_{\mu \nu} \square \phi\right)-\frac{\omega_{B D}}{\phi}\left[\nabla_{\mu} \phi \nabla_{\sigma} \phi-\frac{1}{2} g_{\mu \nu} \nabla_{\alpha} \phi \nabla^{\alpha} \phi\right]+\frac{1}{2} g_{\mu \nu} V(\phi)\right\} \delta g^{\mu \nu}=0 \tag{2.99}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\delta\left(\phi\left(\Gamma_{\lambda} C^{\lambda}+\frac{1}{2} \Gamma_{\alpha \beta}^{\lambda} \partial_{\lambda} g^{\alpha \beta}\right)\right)}{\delta g_{\rho \sigma}}=\phi \sqrt{-g} G_{\rho \sigma} . \tag{2.100}
\end{equation*}
$$

The equation (2.100) was derived in the modified $f(R)$ gravity section (2.3). The procedure is equivalent to take the equation (B.59). The equation for the Brans-Dicke gravity considering the energy-momentum tensor finally becomes

$$
\begin{array}{r}
G_{\mu \nu}=\frac{8 \pi}{\phi} T_{\mu \nu}^{m}+\frac{\omega_{B D}}{\phi^{2}}\left(\nabla_{\mu} \phi \nabla_{\nu} \phi-\frac{1}{2} g_{\mu \nu} \nabla_{\alpha} \phi \nabla^{\alpha} \phi\right) \\
+\frac{1}{\phi}\left(\nabla_{\mu} \nabla_{\nu} \phi-g_{\mu \nu} \square \phi\right)-\frac{V}{2 \phi} g_{\mu \nu} . \tag{2.101}
\end{array}
$$

[^2]The trace for (2.101) is

$$
\begin{equation*}
R=\frac{-8 \pi T^{m}}{\phi}+\frac{\omega_{B D}}{\phi^{2}} \nabla_{\mu} \phi \nabla^{\mu} \phi+\frac{3 \square \phi}{\phi}+\frac{2 V}{\phi} . \tag{2.102}
\end{equation*}
$$

The full system for the Brans-Dicke gravity is completed with the variation of (2.81) respect to the scalar $\phi$. It is consider in the next section.

### 2.7.2 Variation with respect to $\phi$

The variation for (2.81) is

$$
\begin{equation*}
\frac{\delta S_{B D}}{\delta \phi}=0 \tag{2.103}
\end{equation*}
$$

Now, we write (2.103) as

$$
\begin{equation*}
\frac{\delta S_{B D}}{\delta \phi}=\frac{1}{16 \pi} \int d^{4} x \sqrt{-g}\left[\delta(\phi R)-\delta\left(\frac{\omega}{\phi} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi\right)-\delta(V(\phi))\right] \tag{2.104}
\end{equation*}
$$

Working with the right hand side of (2.104) each contribution becomes

$$
\begin{array}{r}
\int d^{4} x \sqrt{-g}[\delta(\phi R)]=\int d^{4} x \sqrt{-g} R \delta \phi \\
\int d^{4} x \sqrt{-g}\left[\delta\left(\frac{\omega_{B D}}{\phi} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi\right)\right]=\int d^{4} x \sqrt{-g}\left[-\frac{\omega_{B D}}{\phi^{2}} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi \delta \phi+2 \frac{\omega}{\phi} g^{\mu \nu} \nabla_{\mu} \delta \phi \nabla_{\nu} \phi\right],  \tag{2.105}\\
\int d^{4} x \sqrt{-g} \delta(V(\phi))=\int d^{4} x \sqrt{-g} \frac{\mathrm{~d} V}{\mathrm{~d} \phi} \delta \phi
\end{array}
$$

To go further with (2.105) using the identitities

$$
\begin{array}{r}
g^{\mu \nu} \nabla_{\mu} \delta \phi \nabla_{\nu} \phi=g^{\mu \nu} \nabla_{\mu}\left(\delta \phi \nabla_{\nu} \phi\right)-\left(g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \phi\right) \delta \phi . \\
\nabla_{\mu}\left(\frac{\omega_{B D}}{\phi}\left(\nabla_{\nu} \phi\right) \delta \phi\right)=-\frac{\omega_{B D}}{\phi^{2}}\left(\nabla_{\mu} \phi \nabla_{\nu} \phi\right) \delta \phi+\frac{\omega_{B D}}{\phi} \nabla_{\mu}\left(\delta \phi \nabla_{\nu} \phi\right) . \tag{2.106}
\end{array}
$$

The equation (2.106) makes possible an integration by parts of (2.105) and with the Gauss-Stokes together with the boundary condition $\delta \phi=\left.0\right|_{\mathcal{V}}$ the variation for the action (2.81) respect to the scalar $\phi$ is

$$
\begin{equation*}
\int d^{4} x \sqrt{-g}\left[R-\frac{\omega_{B D}}{\phi^{2}} g^{\mu v} \nabla_{\mu} \phi \nabla_{\nu} \phi+2 \frac{\omega_{B D}}{\phi} \square \phi-\frac{\mathrm{d} V}{\mathrm{~d} \phi}\right] \delta \phi=0, \tag{2.107}
\end{equation*}
$$

in other words, the field equation from the scalar $\phi$ for the Brans-Dicke theory is

$$
\begin{equation*}
R-\frac{\omega_{B D}}{\phi^{2}} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi+2 \frac{\omega_{B D}}{\phi} \square \phi-\frac{\mathrm{d} V}{\mathrm{~d} \phi}=0, \tag{2.108}
\end{equation*}
$$

with $\square \phi=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \phi$. One can eliminate $R$ from (2.108) with the expression (2.102)

$$
\begin{equation*}
\square \phi=\frac{1}{2 \omega_{B D}+3}\left(8 \pi T^{m}+\phi \frac{\mathrm{d} V}{\mathrm{~d} \phi}-2 V\right) \tag{2.109}
\end{equation*}
$$

From (B.59) the equation (2.108) is easily obtained as

$$
\begin{equation*}
\frac{\delta S_{B D}}{\delta \phi}=\frac{\partial}{\partial \phi}\left(\phi R-\frac{\omega_{B D}}{\phi} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi-V\right)-\partial_{\rho}\left(-\frac{\partial\left(\frac{\omega_{B D}}{\phi} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi\right)}{\partial \partial_{\rho} \phi}\right) \tag{2.110}
\end{equation*}
$$

which reproduces exactly the required result (2.108). However, this procedure does not allow to set the boundary condition $\delta \phi=0$ contrary to our method as we can see from (2.105).

The action (2.81) and the field equations suggest that the scalar field $\phi$ could be identified with the inverse of the effective gravitational coupling

$$
\begin{equation*}
G_{e f f}(\phi)=\frac{1}{\phi} \tag{2.111}
\end{equation*}
$$

and it is a function of the spacetime location, with the restriction $\phi>0$ to ensure a positive gravitational coupling. The dimensionless Brans-Dicke parameter $\omega_{B D}$ is a free parameter of the theory. The larger the value of $\omega_{B D}$ the closer Brans-Dicke theory to GR [3, 14]. For experimental and solar systems bounds on $\omega_{B D}$ see [5, 14]. One of the main points to include the Brans-Dicke theory in this thesis is due to the fact that metric and Palatini $f(R)$ gravities are equivalent to scalar-tensor theories with the derivative of the function $f(R)$ playing the role of the Brans-Dicke scalar [3].

### 2.8 Equivalence between $f(R)$ and scalar-tensor gravity

One of the most interesting and intriguing points about models beyond GR is the equivalence between some kinds of theories [3, 4]. In the case of metric and Palatini $f(R)$ gravity, there is an equivalence with the scalar-tensor theory [3, 4]. The equivalence is based on the derivative of $f(R)$ acting as the Brans-Dicke scalar field (scalaron) [3, 4]. We only summarize the metric case, for details see ([3]). We start with the action for $f(R)$ gravity (2.39) and we set $\phi \equiv R$. The action (2.39) is rewritten in the form

$$
\begin{equation*}
S_{m o d}=\frac{1}{16 \pi} \int \mathrm{~d}^{4} x \sqrt{-g}(\psi(\phi) R-V(\phi))+S^{m} \tag{2.112}
\end{equation*}
$$

when $f^{\prime \prime}(\phi) \neq 0$, in (2.112) we can set

$$
\begin{array}{r}
\psi=f^{\prime}(\phi) \\
V(\phi)=\phi f^{\prime}(\phi)-f(\phi) \tag{2.113}
\end{array}
$$

and the equivalence is obtained from (2.113)

$$
\begin{equation*}
S_{m o d}=\frac{1}{16 \pi} \int \mathrm{~d}^{4} x \sqrt{-g}\left(\psi(\phi) R-\phi f^{\prime}(\phi)+f(\phi)\right)=\frac{1}{16 \pi} \int \sqrt{-g} \mathrm{~d}^{4} x f(R)+S^{m} \tag{2.114}
\end{equation*}
$$

where we should use the fundamental theorem of auxiliary fields [9, 27] to recover the right side of (2.114) in terms of $f(R)$. Moreover, we can see that vice-versa is also valid. From the variation respect to $\phi$ of (2.112), which leads to

$$
\begin{equation*}
\frac{\mathrm{d} \psi}{\mathrm{~d} \phi} R-\frac{\mathrm{d} V}{\mathrm{~d} \phi}=(R-\phi) f^{\prime \prime}=0 \tag{2.115}
\end{equation*}
$$

and it implies $\phi=R$ when $f^{\prime \prime} \neq 0$. The action (2.112) has the Brans-Dicke 2.81 form

$$
\begin{equation*}
S=\frac{1}{16 \pi} \int \mathrm{~d}^{4} x \sqrt{-g}\left[\psi R-\frac{\omega_{B D}}{2} \nabla^{\mu} \psi \nabla_{\mu} \psi-U(\psi)\right]+S^{m} \tag{2.116}
\end{equation*}
$$

with Brans-Dicke field $\psi$, Brans-Dicke parameter $\omega_{B D}=0$, and potential $U(\psi)=V[\phi(\psi)]$. There are several important consequences about a Brans-Dicke theory with $\omega_{B D}=0$, for example, in the weak-field limit we can get Yukawa-like corrections to the Newtonian potential. Another interesting application of the theory is in the context of dilaton gravity. For deep study about scalar-tensor theories and their generalizations see [3-5, 28].

### 2.8.1 Boundary contribution in scalar-tensor gravity

The action for a general scalar-tensor theory of gravity is $[3,9]$

$$
\begin{equation*}
S=\int_{\mathcal{V}} \mathrm{d}^{4} x \sqrt{-g}\left(F(\phi) R-\frac{1}{2} \lambda(\phi) g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi-U(\phi)\right) \tag{2.117}
\end{equation*}
$$

and the generalized boundary term [9]

$$
\begin{equation*}
S_{G Y H}=2 \oint_{\partial V} \mathrm{~d}^{3} y \sqrt{|h|} F(\phi) K \tag{2.118}
\end{equation*}
$$

with the boundary conditions $\left.\delta g_{\alpha \beta}\right|_{\mathcal{V}}=0$ and $\left.\delta \phi\right|_{\mathcal{V}}=0 .{ }^{4}$ The generalized field equations are directly from (2.81) setting the proper boundary condition $\left.\delta g_{\alpha \beta}\right|_{\mathcal{V}}=0$. For the variation respect to $g^{\mu \nu}$ the field equations from (2.117) are

$$
\begin{equation*}
2 F(\phi)\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}\right)+2 \square F(\phi) g_{\mu \nu}-2 \nabla_{\mu} \nabla_{\nu} F(\phi)=T_{\mu \nu}^{\phi}+T_{\mu \nu}^{m a t} \tag{2.119}
\end{equation*}
$$

with $\delta g_{\mu \nu}=0$ on the boundary and

$$
\begin{equation*}
T_{\mu \nu}^{\phi}=\lambda(\phi)\left(\nabla_{\mu} \phi \nabla_{\nu} \phi-\frac{1}{2} g_{\mu \nu} \nabla_{\alpha} \phi \nabla^{\alpha} \phi-g_{\mu \nu} U(\phi)\right) . \tag{2.120}
\end{equation*}
$$

which is the natural generalization to (2.101). In the case of the scalar field, the variation respect to $\phi$ leads

$$
\begin{equation*}
\lambda(\phi) \square \phi+\frac{1}{2} \lambda^{\prime}(\phi) \nabla_{\alpha} \phi \nabla^{\alpha} \phi-U^{\prime}(\phi)+F^{\prime}(\phi) R=0, \tag{2.121}
\end{equation*}
$$

in this case $\left.\delta \phi\right|_{\mathcal{V}}=0$ and the equation (2.121) is the generalization to (2.108).

### 2.8.2 Boundary term for metric $f(R)$ gravity

The boundary term for metric $f(R)$ gravity from (2.113) and the equivalence in (2.114) is

$$
\begin{equation*}
S_{G Y H}=2 \oint_{\partial \mathcal{V}} \sqrt{|h|} \mathrm{d}^{3} y f^{\prime}(\phi) K \equiv 2 \oint_{\partial \mathcal{V}} \sqrt{|h|} \mathrm{d}^{3} y f^{\prime}(R) K \tag{2.122}
\end{equation*}
$$

We have shown that is possible to start with an action coming only from $f(R)$ gravity and adding the boundary term (2.122) without the equivalence between $f(R)$ gravity and scalar-tensor theory.

[^3]Moreover, we have derived in [10] the field equations for metric $f(R)$ gravity with the appropriate boundary contribution only from geometrical contributions adding a boundary contribution as (2.122) fixing only $\delta g_{\alpha \beta}=\left.0\right|_{\partial V}$, but we got the constraint $\left.\delta R\right|_{\partial V}=0$ similar to [24] without scalar fields. Some authors [9, 25] argued that given the equivalence between $f(R)$ and the scalar-tensor theory the curvature $R$ encodes the scalar degree of freedom of the theory and the condition $\left.\delta R\right|_{\partial \mathcal{V}}=0$ is equivalent to $\left.\delta \phi\right|_{\partial v}=0$. However, our proposal of write the action for metric $f(R)$ gravity with the action given by (2.38) has been widely accepted as a methodology to work in metric $f(R)$ gravity without mention the equivalence with scalar-tensor theories but with proper boundary conditions.

### 2.8.3 Higher order gravities

Generalizations of modify gravity including actions as

$$
\begin{equation*}
S \approx \int \sqrt{-g} \mathrm{~d}^{n} x F\left(R, R_{\mu v} R^{\mu \nu}, R_{\mu \nu \lambda \sigma} R^{\mu \nu \lambda \sigma}, \ldots \nabla_{\nu} R \nabla^{\nu} R, \ldots\right) \tag{2.123}
\end{equation*}
$$

are widely known in the literature [9,28]. We can think that the models derived from (2.123) are quite diverse, but in fact, as is studied in the very important paper [28], the models coming from (2.123) are essentially equivalent to various scalar-tensor theories [3, 9, 28]. As is shown in [28] the transition from a theory with higher order derivatives in the metric field to scalar-tensor theories involves an elimination of higher derivatives of the metric, usually they are replaced by a set of scalar fields that encode the physical degrees of freedom of the theory. The equivalence between the theory given by (2.123) is a scalar-tensor theory, typically a Brans-Dicke like theory in the Jordan frame [5, 9, 28]. In these theories the matter fields are minimally coupled to a potential for the scalar fields. The boundary term for an action like (2.123) can be obtained from the GYH term when we write (2.123) in the Einstein frame and after we can recover the boundary contribution in the Jordan frame through a conformal transformation and using the equivalence with the scalar-tensor theory. For higher derivative Lagrangians, where second and higher order derivatives of the metric appear and they cannot be removed by adding total derivatives to the action, the equations of motion are at least of fourth order and the GYH term obtained from the procedure described above are not generally sufficient to get a well-posed mathematical problem only setting $\delta g_{\alpha \beta} l_{\partial v}=0$. As we found in our work [10], for metric $f(R)$ gravity, the well-posed mathematical problem demands $\left.\delta R\right|_{\partial v}=0$. This point also opens a new issue when we are dealing with actions like (2.123). Should we use the equivalence between higher order derivatives Lagrangians with scalar-field theories to build up the boundary contribution? Are possible higher order derivatives theories only with metric degrees of freedom? Some aspects related with deep mathematical problems in gravity theories can be check in [12, 16-20, 24, 28, 29]. For further discussion about mathematical motivations in field theories see [15, 30-40].

### 2.8.4 Some remarks

We have obtained the field equations in the metric formalism of $f(R)$ gravity by using the direct results from variational principles. The modified action in the metric formalism of $f(R)$ gravity plus a Gibbons-York-Hawking like boundary term must be written as:

$$
\begin{equation*}
S_{m o d}=\frac{1}{2 \kappa}\left[\int_{V} d^{4} x \sqrt{-g}\left(f(R)+2 \kappa \mathcal{L}_{M}\left[g_{\alpha \beta}, \psi\right]\right)+2 \oint_{\partial V} d^{3} y \varepsilon \sqrt{|h|} f^{\prime}(R) K\right] \tag{2.124}
\end{equation*}
$$

with $f^{\prime}(R)=d f(R) / d R$ and $\mathcal{L}_{M}$ the Lagrangian associated with all the matter fields. From the quantities $M_{\sigma}$ and $N^{\sigma}$, defined in (2.48) and (2.49) respectively, we recovered GR plus Gibbons-York-Hawking
boundary term in the particular case $f(R)=R$. We see that including the boundary term, we have a well behaved mathematical problem setting both, $\delta g_{\alpha \beta}=0$ and $\delta R=0$ in $\partial \mathcal{V}$.

We must emphasize that ETGs are one class of the most well established and deeply studied alternative theories of gravity and they naturally arise in different contexts of physics and mathematics. For example, dimensionally reduced effective theories of higher dimensionality such Kaluza-Klein and string models [41], it motivates to study EGTs within the context of cosmology and astrophysics, as well, they bring some interesting mathematical and physical problems as the one we addressed in our work [10]. After the publication there have been a number of citations and papers covering very different aspects concerning to physical and mathematical aspects related with the boundary term coming only from the (2.38). The topics cover from the Weak Equivalence Principle to superconductors in $f(R)$ gravity. In all the citations our proposal takes importance for several physical applications and mathematically there are still open problems arising from our proposal which should be investigated. As a final remark, several works including PhD thesis from important schools have adopted our approach to study the boundary problem in metric $f(R)$ gravity as can be easily checked in the quotations to our work.

## Chapter 3

# Covariant dynamics of the cosmological models: covariant "1+3" formalism 

### 3.1 Introduction

In this chapter we describe the basic tools for the dynamics of the cosmological models in the $1+3$ formalism following [1]. After a short review about the main aspects of the cosmological dynamics in both GR and metric $f(R)$ gravity, we present our contribution about the Geodesic Deviation Equation (GDE) in metric $f(R)$ gravity. Our work [42] is one of the first known attempts to generalize the GDE to ETGs. We also discuss the GDE in the $1+3$ formalism [43]. As an example, the equation for the angular diameter distance in the Friedmann-Lemaitre-Robertson-Walker (FLRW) cosmologies is derived. For definitions and useful equations in the " $1+3$ formalism" see Appendix B.

### 3.2 Cosmology in " $1+3$ " language

It is very common to find in the cosmological literature the expression: The spacetime manifold is covered with comoving coordinates. Even in the case of "homogeneous and isotropic solutions" for a gravity theory as GR, this is a not trivial task [1]. Deep ideas as the Weyl principle and strong assumptions as the Copernican Principle are the fundamental blocks to write the field equations in any gravity theory. When we consider the perturbed universe the situation is worse, due to the general covariance of the gravity theory, the cosmological perturbation theory differs from other branches of physics because in this theory the perturbed object is the spacetime itself. There has been a very important effort to describe the dynamics of the cosmological models in a coordinate independent way. Ehlers in his famous paper gave important clues for this task [44]. Others authors as G.F.R. Ellis and his collaborators have used this framework with success in GR specially for cosmological purposes. In this chapter, we will review the main aspects of the " $1+3$ covariant formalism". The main goal is to discuss the results obtained in our work [42] and complemented in [45]. The extension to the covariant approach for $f(R)$ gravity is also reviewed from [43].

To describe the spacetime manifold is convenient to use comoving coordinates adapted to the fundamental world lines. The construction of the coordinates locally follows the rules [1].

- Choose a surface $S$ that intersects each world line once, in general, this surface is not unique. Label each world line where it intersects this surface; as the surface is three-dimensional, three labels $y^{i},(i=1,2,3)$, are needed to label all the world lines.
- Extend this labeling off the surface $S$ by maintaining the same labeling for the world lines at later and earlier times. Thus, $y^{i}$ are comoving coordinates: the value of the coordinate is maintained along the world lines.
- Define a time coordinate $t$ along the fluid flow lines (it must be a increasing function along each flow line).

The set $\left(t, y^{i}\right)$ are comoving coordinates adapted to the flow lines. In general, the surfaces $(t=$ constant) are not orthogonal to the fundamental world lines. A particular choice for the temporal coordinate is $s=\tau+s_{0}$, where $\tau$ is the proper time measured along the fundamental world lines from $S$ (positive to the future of $S$, negative to the past) and $s_{0}$ an arbitrary constant. The set of coordinates $\left(s, y^{i}\right)$ are called "normalized comoving coordinates." For homogeneous and isotropic solutions as FLRW such normalized comoving coordinates are used. It is important to notice that the $1+3$ formalism naturally enables to keep the discussion about the cosmological models quite general, assumptions as the cosmological principle are not necessary as a fundamental condition.

## Adapted comoving coordinates



Figure 3.1: comoving coordinates

### 3.3 The Covariant approach

The matter components in the universe define a physically motivated choice of preferred motion. It is usual to choice the CMB frame, where the radiation dipole vanishes, as the natural reference frame in cosmology. But it is not the only choice, other useful frame is where the total momentum density of of all components vanishes [1]. Each frame defines a preferred 4-velocity field $u^{a}$ with preferred world lines. The 4 -velocity field is timelike and normalized by the condition $g_{a b} u^{a} u^{b}=-1$. The preferred world lines are given in terms of local coordinates $x^{\mu}=x^{\mu}(\tau)$, with $\tau$ the proper time along the world
lines, the preferred 4-velocity is the unit timelike vector (see figure3.1)

$$
\begin{equation*}
u^{a}=\frac{\mathrm{d} x^{a}}{\mathrm{~d} \tau} \tag{3.1}
\end{equation*}
$$

and from the spacetime interval $\left(d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}\right)$ invariant

$$
\begin{equation*}
\tau=\int\left[-\left(\mathrm{d} x^{a} / \mathrm{d} \tau\right)\left(\mathrm{d} x^{b} / \mathrm{d} \tau\right) g_{a b}\right]^{1 / 2} \mathrm{~d} \tau=\int\left(-u^{a} u_{a}\right) d \tau \tag{3.2}
\end{equation*}
$$

we find the normalization of the 4 -velocity field as

$$
\begin{equation*}
u^{a} u_{a}=-1 \tag{3.3}
\end{equation*}
$$

The above considerations are quite powerful when we should deal with the cosmological perturbation theory as we will show in the next chapters. In normalized comoving coordinates $u^{a}=\left(\frac{\mathrm{d} s}{\mathrm{~d} \tau}, \frac{\mathrm{~d} y^{i}}{\mathrm{~d} \tau}\right)=\delta_{0}^{a}$. In the next section, the kinematical quantities associated with the fluid flow lines are employed to defined preferred rest frames at each point in $\mathcal{M}$.

### 3.3.1 Space-Time Splitting

Given any 4- velocity vector field $u^{a}$, the projection operator $h_{a b}$ is defined by

$$
\begin{equation*}
h_{a b} \equiv g_{a b}+u_{a} u_{b} \tag{3.4}
\end{equation*}
$$

where $g_{a b}$ is the metric tensor and

$$
\begin{equation*}
h_{a b} u^{b}=g_{a b} u^{b}+u_{a} u_{b} u^{b}=u_{a}-u_{a}=0, \tag{3.5}
\end{equation*}
$$

it means that $h_{a b}$ projects into the instantaneous rest-space of an observer with 4-velocity $u^{a}[1,46]$. The vector field $u^{a}$ induces two differential operations for a general tensor from the covariant derivate along the preferred world lines. The first is the general time derivative along the fluid flow lines

$$
\begin{equation*}
\dot{T}_{e f g}^{a b c d} \equiv u^{l} \nabla_{l} T_{e f g}^{a b c d} \tag{3.6}
\end{equation*}
$$

and the second is the fully projected three-dimensional covariant derivative

$$
\begin{equation*}
\bar{\nabla}_{l} T^{a b c}{ }_{e f} \equiv h_{l}{ }^{p} h^{a}{ }_{r} h_{m}^{b} h_{s}^{c} h_{e}^{q} h_{f}^{g} \nabla_{p} T_{q g}^{r s m} . \tag{3.7}
\end{equation*}
$$

The projector (3.4) satisfaces the following algebra,

$$
\begin{equation*}
h_{b}^{a} h_{c}^{b}=g_{b}^{a} h_{c}^{b}+u^{a} u_{b} h_{c}^{b}=h_{c}^{a}, \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{a}^{a}=g_{a}^{a}+u^{a} u_{a}=4-1=3 . \tag{3.9}
\end{equation*}
$$

The vector field $u^{a}$ defines a natural decomposition for tensor fields, the metric itself can be write as

$$
\begin{equation*}
g_{\perp a b}=h_{a}^{c} h_{b}^{d} g_{c d}=h_{a b} \tag{3.10}
\end{equation*}
$$

perpendicular to $u^{a}$ and the parallel part by

$$
\begin{equation*}
g_{\| a b}=U_{a}^{c} U_{b}^{d} g_{c d}=\left(-u_{a} u^{c}\right)\left(-u_{b} u^{d}\right) g_{c d}=u_{a} u_{b} u_{c} u^{c}=-u_{a} u_{b}=U_{a b}, \tag{3.11}
\end{equation*}
$$

with $U_{a b} \equiv-u_{a} u_{b}$. These results also imply

$$
\begin{equation*}
g_{a b}=g_{\perp a b}+g_{\| a b}=h_{a b}+U_{a b} \tag{3.12}
\end{equation*}
$$

The equation (3.12) allow us to write any vector field as

$$
\begin{equation*}
V_{a}=g_{a b} V^{b}=h_{a b} V^{b}-u_{a} u_{b} V^{b} \tag{3.13}
\end{equation*}
$$

where we can see the natural orthogonal decomposition for the vector field. The equation (3.12) exhibits an important result, the invariant

$$
\begin{equation*}
d s^{2}=g_{a b} d x^{a} d x^{b}=h_{a b} d x^{a} d x^{b}-u_{a} u_{b} d x^{a} d x^{b}=h_{a b} d x^{a} d x^{b}-\left(u_{a} d x^{a}\right)^{2}, \tag{3.14}
\end{equation*}
$$

defines the "spatial separation" between two events by $\left(h_{a b} d x^{a} d x^{b}\right)^{1 / 2}$ and a "time separation" $\left(u_{a} d x^{a}\right)$ for an observer moving with 4-velocity $u^{a}$. Once one can see that $h_{a b}$ and $u^{a}$ separate any physical tensor field into "space" and "time" parts corresponding to the way an observer moving with 4-velocity $u^{a}$ would measure these fields [1,46]. The $1+3$ covariant approach to cosmology makes use of this fact choosing in each point the "average velocity in the universe" [1, 46]. In other words, the $1+3$ formalism is as a covariant Lagrangian approach.

### 3.4 The kinematical quantities

One can decompose the covariant derivative of $u_{a}$ using (3.12), from the identity

$$
\begin{equation*}
u_{a ; b}=g_{a}{ }^{c} g_{b}{ }^{d} u_{c ; d}=g_{c}^{a} u_{c ; d} h_{b}^{d}-g_{a}{ }^{c} u_{c ; d} u^{d} u_{b}, \tag{3.15}
\end{equation*}
$$

and using (3.4) the expression (3.15) is written as

$$
\begin{equation*}
g_{a}{ }^{c} u_{c ; d} h_{b}^{d}=\left(h_{a}^{c}-u^{c} u_{a}\right) u_{c ; d} h_{b}^{d}=h_{a}^{c} h_{b}^{d} u_{c ; d}-u_{a} u^{c} u_{c ; d} h_{b}^{d}, \tag{3.16}
\end{equation*}
$$

the last term in the right side of (3.16) is null due to the normalization condition $u_{c} u^{c}=-1$ and $\nabla_{d}\left(u_{c} u^{c}\right)=2 u^{c} u_{c ; d}=0$. Finally we can write 3.15 as

$$
\begin{equation*}
u_{a ; b}=h_{a}^{c} h_{b}^{d} u_{c ; d}-\dot{u}_{a} u_{b} \tag{3.17}
\end{equation*}
$$

The equation (3.17) is the natural spatial and time decomposition for the first covariant derivative for $u_{a}$. We can go further and define

$$
\begin{equation*}
u_{a ; b} \equiv \sigma_{a b}+\frac{1}{3} h_{a b} \Theta+\omega_{a b}-\dot{u}_{a} u_{b} \tag{3.18}
\end{equation*}
$$

where $\sigma_{a b}=\sigma_{(a b)}, \sigma_{a b} u^{b}=0$ and $\sigma_{a}^{a}=0$ is the shear tensor. The vorticity $\omega_{a b}=\omega_{[a b]}$ and satisfaces $\omega_{a b} u^{b}=0$. From (3.18), the volume-expansion is $u_{; a}^{a}=\Theta$. The temporal term in (3.18) is $\dot{u}_{a} u_{b}$ where $\dot{u}_{a}$ is the "acceleration vector"; it represents the effects of non-gravitational forces and satisfaces $u_{a} \dot{u}^{a}=0$. The definitions for each component are

$$
\begin{equation*}
\omega_{a b} \equiv h_{a}^{c} h_{b}^{d} u_{[c ; d]}, \tag{3.19}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{a b} \equiv h_{a}^{c} h_{b}^{d} u_{(c ; d)}-\frac{1}{3} u_{; c}^{c} h_{a b} . \tag{3.20}
\end{equation*}
$$

From 3.19 the vorticity vector $\omega^{a}$ is defined by

$$
\begin{equation*}
\omega_{a}:=-\frac{1}{2} \operatorname{curl} u_{a}=\frac{1}{2} \eta_{a b c} \omega^{b c} . \tag{3.21}
\end{equation*}
$$

From the Einstein field equations for GR or for any ETGs, we have in general the dynamics for the gravity variables in a gravity theory. But there are some results coming from differential geometry that they are valid independently of the gravity theory. We will use some of these results to give the equation of motion for the kinematical quantities in (3.18).

### 3.5 Ricci tensor identities

From the " $1+3$ decomposition" for the $4-$ velocity and employing the Riemann's identities (see Appendix B) we can derive the following result [47]

$$
\begin{equation*}
u^{c}\left[\nabla_{c}, \nabla_{d}\right] u_{a}=R_{a b c d} u^{b} u^{c}, \tag{3.22}
\end{equation*}
$$

and using $\nabla_{d}\left(u^{c} \nabla_{c} u_{a}\right)=u^{c} \nabla_{d} \nabla_{c} u_{a}+\nabla_{d} u^{c} \nabla_{c} u^{a}$ the equation (3.22) becomes

$$
\begin{equation*}
\left(\nabla_{d} u_{a}\right)-\nabla_{d} \dot{u}_{a}+\left(\nabla_{d} u^{c}\right)\left(\nabla_{c} u_{a}\right)=R_{a b c d} u^{b} u^{c} . \tag{3.23}
\end{equation*}
$$

Taking the contraction from (3.23) finally we get

$$
\begin{equation*}
\left(\nabla_{a} u^{a}\right)-\nabla_{a} \dot{u}^{a}+\left(\nabla^{a} u^{c}\right)\left(\nabla_{c} u_{a}\right)=-R_{b c} u^{b} u^{c} . \tag{3.24}
\end{equation*}
$$

The (3.24) in terms of the shear and vorticity is

$$
\begin{equation*}
\dot{\Theta}+\frac{1}{3} \Theta^{2}+2\left(\sigma^{2}-\omega^{2}\right)-\nabla_{a} \dot{u}^{a}=-R_{b c} u^{b} u^{c} \tag{3.25}
\end{equation*}
$$

where we use the result

$$
\begin{equation*}
\left(\nabla_{d} u^{c}\right)\left(\nabla_{c} u_{a}\right)=2\left(\sigma^{2}-\omega^{2}\right)+\frac{1}{3} \Theta^{2}, \tag{3.26}
\end{equation*}
$$

with $2 \sigma^{2}=\sigma^{a c} \sigma_{c a},-2 \omega^{2}=\omega^{a c} \omega_{c a}=-\omega^{a c} \omega_{a c}$. Sometimes is useful to express $\nabla_{a} \dot{u}^{a}=\bar{\nabla}_{a} u^{a}+$ $\dot{u}_{a} \dot{u}^{a}$. The (3.25) is the master equation to study the evolution of the cosmological models in the " $1+3$ formalism". Another important result coming also from the Riemann tensor is [1]

$$
\begin{equation*}
\nabla_{c} \nabla_{d} u_{a}-\nabla_{d} \nabla_{c} u_{a}=R_{a b c d} u^{b} \tag{3.27}
\end{equation*}
$$

and taking the spatial projection of (3.27) we get in two equivalent forms

$$
\begin{align*}
h_{a}^{b} \nabla_{c}\left(\sigma_{b}^{c}+\omega_{b}^{c}\right)-\frac{2}{3} \bar{\nabla}_{a} \Theta-\left(\omega_{a b}+\sigma_{a b}\right) \dot{u}^{b} & =h_{a}^{b} R_{b d} u^{d},  \tag{3.28}\\
\bar{\nabla}^{b} \sigma_{a b}-\operatorname{curl} \omega_{a}-\frac{2}{3} \bar{\nabla}_{a} \Theta+2 \eta_{a b c} \omega^{b} \dot{u}^{c} & =R_{<a>b} u^{b} . \tag{3.29}
\end{align*}
$$

The equation (3.23) gives also important constrains about the vorticity, from

$$
\begin{equation*}
R_{a[b c d]} u^{a}=0 \Longrightarrow u_{[b ; c d]=0}, \tag{3.30}
\end{equation*}
$$

or in terms of the kinematical variables, the divergence of the vorticity vector is

$$
\begin{equation*}
h_{a}^{b} \nabla_{b} \omega^{a}=\omega_{a} \dot{u}^{a}, \tag{3.31}
\end{equation*}
$$

and the vorticity propagation

$$
\begin{equation*}
\dot{\omega}^{\langle e\rangle}=-\frac{2}{3} \Theta \omega^{e}+\sigma^{e d} \omega_{d}-\frac{1}{2} \operatorname{curl} \dot{u}^{e} \tag{3.32}
\end{equation*}
$$

The results summarized in this section are general for any spacetime because they are derived only from the Riemann tensor properties. The only special issue was the decomposition of the $\nabla_{b} u_{a}$ tensor.

### 3.6 The energy-momentum tensor

In the " $1+3$ covariant approach" a general fully relativistic fluid measured by an observer with 4 -velocity is described by the symmetric tensor:

$$
\begin{equation*}
T_{a b}=\rho u_{a} u_{b}+q_{a} u_{b}+q_{b} u_{a}+p h_{a b}+\Pi_{a b} . \tag{3.33}
\end{equation*}
$$

with $\rho=T_{a b} u^{a} u^{b}$ the relativistic energy density, $p=\frac{1}{3} h^{a b} T_{a b}$ the relativistic pressure, $q_{a}=-h_{a}^{c} T_{c b} u^{b}$ the relativistic momentum density (diffusion and heat conduction) and $\Pi_{a b}=h_{(a}^{c} h_{b)}^{d} T_{c d}-\frac{1}{3} h_{a b} h^{c d} T_{c d}$ is the anisotropic (traceless) stress tensor due to effects such as viscosity or magnetic fields. The 10 components of $T_{a b}$ are represented by two scalar fields $(\rho, p)$, the three components of the vector $q_{a}$ and five components of the tensor $\Pi_{a b}$ [1].

### 3.6.1 The conservation laws

The Bianchi identity

$$
\begin{equation*}
\nabla_{b} T^{a b}=0 \tag{3.34}
\end{equation*}
$$

in terms of the " $1+3$ covariant" frame determines the rate of change of the relativistic energy along the world lines [1, 6]

$$
\begin{equation*}
u_{a} \nabla_{b} T^{a b}=\dot{\rho}+(\rho+p) \Theta+\Pi^{a b} \sigma_{a b}+\bar{\nabla}_{a} q^{a}+2 \dot{u}_{a} q^{a}=0, \tag{3.35}
\end{equation*}
$$

for the temporal part and the orthogonal projection is

$$
\begin{equation*}
h_{a c} \nabla_{b} T^{a b}=\dot{q}_{\langle c\rangle}+\frac{4}{3} \Theta q_{c}+(\rho+p) \dot{u}_{c}+\bar{\nabla}_{c} p+\bar{\nabla}^{b} \Pi_{c b}+\dot{u}^{a} \Pi_{c a}+\left(\sigma_{c b}+\eta_{c b d} \omega^{d}\right) q^{b}=0 \tag{3.36}
\end{equation*}
$$

where we have used $\Pi^{a b}=h_{d}^{a} h^{b}{ }_{f} \Pi^{d f}$. The equation (3.36) describes the acceleration caused by various pressure contributions and it is the generalization for the Euler equation in classical fluid dynamics.

### 3.7 Einstein field equations in the covariant language

The Einstein Field Equations can be split using the $U_{b}^{a}$ and $h_{a}^{b}$ operators are:

$$
\begin{equation*}
R_{a b} u^{a} u^{b}-\frac{1}{2} R g_{a b} u^{a} u^{b}=8 \pi G T_{a b} u^{a} u^{b}+\Lambda g_{a b} u^{a} u^{b} \tag{3.37}
\end{equation*}
$$

and from the normalization for the four-velocity $u^{a} u_{a}=-1$ we have

$$
\begin{equation*}
R_{a b} u^{a} u^{b}+\frac{1}{2} R=8 \pi G T_{a b} u^{a} u^{b}-\Lambda . \tag{3.38}
\end{equation*}
$$

To go further, the right side of (3.38) and using as the source the energy momentum tensor for a general fluid

$$
\begin{equation*}
T_{a b} u^{a} u^{b}=\rho u_{a} u_{b} u^{a} u^{b}+q_{a} u_{b} u^{a} u^{b}+u_{a} q_{b} u^{a} u^{b}+p h_{a b} u^{a} u^{b}+\Pi_{a b} u^{a} u^{b}, \tag{3.39}
\end{equation*}
$$

and from the properties $q_{a}=h_{a}^{c} q_{c}=q_{\langle a\rangle}, \Pi_{a b}=h_{a}^{c} h_{b}^{d} \Pi_{c d}=\Pi_{\langle a b\rangle}$ and replacing the trace for the energy momentum tensor $T_{a}^{a}=-\rho+3 p$ the equation (3.38) finally is

$$
\begin{equation*}
R_{a b} u^{a} u^{b}=4 \pi G(\rho+3 p)-\Lambda . \tag{3.40}
\end{equation*}
$$

The equation (3.40) is one of the fundamental equations to study the dynamics of the cosmological models. From the properties of the projectors, the rest of the field equations are:

$$
\begin{equation*}
R_{a b} u^{a} h_{c}^{b}=-8 \pi G q_{c}, \tag{3.41}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{a b} h_{c}^{a} h_{d}^{b}=(4 \pi G(\rho-p)+\Lambda) h_{c d}+8 \pi G \Pi_{c d} . \tag{3.42}
\end{equation*}
$$

The full set (3.40), (3.41), (3.42) are the field equations in GR in the "Covariant Approach" for a relativistic fluid as a source.

### 3.7.1 The Ehlers-Raychaudhuri equation

The equation (3.40) can be transformed using the Bianchi identity [ 1,48 ]

$$
\begin{equation*}
-R_{a b} u^{a} u^{b}=\dot{\Theta}+\frac{1}{3} \Theta^{2}+2\left(\sigma^{2}-\omega^{2}\right)-\bar{\nabla}_{a} \dot{u}^{a}-\dot{u}^{a} \dot{u}_{a}, \tag{3.43}
\end{equation*}
$$

as

$$
\begin{equation*}
\dot{\Theta}+\frac{1}{3} \Theta^{2}+2\left(\sigma^{2}-\omega^{2}\right)-\bar{\nabla}_{a} \dot{u}^{a}-\dot{u}^{a} \dot{u}_{a}+4 \pi G(\rho+3 p)-\Lambda=0 . \tag{3.44}
\end{equation*}
$$

The equation (3.44) is the dynamics for the kinematical quantities and contains all the possible cosmological models including shear ( $\sigma_{a b}$ ) and vorticity ( $\omega_{a b}$ ). Several important features can be studied from (3.44). For a general fluid, we can define a representative "length scale" $l(\tau)$ with $\tau$ the proper time along the fluid flow lines. The length is defined by

$$
\begin{equation*}
\frac{\dot{l}(\tau)}{l} \equiv \frac{1}{3} \Theta . \tag{3.45}
\end{equation*}
$$

The equation (3.45) determines $l(\tau)$ up a constant along the world lines. The change of volume along the fluid flow is characterized by $V \propto l^{3}$. In the very special case of the FLRW spacetime, the length $l$ corresponds to the scale-factor $a$. The Hubble parameter is generalized as

$$
\begin{equation*}
H \equiv \frac{i}{l}=\frac{1}{3} \Theta, \tag{3.46}
\end{equation*}
$$

and the deceleration generalized parameter

$$
\begin{equation*}
q \equiv-\left(\frac{\ddot{l}}{l}\right) \frac{1}{H^{2}} \tag{3.47}
\end{equation*}
$$

The equation (3.44) in terms of $l$ is

$$
\begin{equation*}
\frac{3 \ddot{l}}{l}=-2\left(\sigma^{2}-\omega^{2}\right)+\bar{\nabla}_{a} \dot{u}^{a}+\dot{u}^{a} \dot{u}_{a}-4 \pi G(\rho+3 p)+\Lambda . \tag{3.48}
\end{equation*}
$$

The equation (3.48) clearly shows the effect from the different contributions in the $\ddot{l}(\tau)$. While the shear, energy density and pressure act making the matter tend to the collapse, the vorticity and a positive cosmological constant tend to make the matter to expand. The acceleration terms are of indefinite sign. The equation (3.48) applies to different astrophysical and cosmological scenarios when the matter source is a fluid [29]. Solutions to (3.48) can be found in [29] for a cosmological model with non vanish vorticity (Gödel's universe) with rotation and in models for relativistic stars [1, 29]. The equation (3.44) is also the fundamental tool to study the singularity theorems [23, 29]. The equation (3.44) is naturally extended for alternative gravity theories, the special case of $f(R)$ gravity is treated somewhere in this chapter.

One of the most important analysis that can be done is to evaluate the equation (3.44) today, it is done denoting the values for the parameters with the subscript ( 0 ) and it implies to choose a initial value $t_{0}$ when the coordinates are set. We can rewrite the (3.44) equation as follows [1]

$$
\begin{equation*}
q_{0}=\frac{2}{3}\left(\frac{\sigma_{0}^{2}}{H_{0}^{2}}-\frac{\omega_{0}^{2}}{H_{0}^{2}}\right)-\frac{\left(\bar{\nabla}_{a} \dot{u}^{a}+\dot{u}_{a} \dot{u}^{a}\right)_{0}}{3 H_{0}^{2}}+\frac{\Omega_{0}}{2}+\frac{3 \Omega_{p 0}}{2}-\Omega_{\Lambda 0} \tag{3.49}
\end{equation*}
$$

where the definitions for (3.49) are $q_{0}=\frac{1}{H_{0}^{2}}\left(\frac{\ddot{l}}{l}\right)_{0}$, the Hubble parameter $\Theta=3\left(\frac{i}{l}\right)_{0}=3 H_{0}$ and $l$ the scale factor. For the densities $\Omega_{0}=\frac{8 \pi G \rho_{0}}{3 H_{0}^{2}}, \Omega_{p 0}=\frac{8 \pi G p_{0}}{3 H_{0}^{2}}$ and $\Omega_{\Lambda 0}=\frac{\Lambda}{3 H_{0}^{2}}$. For some observational aspects of (3.49) see [1] and references therein. In the chapter 4 we will explore the role of the shear and vorticity in the context of perturbation theory in the $1+3$ formalism. The rest of this chapter is dedicated to a special class of cosmological models.

### 3.8 The constraint equations

The $1+3$ formalism gives the full set of equations for the variables $\left\{\dot{u}^{a}, \omega_{a}, \Theta, \sigma_{a b}, \rho, q_{a}, p, \Pi_{a b}, E_{a b}, H_{a b}\right\}$ for a given gravity theory. Now, we can write the equation (3.41) in terms of the kinematical variables from (3.28) [1]

$$
\begin{equation*}
\bar{\nabla}^{b} \sigma_{a b}-\operatorname{curl} \omega_{\langle a\rangle}-\frac{2}{3} \bar{\nabla}_{a} \Theta+2 \eta_{a b c} \omega^{b} \dot{u}^{c}+8 \pi G q_{\langle a\rangle}=0, \tag{3.50}
\end{equation*}
$$

and clearly (3.50) shows that the heat flow $q^{a}$ controls the spatial gradients of $\{\Theta, \sigma, \omega\}$ in GR [1, 46]. However, it is mandatory to comment that the $1+3$ formalism has some special features when we face the resolution of the full set of equations. The equations (3.50), (3.31) and (3.32) show the importance of the vorticity $\omega_{a}$ in the theory.

### 3.8.1 Vorticity-free $\left(\omega_{a}=0\right)$ equations

When $\omega=0$ there is a unique family of surfaces orthogonal to $u^{a}$, and in the case of GR the equations (B.52) and (B.53) are [48]

$$
\begin{align*}
{ }^{3} R_{a b}=\bar{\nabla}_{\langle a} \dot{u}_{b\rangle}- & l^{-3}\left(l^{3} \sigma\right)_{\langle a b\rangle}+8 \pi G \Pi_{a b}+\dot{u}_{\langle a} \dot{u}_{b\rangle} \\
& +\frac{2}{3}\left(\sigma^{2}+\frac{1}{3} \Theta^{2}+\Lambda+8 \pi G \rho\right) h_{a b} \tag{3.51}
\end{align*}
$$

clearly the equation (3.51) shows how the matter tensor affects the Ricci curvature of the three-dimensional space and closes the full set of equations together with (3.41) and (3.48) for GR. Taking the trace from (3.51)

$$
\begin{equation*}
{ }^{3} R=2\left(2 \sigma^{2}-\frac{1}{3} \Theta^{2}+\Lambda+8 \pi G \rho\right) \tag{3.52}
\end{equation*}
$$

which is a generalized Friedmann equation [1]. In the three-dimensional case ( ${ }^{3} C^{a b c d}=0$ ) and the Ricci tensor and the Ricci scalar characterized the ${ }^{3} R^{a b c d}$, it means that when $\omega=0$ the Riemann tensor for the three-space is fully described by the shear, expansion, acceleration, energy density and anisotropic pressure.
When $\omega \neq 0$ the situation is very difficult and give a set of equations analogous to (3.51) and (3.52) is a not trivial task. For some examples see [1]. We point out the problem related with the vorticity due to the fact that in several cosmological and physical situations the vorticity plays an important role. It has motivated several works including our study [49] in the generation and evolution of cosmic magnetic fields which will be the topic in next chapters. In our work we use the standard cosmological perturbation theory in the metric approach up to second order instead of the covariant $1+3$ formalism and we study the importance of the vorticity in the cosmological dynamo equation.

### 3.8.2 Bianchi identities

The Riemann tensor defines a traceless four-rank tensor field

$$
\begin{equation*}
C_{a b c d} \equiv R_{a b c d}-\frac{1}{2}\left(g_{a c} R_{b d}+g_{b d} R_{a c}-g_{b c} R_{a d}-g_{a d} R_{b c}\right)+\frac{R}{6}\left(g_{a c} g_{b d}-g_{a d} g_{b c}\right) \tag{3.53}
\end{equation*}
$$

with $C_{b a d}^{a}=0$. The equation (3.53) is the Weyl tensor. The Weyl tensor can be split using the projector $U_{a b}$ into an electric $E_{a b}$ and magnetic part $H_{a b}$,

$$
\begin{equation*}
E_{a b} \equiv C_{a e b d} u^{e} u^{d} \tag{3.54}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{a b} \equiv \frac{1}{2} \eta_{a e^{f g}} C_{f g b d} u^{e} u^{d} \tag{3.55}
\end{equation*}
$$

The set of equations $(3.54,3.55)$ represents completely the Weyl tensor [46]. The names electric and magnetic obey to a close analogy between the Maxwell equations in electrodynamics and the equations we can get from the Bianchi identities

$$
\begin{equation*}
C_{; d}^{a b c d}=R^{c[a ; b]}-\frac{1}{6} g^{c[a} R^{; b]}:=J^{a b c} \tag{3.56}
\end{equation*}
$$

where the current $J^{a b c}$ obeys $\nabla_{c} J^{a b c}=0$. Following the same procedure as with the Einstein equations we can split (3.56) respect to $u^{a}$ and $h_{a}^{b}$. Using the Einstein field equations combined with the results
from section 3.4 we get [1]

$$
\begin{gather*}
\bar{\nabla}^{b} E_{b a}=\eta_{a b c} \sigma_{d}^{b} H^{d c}-3 H_{a b} \omega^{b}+\frac{1}{3} \bar{\nabla}_{a} \rho \\
-\frac{1}{2} \bar{\nabla}^{b} \Pi_{b a}-\frac{1}{3} \Theta q_{a}+\frac{1}{2} \sigma_{a b} q^{b}+\frac{3}{2} \eta_{a b c} \omega^{b} q^{c},  \tag{3.57}\\
\dot{E}_{\langle a b\rangle}=\operatorname{curl} H_{a b}+2 \dot{u}^{c} \eta_{c d(a} H_{b)}^{d}-\Theta E_{a b}+3 \sigma_{c\langle a} E^{c}{ }_{b\rangle}-\omega_{c\langle a} E^{c}{ }_{b\rangle} \\
-\frac{1}{2} \bar{\nabla}_{\langle a} q_{b\rangle}-\dot{u}_{\langle a} q_{b\rangle}-\frac{1}{2} \dot{\Pi}_{\langle a b\rangle}-\frac{1}{6} \Theta \Pi_{a b}-\frac{1}{2} \sigma^{c}{ }_{\langle a} \Pi_{b\rangle c}  \tag{3.58}\\
-\frac{1}{2} \omega^{c}{ }_{\langle a} \Pi_{b\rangle c}-\frac{1}{2}(\rho+p) \sigma_{a b}, \\
+(\rho+p) \omega_{a}-\frac{1}{2} \eta_{a b c} \sigma_{d}^{b} \Pi^{d c}-\frac{1}{2} \Pi_{a b} \omega^{b}-\frac{1}{2} c u r l q_{a}, \\
\bar{\nabla}^{b} H_{b a}=-\eta_{a b} \sigma_{d}^{b} E^{d c}+3 E_{a b} \omega^{b}  \tag{3.59}\\
\dot{H}_{\langle a b\rangle}=-\operatorname{curl} E_{a b}-2 \dot{u}^{c} \eta_{c d(a} E_{b)}^{d}-\Theta H_{a b}+3 \sigma_{c\langle a} H_{b\rangle}^{c}-\omega_{c\langle a} H^{c}{ }_{b\rangle} \\
+\frac{1}{2} c u r l \Pi_{a b}+\frac{1}{2} \sigma^{c}{ }_{(a} \eta_{b) c d} q^{d}-\frac{3}{2} \omega_{\langle a} q_{b\rangle}, \tag{3.60}
\end{gather*}
$$

where this set of equations has the same functional form of the Maxwell equations. However, there is an important comment, to derive the full set of equations, the Einstein field equations are employed, it will be a difference when we consider a different theory as $f(R)$ gravity.

The equation (3.23) could be rewritten in terms of the Weyl tensor (3.53) taking its contraction with $\eta^{c d e}$ and two very important consequences are derived

$$
\begin{gather*}
H_{a b}=\operatorname{curl} \sigma_{a b}+\bar{\nabla}_{\langle a} \omega_{b\rangle}+2 \dot{u}_{\langle a} \omega_{b\rangle},  \tag{3.61}\\
E_{a b}-\frac{1}{2} R_{\langle a b\rangle}=-\dot{\sigma}_{\langle a b\rangle}-\frac{2}{3} \Theta \sigma_{a b}+\bar{\nabla}_{\langle a} \dot{u}_{b\rangle}+\dot{u}_{\langle a} \dot{u}_{b\rangle}-\omega_{\langle a} \omega_{b\rangle}-\sigma_{c\langle a} \sigma_{b\rangle}^{c} . \tag{3.62}
\end{gather*}
$$

The set of equations (3.50),(3.30)and (3.61) are the constraint equations. Any solution in GR should obeys (3.38) together with the constrain equations. It is very important in the context of cosmological perturbation theory. Now we only discuss a class of solutions for the cosmological model: The FLRW solution.

### 3.9 FLRW cosmologies

FLRW cosmologies are models for universes which are everywhere isotropic about the fundamental velocity. It implies that there is a group of isometries $G_{3}$ acting about each point in the spacetime which leaves the fundamental velocity invariant [1, 14]. This is the a very special and restrictive case, however, with very important consequences. Isotropic observations of every fundamental observer all the times imply that isotropic universes are spatially homogeneous: all the physical properties are the same everywhere on spacelike surfaces orthogonal to the fluid lines. The homogeneity implies a $G_{3}$ group of isometries acting transitively on these surfaces [1,14]. The high degree of symmetry makes the FLRW unrealistic models for the observed universe, but there is a very important fact: realistic models of the observed universe are provided by perturbed FLRW universes [1]. These almost FLRW models are the standard models of cosmology at the present time. The theory of cosmological perturbation theory uses this important remarkable observational feature. The justification for assuming the properties of
isotropy and homogeneity from observations relies on:

- Average on large scales larger than any astrophysical object (galaxy clusters), and
- allow our peculiar velocity relative to the mean motion of matter in the universe (in practice, relative to the cosmic microwave background radiation.)

The last condition sets the coordinates for the model. Once the two points are considered, on cosmological scales, there is not preferred direction and if we consider we are not in a special point, it means, the universe is isotropic for every observer and the consequence is that we reach one of the most powerful principles: The Cosmological Principle. During this thesis, we use the FLRW geometries as a background for the cosmological perturbation theory. There are more possibilities as the homogeneous but anisotropic family of Bianchi Models and exact isotropic but inhomogeneous family of solutions as the Lemaitre-Tolman-Bondi (LTB) which allow a wider class of the cosmological models, for further analysis see [50, 51].

### 3.9.1 Splitting of the FLRW spacetimes

The standard FLRW solutions arise from setting $\sigma_{a b}=\omega^{a}=0=\dot{u}^{a}$. In this case, there is normalized proper time $t$ which is a potential for the four-velocity field [1]

$$
\begin{equation*}
u_{a}=-t_{, a} \tag{3.63}
\end{equation*}
$$

and as a direct consequence of (3.63), the four velocity field is orthogonal to the surfaces of spatial homogeneity $t=$ const. The isotropy forces to $\Pi_{a b}=q_{a}=0$ in (3.33), which implies $p=p(t)$ or one can see anisotropy from $\bar{\nabla}_{a} p$. The null spatial pressure gradient implies $\dot{u}^{a}=0$ from (3.36) and (3.41) implies $\bar{\nabla}_{a} \Theta=0$. The complete characterization of the FLRW spacetimes is

$$
\begin{equation*}
\rho=\rho(t), \quad p=p(t), \quad \Theta=\Theta(t) \tag{3.64}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\bar{\nabla}_{a} \rho=\bar{\nabla}_{a} p=\bar{\nabla}_{a} \Theta=0, \tag{3.65}
\end{equation*}
$$

which is the condition for the spatial homogeneity of these universes on the $t=$ const surfaces [1]. The spacetime geometry for the FLRW family is given by

$$
\begin{equation*}
u_{a ; b}=\frac{1}{3} \Theta(t) h_{a b}=\frac{\dot{a}}{a} h_{a b}, \tag{3.66}
\end{equation*}
$$

with $a(t)=l(t)$ is the scale factor, the solution of (3.66) is

$$
\begin{equation*}
a(t) \propto \exp \left[\int^{t} \frac{1}{3} \Theta\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right] . \tag{3.67}
\end{equation*}
$$

In normalized comoving coordinates $\left(t, x^{i}\right)$, the four velocity field

$$
\begin{equation*}
u^{\mu}=\delta_{0}^{\mu} \tag{3.68}
\end{equation*}
$$

and from the orthogonality condition the metric tensor is

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t) f_{i j}\left(x^{k}\right) \mathrm{d} x^{i} \mathrm{~d} x^{j}, \tag{3.69}
\end{equation*}
$$

where the set of functions $f_{i j}$ describes three-dimensional spaces of constant curvature $k$. Finally, the FLRW metric is conveniently expressed as a function of the normalized comoving coordinates $(t, r, \theta, \phi)$ as

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t)\left(d r^{2}+f_{k}^{2}(r)\left(d \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right)\right) \tag{3.70}
\end{equation*}
$$

with $k$ the spatial constant curvature. We can choose $k= \pm 1,0$ and the comoving coordinate $r$ dimensionless and hence the scale factor $a(t)$ has dimension length. Other possibility in (3.70) is to take $a(t)$ as a dimensionless parameter and consequently the comoving coordinate $r$ has length dimension and $k$ has dimension (length) ${ }^{-2}$ and the function $f_{k}(r)$ becomes

$$
f_{k}(r)= \begin{cases}k^{-1 / 2} \sin (\sqrt{k} r) & \text { for } k>0  \tag{3.71}\\ (-k)^{-1 / 2} \sinh (\sqrt{-k} r) & \text { for } k<0 \\ r & \text { for } k=0\end{cases}
$$

We can normalize the current value of the scale factor as $a_{0}=1$. There are more possibilities for the comoving normalized coordinates, a very useful set is to keep the spatial coordinates in (3.70) but instead to use $t$ the conformal time $\left(\tau:=\int^{t} \frac{d t^{\prime}}{a\left(t^{\prime}\right)}\right)$ is employed.
A very important consequence of the symmetries in (3.70) is that a FLRW universe is conformally flat (i.e. the Weyl tensor (3.53) is null $\left\{C_{a b c d} \equiv 0\right\}$ ).

### 3.9.2 The Hubble's law

The scale factor $a(t)$ in (3.70) governs how all the spatial distances change in the evolution of a FLRW universe. We consider two different observers in $y_{A}^{i}$ and $y_{B}^{i}$ spatial comoving coordinates and choosing a $C\left(x^{i}(\lambda)\right)$ curve joining the observers, the distance between the observers along the $C$ in $t=t_{1}$ is

$$
\begin{equation*}
d\left(t_{1}\right)=a\left(t_{1}\right) \int_{A}^{B}\left(f_{i j} \frac{\mathrm{~d} x^{i}(\lambda)}{\mathrm{d} \lambda} \frac{\mathrm{~d} x^{j}(\lambda)}{\mathrm{d} \lambda}\right)^{1 / 2} \tag{3.72}
\end{equation*}
$$

and (3.72) holds for any time $t$. The speed of motion in the surface $t=$ const is

$$
\begin{equation*}
v(t):=\dot{d}(t)=\frac{\dot{a}}{a} d(t)=H(t) d(t) \tag{3.73}
\end{equation*}
$$

which is the Hubble's law and may be interpreted as an exact law of recession in the surfaces $t=$ const [1].

### 3.10 Dynamics of FLRW universes

The first model for a $f(R)$ function is GR with cosmological constant. In this case $f(R)=R-2 \Lambda$ and the field equations correspond to the Einstein gravity given by [1]

$$
\begin{array}{r}
\dot{\Theta}+\frac{1}{3} \Theta^{2}+4 \pi G(\rho+3 p)-\Lambda=0  \tag{3.74}\\
3 \frac{\ddot{a}}{a}=-4 \pi G(\rho+3 p)+\Lambda
\end{array}
$$

where we use $\frac{1}{3} \Theta=H=\frac{\dot{a}}{a}$. The energy (3.35) implies

$$
\begin{array}{r}
\dot{\rho}+\Theta(p+\rho)=0,  \tag{3.75}\\
\dot{\rho}+3 H(p+\rho)=0 .
\end{array}
$$

In this special case, when $\dot{a} \neq 0$, we can integrate (3.74) multiplying by $\dot{a} a$ and using $\left(a^{\dot{2}} \rho\right)=-\dot{a} a(\rho+3 p)$ from (3.75), the result is

$$
\begin{equation*}
\dot{a}^{2}-4 \pi G a^{2} \rho-\Lambda=\text { const }, \tag{3.76}
\end{equation*}
$$

where const is the spatial three-curvature. This result is also a consequence of the Gauss equation (B.52), finally we have

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}} \equiv H^{2}=\frac{8 \pi G \rho}{3}+\frac{\Lambda}{3}-\frac{k}{a^{2}}, \tag{3.77}
\end{equation*}
$$

which is the Friedmann equation. From (3.74) we notice that "static universe" $(\Theta=0)$ is only possible in GR with the condition

$$
\begin{equation*}
4 \pi G(\rho+3 p)=\Lambda \tag{3.78}
\end{equation*}
$$

which implies $\Lambda>0$. Besides the very well known results from the FLRW solutions, the set of equations (3.74), (3.75) and (3.77) needs the specification of a suitable state equation for matter. The kinematical properties of the FLRW family imply a stress tensor with the form of a perfect fluid ( $\Pi_{a b}=q_{a}=0$ ) in equation (3.33) but it does not specify the for any specific form for the state equation. A general possibility is to include dissipative effects in the form $p=p(\rho, s)$ with $s$ the entropy of the matter, it means, the fluid does not need to have a perfect fluid equation of state [1]. For most of the cosmological applications, a state equation of the form

$$
\begin{equation*}
w(t)=\frac{p(t)}{\rho(t)} \tag{3.79}
\end{equation*}
$$

seems to be a good description for the observations. The equation (3.79) closes the system for the cosmological models. The equation (3.77) in terms of the dimensionless parameters is

$$
\begin{align*}
\Omega_{m} & =\frac{8 \pi G \rho}{3 H^{2}}  \tag{3.80}\\
\Omega_{\Lambda} & =\frac{\Lambda}{3 H^{2}} \\
\Omega_{k} & =-\frac{k}{a^{2} H^{2}}
\end{align*}
$$

and it takes a singular form known as the cosmic sum rule:

$$
\begin{equation*}
\Omega_{m}+\Omega_{\Lambda}+\Omega_{k}=1 \tag{3.81}
\end{equation*}
$$

with $\Omega_{m}$ the contribution for all the matter fields. With (3.79), we write the Raychaudhuri-Ehlers equation (3.44) for the FLRW family as

$$
\begin{equation*}
3 \frac{\ddot{a}}{a}=-4 \pi G(1+3 w(t)) \rho+\Lambda \tag{3.82}
\end{equation*}
$$

and the deceleration parameter

$$
\begin{equation*}
q=\frac{3}{2} \Omega_{m}\left(w(t)+\frac{1}{3}\right)-\Omega_{\Lambda} . \tag{3.83}
\end{equation*}
$$

For some applications, (3.77) is normalized defining $y:=\frac{a}{a_{0}}=\frac{1}{1+z}$, where $z$ is the cosmological redshift. As an example, a universe with non-interacting matter $\left(\Omega_{M}\right)$ and radiation $\left(\Omega_{m}=\Omega_{M}+\Omega_{r}\right)$, the equation (3.77) is

$$
\begin{equation*}
\dot{y}^{2}=H_{0}^{2}\left[\Omega_{M 0} y^{-1}+\Omega_{r 0} y^{-2}+\Omega_{\Lambda} y^{2}+\Omega_{k 0}\right] . \tag{3.84}
\end{equation*}
$$

The equation (3.84) has been object of deep studies. The references [1,22,23] have a very comprehensive analysis for (3.84) and some consequences as the role of initial conditions, Big Bang singularities are found in [29]. We will use the results of the FLRW cosmological models to study the geodesic deviation equation in the context of $f(R)$ gravity. In the next chapters, the general results are considered in the frame of cosmological perturbation theory.

### 3.11 Cosmological dynamics in metric $f(R)$ gravity

The field equations in metric $f(R)$ gravity were studied in the chapter 2 and the equation of motion are (2.62)

$$
f^{\prime}(R) R_{\alpha \beta}-\frac{f(R)}{2} g_{\alpha \beta}+g_{\alpha \beta} \square f^{\prime}(R)-\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)=\kappa T_{\alpha \beta},
$$

where $\square=\nabla_{\sigma} \nabla^{\sigma}, f^{\prime}(R)=d f(R) / d R$; the energy-momentum tensor is defined by

$$
T_{\alpha \beta} \equiv-2 \frac{\partial \mathcal{L}_{M}}{\partial g^{\alpha \beta}}+\mathcal{L}_{M} g_{\alpha \beta}=-\frac{2}{\sqrt{-g}} \frac{\delta S_{M}}{\delta g^{\alpha \beta}},
$$

being $\mathcal{L}_{M}$ the Lagrangian for all the matter fields, we also have the conservation equation $\nabla_{\alpha} T^{\alpha \beta}=0$. Contracting with $g^{\alpha \beta}$ we have for the trace of the field equations

$$
\begin{equation*}
f^{\prime}(R) R-2 f(R)+3 \square f^{\prime}(R)=\kappa T, \tag{3.85}
\end{equation*}
$$

The Ricci tensor from (2.62) is

$$
\begin{equation*}
R_{\alpha \beta}=\frac{1}{f^{\prime}(R)}\left[\kappa T_{\alpha \beta}+\frac{f(R)}{2} g_{\alpha \beta}-g_{\alpha \beta} \square f^{\prime}(R)+\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)\right], \tag{3.86}
\end{equation*}
$$

and from (3.85)

$$
\begin{equation*}
R=\frac{1}{f^{\prime}(R)}\left[\kappa T+2 f(R)-3 \square f^{\prime}(R)\right] . \tag{3.87}
\end{equation*}
$$

It is possible to write the field equations in $f(R)$ gravity, in the form of Einstein equations with an effective energy-momentum tensor [52]

$$
\begin{align*}
G_{\alpha \beta} & \equiv R_{\alpha \beta}-\frac{1}{2} R g_{\alpha \beta} \\
& =\frac{\kappa T_{\alpha \beta}}{f^{\prime}(R)}+g_{\alpha \beta} \frac{\left[f(R)-R f^{\prime}(R)\right]}{2 f^{\prime}(R)}+\frac{\left[\nabla_{\alpha} \nabla_{\beta} f^{\prime}(R)-g_{\alpha \beta} \square f^{\prime}(R)\right]}{f^{\prime}(R)}, \tag{3.88}
\end{align*}
$$

or

$$
\begin{equation*}
G_{\alpha \beta}=\frac{\kappa}{f^{\prime}(R)}\left(T_{\alpha \beta}+T_{\alpha \beta}^{e f f}\right), \tag{3.89}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{\alpha \beta}^{e f f} \equiv \frac{1}{\kappa}\left[\frac{\left[f(R)-R f^{\prime}(R)\right]}{2} g_{\alpha \beta}+\left[\nabla_{\alpha} \nabla_{\beta}-g_{\alpha \beta} \square\right] f^{\prime}(R)\right] . \tag{3.90}
\end{equation*}
$$

which could be interpreted as an fluid composed by curvature terms. In order to give the general equations in metric $f(R)$ gravity in a very close way as is done for GR, we can rewrite (2.62) using the results (B.78) [48]

$$
\begin{gather*}
R_{\mu \nu}=\frac{1}{f^{\prime}}\left[\kappa T_{\mu \nu}+\frac{g_{\mu \nu}}{2} f+f^{\prime \prime \prime}\left\{\nabla_{\mu} R \nabla_{\nu} R-g_{\mu \nu} \nabla_{\sigma} R \nabla^{\sigma} R\right\}+f^{\prime \prime}\left\{\nabla_{\mu} \nabla_{\nu} R-g_{\mu \nu} \square R\right\}\right],  \tag{3.91}\\
R=\frac{1}{f^{\prime}}\left[2 f-3 f^{\prime \prime} \square R-3 f^{\prime \prime \prime} \nabla_{\rho} R \nabla^{\rho} R+\kappa T\right] \tag{3.92}
\end{gather*}
$$

and from (3.92)

$$
\begin{equation*}
\nabla_{\mu} R=\frac{3 f^{\prime \prime} \nabla_{\mu}(\square R)+6 f^{\prime \prime \prime}\left(\nabla_{\mu} \nabla_{\nu} R\right) \nabla^{\nu} R-\kappa \nabla_{\mu} T}{f^{\prime}-f^{\prime \prime} R-3 f^{\prime \prime \prime} \square R-3 f^{\prime \prime \prime \prime} \nabla_{\rho} R \nabla^{\rho} R} . \tag{3.93}
\end{equation*}
$$

The set of equations (3.91), (3.92) and (3.93) are some fundamental results to give the general kinematics and dynamics in $f(R)$ gravity. Our main goal is to use these results in the geodesic deviation equation. We should mention our work [42] was the only one known addressing the problem of the geodesic deviation equation in $f(R)$ gravity. After our publication, different papers have been published, specially [43] where the GDE for homogeneous cosmologies in the " $1+3$ formalism" is studied and some numerical solutions are shown.

### 3.12 Dynamics in metric $f(R)$ gravity

Using the results from the previous section and with (B.79) the Raychaudhuri equation in $f(R)$ gravity ${ }^{1}$ [48]

$$
\begin{array}{r}
\dot{\Theta}+\frac{1}{3} \Theta^{2}+2\left(\sigma^{2}-\omega^{2}\right)-\nabla_{a} \dot{u}^{a}=-R_{b c} u^{b} u^{c}= \\
-\frac{1}{f^{\prime}}\left[-\frac{1}{2} f+f^{\prime \prime} h^{\mu \nu} \nabla_{\mu} \nabla_{\nu} R+f^{\prime \prime \prime} h^{\mu \nu} \nabla_{\mu} R \nabla_{\nu} R+\kappa T_{\mu \nu} u^{\mu} u^{\nu}\right] . \tag{3.94}
\end{array}
$$

We should notice that the equation (3.94) uses the fact that the Ricci identities is a result coming from differential geometry and not from the dynamics on the manifold. The rest of the contractions in $f(R)$ gravity are [48]

$$
\begin{gather*}
R_{\mu} h^{\mu}{ }_{v} u^{\rho}=\frac{1}{f^{\prime}}\left(f^{\prime \prime} h_{\mu}^{v}\left(\nabla_{v} \nabla_{\rho} R\right) u^{\rho}+f^{\prime \prime \prime} \dot{R} h_{\mu}^{v} \nabla_{v} R+\kappa T_{\mu \rho} h_{\mu}^{v} u^{\rho}\right),  \tag{3.95}\\
R_{\rho \sigma} h_{\mu}^{\rho} h_{v}^{\sigma}=\frac{1}{f^{\prime}}\left(\frac{1}{2} f h_{\mu \nu}+f^{\prime \prime} h_{\mu}^{\rho} h_{v}^{\sigma}\left(\nabla_{\rho} \nabla_{\sigma} R-\square R\right)\right.  \tag{3.96}\\
\left.+f^{\prime \prime \prime} h_{\mu}^{\rho} h_{\nu}^{\sigma}\left(\nabla_{\rho} R \nabla_{\sigma} R-h_{\rho \sigma} \nabla_{\lambda} R \nabla_{\lambda} R\right)+\kappa T_{\rho \sigma} h_{\mu}^{\rho} h_{v}^{\sigma}\right) .
\end{gather*}
$$

for the vorticity propagation and With the same steps as in the case of GR the constraint and Bianchi identities are generalized as [48]

$$
\begin{equation*}
h_{[\mu}^{\alpha} h_{\nu]}^{\beta}\left(\dot{\omega}_{\alpha \beta}+\nabla_{\alpha} \dot{u}_{\beta}\right)-2 \sigma_{[\mu}^{\rho} \omega_{\nu] \rho}+\frac{2}{3} \Theta \omega_{\mu \nu}=0, \tag{3.97}
\end{equation*}
$$

[^4]and for the shear in $f(R)$ gravity
\[

$$
\begin{array}{r}
h_{(\mu}^{\alpha} h_{v)}^{\beta}\left(\dot{\sigma}_{\alpha \beta}-\nabla_{\alpha} \dot{u}_{\beta}\right)-\dot{u}_{\mu} \dot{u}_{v}+\omega_{\mu} \omega_{v}+\sigma_{\mu \rho} \sigma_{v}^{\rho}+\frac{2}{3} \Theta \sigma_{\mu v} \\
+\frac{1}{3} h_{\mu v}\left(\nabla_{\rho} \dot{u}^{\rho}-\omega^{2}-2 \sigma^{2}\right)+E_{\mu v}  \tag{3.98}\\
-\frac{1}{2 f^{\prime}}\left(h_{\mu}^{\alpha} h_{v}^{\beta}-\frac{1}{3} h_{\mu v} h^{\alpha \beta}\right)\left(f^{\prime \prime} \nabla_{\alpha} \nabla_{\beta} R+f^{\prime \prime \prime} \nabla_{\alpha} R \nabla_{\beta} R+\kappa T_{\alpha \beta}\right)=0
\end{array}
$$
\]

The ( $0 v$ ) equations and the rest of the constraints in $f(R)$ gravity are [48]

$$
\begin{array}{r}
h_{v}^{\mu}\left(\frac{2}{3} \nabla^{v} \Theta-h_{\sigma}^{\rho} \sigma^{v \sigma}\right)+\epsilon^{\mu v \rho \sigma} u_{\sigma}\left(\nabla_{\nu} \omega_{\rho}-2 \omega_{\nu} \dot{u}_{\rho}\right) \\
+\frac{1}{f^{\prime}}\left[f^{\prime \prime} h_{v}^{\mu}\left(\nabla^{\mu} \nabla_{\rho} R\right) u^{\rho}+f^{\prime \prime \prime} \dot{R} h_{\nu}^{\mu} \nabla^{v} R+\kappa T_{\rho}^{v} h_{\nu}^{\mu} u^{\rho}\right]=0 \tag{3.99}
\end{array}
$$

and the constraints

$$
\begin{equation*}
h_{v}^{\mu} \nabla_{\mu} \omega^{v}=\dot{u}_{\mu} \omega^{\mu} \tag{3.100}
\end{equation*}
$$

together with

$$
\begin{equation*}
H_{\mu \nu}=2 u_{(\mu} \omega_{v)}+h_{(\mu}^{\alpha} h_{v)}^{\beta}\left(\nabla^{\gamma} \omega_{\alpha}^{\delta}+\nabla^{\gamma} \sigma_{\alpha}^{\delta}\right) \epsilon_{\beta \gamma \delta \epsilon} u^{\epsilon} \tag{3.101}
\end{equation*}
$$

the Bianchi identities for $f(R)$ gravity are [48]

$$
\begin{array}{r}
h_{\alpha}^{\mu} h_{\beta}^{\gamma} \nabla_{\gamma} E^{\alpha \beta}=\epsilon^{\mu \alpha \beta \gamma} \sigma_{\alpha \delta} H_{\beta}^{\delta} u_{\gamma}-3 H_{\alpha}^{\mu} \omega^{\alpha} \\
+\frac{\kappa}{f^{\prime}} h_{\alpha}^{\mu}\left[h_{\gamma}^{\beta} \nabla^{[\alpha} T^{\gamma]}-\frac{1}{3} \nabla^{\alpha} T\right] \\
+\frac{1}{2 f^{\prime}} f^{\prime \prime} h_{\alpha}^{\mu}\left[\dot{R} R_{\beta}^{\alpha} u^{\beta}-\left(R_{\beta \gamma} u^{\beta} u^{\gamma}+\frac{1}{3} R\right) \nabla^{\alpha} R\right. \\
\left.-\nabla^{\alpha}(\square R)-\left(\nabla^{\alpha} \nabla_{\beta} R\right) u^{\beta}+h_{\gamma}^{\beta} \nabla^{\alpha}\left(\nabla_{\beta} \nabla^{\gamma} R\right)\right], \\
h_{\alpha}^{\mu} h_{\beta}^{\gamma} \dot{E}^{\alpha \beta}=3 E_{\alpha}^{\mu} \sigma^{v) \alpha}+E_{\alpha}^{(\mu} \omega^{\nu) \alpha}-\Theta E^{\mu \nu}-h^{\mu \nu} E_{\alpha \beta} \sigma^{\alpha \beta} \\
-2 H_{\alpha}^{(\mu} \epsilon^{v) \alpha \beta \gamma} \dot{u}_{\beta} u_{\gamma}+h_{\alpha}^{(v} \epsilon^{\nu) \beta \gamma \delta} \nabla_{\beta} H_{\gamma}^{\alpha} u_{\delta} \\
+\frac{1}{2 f^{\prime}} f^{\prime \prime} h_{\alpha}^{(\mu} h_{\beta}^{\nu)}\left[\dot{R}\left(R^{\alpha \beta}-\frac{1}{3} R g^{\alpha \beta}\right)-\nabla^{\alpha} R R_{\gamma}^{\beta} u^{\gamma}+\nabla^{\alpha}\left(\nabla_{\gamma} \nabla^{\beta} R\right) u^{\gamma}-\left(\nabla^{\alpha} \nabla^{\beta} R\right)\right], \\
+\frac{\kappa}{2 f^{\prime}}\left[h_{\alpha}^{(\mu} h_{\beta}^{\nu)} \nabla^{\alpha} T_{\gamma}^{\beta} u^{\gamma}+h_{\alpha}^{\mu} h_{\beta}^{\nu)}\left(T^{\alpha \beta}\right)+\frac{1}{3} \dot{T} h^{\mu v}\right] \\
h_{\alpha}^{\mu} h_{\beta}^{\gamma} \nabla_{\gamma} H^{\alpha \beta}=-\epsilon^{\mu \alpha \beta \delta} \sigma_{\alpha \delta} E_{\beta}^{\delta} u_{\gamma}+3 E_{\alpha}^{\mu} \omega^{\alpha}+\frac{\kappa}{2 f^{\prime}} \epsilon^{\mu \alpha \beta \gamma} \nabla_{\alpha} T_{\beta}^{\delta} u_{\gamma} u_{\delta} \\
+\frac{1}{2 f^{\prime}} f^{\prime \prime} \epsilon^{\mu \alpha \beta \gamma}\left[\nabla_{\alpha} \nabla_{\beta} \nabla^{\delta} R-\nabla_{\alpha} R R_{\beta}^{\delta}\right] u_{\gamma} u_{\delta}, \tag{3.104}
\end{array}
$$

$$
\begin{array}{r}
h_{\alpha}^{\mu} h_{\beta}^{\gamma} \dot{H}^{\alpha \beta}=3 H_{\alpha}^{(\mu} \sigma^{\nu) \alpha}+H_{\alpha}^{(\mu} \omega^{v) \alpha}-\Theta H^{\mu \nu}-h^{\mu \nu} H_{\alpha \beta} \sigma^{\alpha \beta} \\
+2 E_{\alpha}^{(\mu} \epsilon^{\nu) \alpha \beta \gamma} \dot{u}_{\beta} u_{\gamma}-h_{\alpha}^{(\nu}{ }^{\nu} \epsilon^{\nu) \beta \gamma \delta} \nabla_{\beta} E_{\gamma}^{\alpha} u_{\delta} \\
+\frac{\kappa}{2 f^{\prime}} h_{\alpha}^{(\mu} \epsilon^{\nu) \beta \gamma \delta} \nabla_{\beta} T_{\gamma}^{\alpha} u_{\delta}  \tag{3.105}\\
+\frac{1}{2 f^{\prime}} f^{\prime \prime} h_{\alpha}^{(\mu} \epsilon^{\nu) \beta \gamma \delta}\left[\nabla_{\beta} R R_{\gamma}^{\alpha}-\nabla_{\beta} \nabla_{\gamma} \nabla^{\alpha} R\right] u_{\delta} .
\end{array}
$$

The dynamics of any solution in $f(R)$ gravity should obey the field equations together with the constraints and evolution equations from Bianchi identities. The full set of equations are the fundamental point in the treatment of the cosmological perturbation theory.

### 3.12.1 The Gauss equation in $f(R)$ gravity

In the case of vorticity free solutions in $f(R)$ gravity, the generalization of (3.51) and (3.52) for spacetime configurations with an hypersurface orthogonal to $u^{a}$. The 3-Riemann curvature tensor [48]

$$
\begin{array}{r}
{ }^{3} R_{\mu v \rho \sigma}={ }^{3} R_{v \rho} h_{v \sigma}-{ }^{3} R_{\mu \sigma} h_{\nu \rho}+{ }^{3} R_{v \sigma} h_{\mu \rho} \\
-{ }^{3} R_{\nu \rho} h_{\mu \sigma}-\frac{1}{2}{ }^{3} R\left(h_{\mu \rho} h_{\nu \sigma}-h_{\mu \sigma} h_{\nu \rho}\right), \tag{3.106}
\end{array}
$$

and now using the fields equations (2.62), the trace from (3.106) [48]

$$
\begin{array}{r}
{ }^{3} R=2 \sigma^{2}-\frac{2}{3} \Theta^{2}+\frac{1}{f^{\prime}}\left[f+f^{\prime \prime}\left(2 h^{\mu \nu} \nabla_{\mu} \nabla_{\nu} R-3 \square R\right)\right.  \tag{3.107}\\
\left.+f^{\prime \prime \prime}\left(2 \dot{R}^{2}-\nabla_{\nu} \nabla^{\mu} R\right)+\kappa\left(2 T_{\mu \nu} u^{\mu} u^{\nu}+T\right)\right]
\end{array}
$$

and

$$
\begin{array}{r}
{ }^{3} R_{\langle\mu v\rangle} \equiv{ }^{3} R_{\mu \nu}-\frac{1}{3}{ }^{3} R h_{\mu \nu}=h_{(\mu}^{\alpha} h_{v)}^{\beta}\left(\nabla_{\alpha} \dot{u}_{\beta}-\dot{\sigma}_{\alpha \beta}\right) \\
-\Theta \sigma_{\mu \nu}+\dot{u}_{\mu} \dot{u}_{v}-\frac{1}{3} h_{\mu \nu} \nabla_{\alpha} \dot{u}^{\alpha}  \tag{3.108}\\
+\frac{1}{f^{\prime}}\left(h_{\mu}^{\alpha} h_{v}^{\beta}-\frac{1}{3} h_{\mu v} h^{\alpha \beta}\right)\left[f^{\prime \prime} \nabla_{\alpha} \nabla_{\beta} R+f^{\prime \prime \prime} \nabla_{\alpha} \nabla_{\beta} R+\kappa T_{\alpha \beta}\right] .
\end{array}
$$

The equations (3.107) and (3.108) are the generalizations to (3.52) and (3.51) in $f(R)$ gravity for a general energy momentum tensor $T_{\mu \nu}$ which naturally could include contributions from scalar and magnetic fields.

### 3.12.2 FLRW in metric $f(R)$ gravity

The FLRW models are the very special case $\left\{\omega_{a b}=\sigma_{a b}=\dot{u}^{a}=q^{a}=C_{b c d}^{a}=0\right\}$. The non-null field equations for the FLRW metric from 3.70 for metric $f(R)$ gravity are

$$
\begin{equation*}
H^{2}+\frac{k}{a^{2}}=\frac{1}{3 f^{\prime}(R)}\left[\kappa \rho_{m}+\frac{\left(R f^{\prime}(R)-f(R)\right)}{2}-3 H f^{\prime \prime}(R) \dot{R}\right] \tag{3.109}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \dot{H}+3 H^{2}+\frac{k}{a^{2}}=-\frac{1}{f^{\prime}(R)}\left[\kappa p_{m}+2 H f^{\prime \prime}(R) \dot{R}+\frac{\left(f(R)-R f^{\prime}(R)\right)}{2}+f^{\prime \prime}(R) \ddot{R}+f^{\prime \prime \prime}(R) \dot{R}^{2}\right] \tag{3.110}
\end{equation*}
$$

where we have used the definition for the Hubble parameter $\frac{\Theta}{3}=H \equiv \frac{\dot{a}}{a}$. We see that $R$ is only a function of time. From the FLRW metric the expression for the Ricci scalar is

$$
\begin{equation*}
R=6\left[\frac{\ddot{a}}{a}+\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}\right]=6\left[\dot{H}+2 H^{2}+\frac{k}{a^{2}}\right] . \tag{3.111}
\end{equation*}
$$

The energy momentum tensor directly from (3.35) obeys

$$
\begin{equation*}
\dot{\rho}_{m}+\left(\rho_{m}+p\right) \Theta=\dot{\rho}_{m}+3 H\left(\rho_{m}+p\right)=0 \tag{3.112}
\end{equation*}
$$

To close the system of equations (3.109), (3.110) and (3.112) we should assume a state equation for the matter components as

$$
\begin{equation*}
p_{m}=w_{m} \rho_{m}, \tag{3.113}
\end{equation*}
$$

where $\omega_{m}$ is the barotropic equation of state that describes each type of fluid.

To go further with our analysis we consider the FLRW models the Raychaudhuri-Ehlers equation

$$
\begin{equation*}
\dot{\Theta}+\frac{1}{3} \Theta^{2}=-\frac{1}{f^{\prime}}\left(\kappa \rho_{m}-\frac{1}{2} f-\dot{R} f^{\prime \prime} \Theta\right) \tag{3.114}
\end{equation*}
$$

and the constraint equations and Bianchi identities are trivial in the FLRW case. As it is mention in [43] the equation (3.114) can be obtained from (3.109) and (3.110). It implies that any solution of this system is automatically a solution of (3.114).

We can use the equations (3.89) and (3.90) and write the field equations in metric $f(R)$ gravity in a close form to GR

$$
\begin{equation*}
G_{a b}=\kappa T_{a b} \tag{3.115}
\end{equation*}
$$

with the energy momentum tensor in the form

$$
\begin{equation*}
T_{a b} \equiv \frac{T_{a b}^{m a t}}{f^{\prime}}+T_{a b}^{c u r v} \tag{3.116}
\end{equation*}
$$

where $T_{a b}^{\mathrm{mat}}$ is the standard tensor for the matter content and

$$
\begin{equation*}
T_{a b}^{c u r v}=\frac{1}{\kappa f^{\prime}}\left[\frac{1}{2}\left(f-R f^{\prime}\right) g_{a b}+\nabla_{a} \nabla_{b} f^{\prime}-g_{a b} \nabla_{c} \nabla^{c} f^{\prime}\right] \tag{3.117}
\end{equation*}
$$

The Bianchi identities $G_{; b}^{a b}=0$ give us

$$
\begin{equation*}
\nabla^{b} T_{a b}=\nabla^{b}\left(\frac{T_{a b}^{m a t}}{f^{\prime}}\right)+\nabla^{b} T_{a b}^{\mathrm{curv}}=0 \tag{3.118}
\end{equation*}
$$

and with the assumption that $\nabla^{b} T_{a b}^{m a t}=0$ the equation (3.118) is

$$
\begin{align*}
& \nabla^{b} T_{a b}=-\frac{1}{f^{\prime 2}} T_{a b}^{m a t} \nabla^{b} f^{\prime}+\frac{1}{f^{\prime}} \nabla^{b} T_{a b}^{m a t}+\nabla^{b} T_{a b}^{c u r v}=0  \tag{3.119}\\
&=-\frac{f^{\prime \prime}}{f^{\prime 2}} T_{a b}^{m a t} R^{; b}+\nabla^{b} T_{a b}^{c u r v}=0
\end{align*}
$$

where we have used $\nabla^{b} f^{\prime}=f^{\prime \prime} R^{; b}$. The equation (3.119) implies

$$
\begin{equation*}
\nabla^{b} T_{a b}^{c u r v}=\frac{f^{\prime \prime}}{f^{\prime 2}} T_{a b}^{m a t} R^{; b} \tag{3.120}
\end{equation*}
$$

For a more detailed exposition about conservation laws in $f(R)$ gravity see [43, 53]. From (B.83) we can define for FLRW geometries ${ }^{2}$

$$
\begin{align*}
\rho^{R} & :=T_{a b}^{c u r v} u^{a} u^{b}=\frac{1}{f^{\prime}}\left[\frac{1}{2}\left(R f^{\prime}-f\right)-\Theta f^{\prime \prime} \dot{R}\right],  \tag{3.121}\\
p^{R}=\frac{1}{3} T_{a b}^{c u r v} h^{a b} & =\frac{1}{f^{\prime}}\left[\frac{f-R f^{\prime}}{2}+f^{\prime \prime}\left(\ddot{R}+\frac{2}{3} \Theta \dot{R}\right)+f^{\prime \prime \prime} \dot{R}^{2}\right] .
\end{align*}
$$

Even when the main goal of this chapter is to present our results [42] and give the basis for the topic in cosmological perturbation theory, the next section presents the geodesic deviation equation (GDE) in the $1+3$ formalism in a complete general way. We specialize the general result for the GDE to FLRW geometries and for this case the $1+3$ formalism coincides with the $3+1$ decomposition. We compare both and discuss some aspects related to the GDE as a cosmological probe.

### 3.13 Geodesic deviation equation

One way to study the spacetime curvature is through the GDE [54]. This equation is a powerful tool to study several problems in some branches of physics and mathematics [55], as is the case of gravitational lensing. To start, we consider a pair of two neighbour curves taken from a congruence of geodesics (autoparallels) with tangent vector field $V^{a}$, it means

$$
\begin{array}{r}
\frac{D V^{b}}{D \lambda}:=V^{a} \nabla_{a} V^{b}=0,  \tag{3.122}\\
\frac{\mathrm{~d} x^{a}(\lambda)}{\mathrm{d} \lambda}=V^{a}(\lambda)
\end{array}
$$

where (3.122) including the geodesics curves. The congruence defines naturally a vector field $X^{a}$ namely Jacobi field defined by

$$
\begin{equation*}
X^{b}(\lambda):=x_{1}^{b}(\lambda)-x_{2}^{b}(\lambda) \tag{3.123}
\end{equation*}
$$

with $x_{1}^{a}(\lambda)$ and $x_{2}^{b}(\lambda)$ autoparallels. The "Jacobi field" is defined by the condition [23, 29, 56]

$$
\begin{equation*}
\frac{D X^{b}}{D \lambda}:=V^{a} \nabla_{a} X^{b}=X^{a} \nabla_{a} V^{b} \tag{3.124}
\end{equation*}
$$

[^5]We compute the second covariant derivative along the parallel field $V^{a}$ of the Jacobi field $X^{b}$ and using (3.124)

$$
\begin{equation*}
\frac{D^{2} X^{a}}{D \lambda^{2}}=\left(X^{b} V^{c} \nabla_{c} \nabla_{b} V^{a}\right)+\nabla_{b} V^{a} \nabla_{c} V^{b} X^{c} \tag{3.125}
\end{equation*}
$$

The equation (3.125) in terms of the Riemann tensor is

$$
\begin{equation*}
X^{b} V^{c} \nabla_{c} \nabla_{b} V_{a}=R_{a d c b} V^{d} X^{b} V^{c}+V^{c} X^{b} \nabla_{b} \nabla_{c} V_{a} \tag{3.126}
\end{equation*}
$$

and with this result, the equation (3.125) is

$$
\begin{equation*}
\frac{D^{2} X^{a}}{D \lambda^{2}}=-R_{d b c}^{a} V^{d} X^{b} V^{c}+\nabla_{c}\left(V^{b} \nabla_{b} V^{a}\right) X^{c} \tag{3.127}
\end{equation*}
$$

where we have used the identity

$$
\begin{equation*}
\nabla_{c}\left(V^{b} \nabla_{b} V^{a}\right) X^{c}=\nabla_{b} V^{a} \nabla_{c} V^{b} X^{c}+V^{b} X^{c} \nabla_{b} \nabla_{c} V^{a} \tag{3.128}
\end{equation*}
$$

When the vector field is autoparallel $V^{a} \nabla_{a} V^{b}=0$ the equation (3.125) is

$$
\begin{equation*}
\frac{D^{2} X^{a}}{D \lambda^{2}}=-R_{d b c}^{a} V^{d} X^{b} V^{c} \tag{3.129}
\end{equation*}
$$

which describes the relative acceleration between autoparallels ${ }^{3}$ and is commonly known as the Geodesic Deviation Equation. The equation (3.127) allow us to describe the case when the curves are not autoparallels, as in the case when matter is in presence of extra non-gravitational forces. We emphasize in this thesis in 3.130 for null $\left(g_{a b} k^{a} k^{b}\right)=0$ and timelike $\left(g_{a b} V^{a} V^{b}<0\right)$ vector fields.

### 3.13.1 GDE in the " $1+3$ formalism"

One of the most interesting cases in (3.130) is for null geodesics [1, 43, 57]

$$
\begin{equation*}
\frac{D^{2} X^{a}}{D \lambda^{2}}=-R_{d b c}^{a} k^{d} X^{b} k^{c} \tag{3.130}
\end{equation*}
$$

with $k_{a} k^{a}=0$. The null geodesic are solutions for Maxwell's equations in the $W K B$ approximation or geometrical-optics approximation. The vector field $k_{a}$ satisfaces

$$
\begin{align*}
k_{a} k^{a}=g^{a b} \frac{\partial S}{\partial x^{a}} \frac{\partial S}{\partial x^{b}} & =0  \tag{3.131}\\
k^{a} \nabla_{a} k^{b} & =0
\end{align*}
$$

where $S$ is the invariant face of the radiation field. The wave vector $k^{a}$ which is solution to the family of curves $\frac{\mathrm{d} x^{a}}{\mathrm{~d} \lambda}=k^{a}$ is decomposed as

$$
\begin{equation*}
k^{a}=g^{a b} k_{b}=h^{a b} k_{b}-u^{a} u^{b} k_{b}=\left(-k_{b} u^{b}\right)\left(e^{a}+u^{a}\right) \tag{3.132}
\end{equation*}
$$

with

$$
\begin{equation*}
e^{a}:=\frac{h^{a b} k_{b}}{\left(-u^{b} k_{b}\right)}=\frac{k^{<a>}}{\left(-u^{b} k_{b}\right)} \tag{3.133}
\end{equation*}
$$

[^6]here $e^{a}$ is the propagation direction of the light-ray as measured by $u^{a}$ and $v:=-u_{a} k^{a}$ is the photon frequency in the $u^{a}$-frame. In the literature [2] the GDE has been studied in terms of the Sachs's formalism and it will be consider in next sections. Here we summarized the most important steps to write (3.130) in the " $1+3$-covariant formalism" $[1,56]$. The four velocity $u^{a}$ and the propagation vector $k^{a}$ define the "screen space", which is the two-dimensional space orthonormal to both and it is spanned by two space-like orthonormal vectors $e_{I}^{a}$ with the conditions
\[

$$
\begin{array}{r}
e_{I I} e_{J}^{a}=\delta_{I J}  \tag{3.134}\\
u^{a} e_{I a}=e^{a} e_{I a}=0,
\end{array}
$$
\]

with $\{I \in 1,2\}$. The metric tensor in the screen space is given by

$$
\begin{equation*}
s^{a b}:=h^{a b}-e^{a} e^{b}, \tag{3.135}
\end{equation*}
$$

which projects in the space orthonormal to $e^{a}$ and obeys $s_{a}^{a}=2$. The kinematics for a congruence of null geodesics in absence of non-gravitational interactions defines in analogy with $u^{a}$ the kinematical variables

$$
\begin{equation*}
\hat{\Theta}_{a b}:=s_{a}^{c} s_{b}^{d} \nabla_{c} k_{d}=\hat{\sigma}_{a b}+\frac{1}{2} \hat{\Theta} s_{a b}, \tag{3.136}
\end{equation*}
$$

with $\hat{\Theta}$ the scalar expansion of the null congruence and $\hat{\sigma}_{a b}$ the shear. In the geometric-optics limit of the Maxwell's equations, the wave-vector $k_{a}=\nabla_{a} S$ and it implies $\nabla_{(c} k_{d)}=\nabla_{c} k_{d}$. The expansion and the shear fulfills $[1,56]$

$$
\begin{array}{r}
g^{a b} \hat{\Theta}_{a b}=\hat{\Theta}=\nabla_{a} k^{a}  \tag{3.137}\\
s^{a b} \hat{\sigma}_{a b}=0 .
\end{array}
$$

The projector $s_{a b}$ enables to define the projected Jacobi field as

$$
\begin{equation*}
\hat{X}^{a}:=s_{d}^{a} X^{d}=g_{d}^{a} X^{d}+u^{a} u_{d} X^{d}-e^{a} e_{d} X^{d}=X^{a}-\frac{X_{c} u^{c}}{k_{c} u^{c}} k^{a}, \tag{3.138}
\end{equation*}
$$

where we used $k_{d} X^{d}=0$ in order to have the connecting $X^{a}$ on the null surface defined by $k^{a}$. Choosing the affine parameter $\lambda$ properly along the geodesics, the evolution for the Jacobi field is

$$
\begin{equation*}
\frac{D \hat{X}^{a}}{D \lambda}=\hat{X}^{c} \nabla_{c} k^{a}, \tag{3.139}
\end{equation*}
$$

where the condition $k^{a} \nabla_{a} k^{b}=0$ is employed. There are other important consequences from the null expansion $\hat{\Theta}$. The proper congruence-area $\delta A$ in the $u^{a}$ frame is proportional to the square of the Jacobi field and its rate expansion is $[1,56]$

$$
\begin{equation*}
\frac{D}{D \lambda} \delta A=\frac{1}{2} \hat{\Theta} \delta A \tag{3.140}
\end{equation*}
$$

and the Raychaudhuri equation is in analogy with (3.25)

$$
\begin{equation*}
\frac{D}{D \lambda} \hat{\Theta}=-\frac{1}{2} \hat{\Theta}^{2}-\hat{\sigma}_{a b} \hat{\sigma}^{a b}-R_{a b} k^{a} k^{b} . \tag{3.141}
\end{equation*}
$$

The shear evolves along the null congruence as

$$
\begin{equation*}
\frac{D}{D \lambda} \hat{\sigma}_{a b}=-\hat{\Theta} \hat{\sigma}_{a b}-C_{a c b d} k^{c} k^{d} \tag{3.142}
\end{equation*}
$$

The physical meaning of (3.139) in terms of the kinematical quantities can be seen from

$$
\begin{equation*}
s_{b a} \frac{D}{D \lambda} \hat{X}^{a}=s_{b a} \hat{X}^{c} \nabla_{c} k^{a}=\frac{1}{2} \hat{\Theta} \hat{X}_{b}+\sigma_{b d} \hat{X}^{d} . \tag{3.143}
\end{equation*}
$$

Now, we can write the GDE for the projected Jacobi field from (3.139) and again using the Ricci identity $2 \nabla_{[a} \nabla_{b]} k_{c}=R_{a b c}^{d} k_{d}$

$$
\begin{equation*}
s_{a}^{c} \frac{D}{D \lambda}\left(s_{c b} \frac{D}{D \lambda} \hat{X}^{b}\right)=s_{a}^{c} \hat{X}^{b} k^{d} k^{e} R_{b d c e} \tag{3.144}
\end{equation*}
$$

which is the same (3.130) but in the $1+3$ language. In terms of the Weyl tensor $(3.149)$ is $[1,56]$

$$
\begin{equation*}
s_{a}^{c} \frac{D}{D \lambda}\left(s_{c b} \frac{D}{D \lambda} \hat{X}^{b}\right)=s_{a}^{c} \hat{X}^{b} k^{d} k^{e} C_{b d c e}-\frac{1}{2} \hat{X}_{a} R_{b c} k^{b} k^{c} . \tag{3.145}
\end{equation*}
$$

The equation (3.145) is the GDE in the $1+3$ covariant approach. For a deep discussion about mathematical aspects of the GDE see $[58,59]$.

### 3.14 Geodesic Deviation Equation in $f(R)$ Gravity

The general expression for the GDE in $f(R)$ gravity is given by (3.130)

$$
\frac{D^{2} X^{a}}{D \lambda^{2}}=-R_{d b c}^{a} V^{d} X^{b} V^{c}
$$

The right hand side of the GDE in terms of the energy-momentum tensor and the Weyl curvature could be written as

$$
\begin{align*}
& R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}=C_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}+\frac{1}{2 f^{\prime}}\left[\kappa\left(T_{\delta \beta} \delta_{\gamma}^{\alpha}-T_{\gamma \beta} \delta_{\delta}^{\alpha}+T_{\gamma}{ }^{\alpha} g_{\beta \delta}-T_{\delta}^{\alpha} g_{\beta \gamma}\right)+f\left(\delta_{\gamma}^{\alpha} g_{\delta \beta}-\delta_{\delta}^{\alpha} g_{\gamma \beta}\right)\right. \\
& \left.+\left(\delta_{\gamma}^{\alpha} \mathcal{D}_{\delta \beta}-\delta_{\delta}^{\alpha} \mathcal{D}_{\gamma \beta}+g_{\beta \delta} \mathcal{D}_{\gamma}^{\alpha}-g_{\beta \gamma} \mathcal{D}_{\delta}^{\alpha}\right) f^{\prime}\right] V^{\beta} \eta^{\gamma} V^{\delta} \\
& -\frac{1}{6 f^{\prime}}\left(\kappa T+2 f-3 \square f^{\prime}\right)\left(\delta_{\gamma}^{\alpha} g_{\delta \beta}-\delta_{\delta}^{\alpha} g_{\gamma \beta}\right) V^{\beta} \eta^{\gamma} V^{\delta}, \tag{3.146}
\end{align*}
$$

being $R_{\beta \gamma \delta}^{\alpha}$ the Riemann curvature tensor, $\eta^{\alpha}$ the deviation vector between geodesics of tangent vector field $V^{\alpha}, \mathcal{D}_{\alpha \beta} \equiv \nabla_{\alpha} \nabla_{\beta}-g_{\alpha \beta} \square, \square=\nabla_{\sigma} \nabla^{\sigma}, f^{\prime}=f^{\prime}(R)=d f(R) / d R, T_{\alpha \beta}$ the energy-momentum tensor and $T$ its trace. The contribution of the operators $\mathcal{D}_{\alpha \beta}$ could be further simplified as [45]

$$
\begin{align*}
\left(\delta_{\gamma}^{\alpha} \mathcal{D}_{\delta \beta}-\delta_{\delta}^{\alpha} \mathcal{D}_{\gamma \beta}+g_{\beta \delta}\right. & \left.\mathcal{D}_{\gamma}^{\alpha}-g_{\beta \gamma} \mathcal{D}_{\delta}^{\alpha}\right) f^{\prime} V^{\beta} \eta^{\gamma} V^{\delta} \\
& =\left(\nabla_{\delta} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\alpha} V^{\delta}-2 \epsilon\left(\square f^{\prime}\right) \eta^{\alpha}-\left(\nabla_{\gamma} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\gamma} V^{\alpha}+\epsilon\left(\nabla_{\gamma} \nabla^{\alpha} f^{\prime}\right) \eta^{\gamma} \tag{3.147}
\end{align*}
$$

with $\epsilon=V^{\alpha} V_{\alpha}$, and using $\eta_{\alpha} V^{\alpha}=0$. The contributions for the GDE are

$$
\begin{align*}
R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}=C_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}+\frac{1}{2 f^{\prime}} & {\left[\kappa\left(T_{\delta \beta} V^{\beta} \eta^{\alpha} V^{\delta}-T_{\gamma \beta} V^{\beta} \eta^{\gamma} V^{\alpha}+\epsilon T_{\gamma}^{\alpha} \eta^{\gamma}\right)-\epsilon\left(\frac{\kappa T}{3}-\frac{f}{3}+\square f^{\prime}\right) \eta^{\alpha}\right.} \\
& \left.+\left(\nabla_{\delta} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\alpha} V^{\delta}-\left(\nabla_{\gamma} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\gamma} V^{\alpha}+\epsilon\left(\nabla_{\gamma} \nabla^{\alpha} f^{\prime}\right) \eta^{\gamma}\right] . \tag{3.148}
\end{align*}
$$

which is the general expression for any metric, and any energy-momentum content in the framework of metric $f(R)$ gravity. The equation (3.148) was one of the our results in [42].

### 3.15 GDE in FLRW geometries

The GDE for homogeneous and isotropic FLRW spacetimes in the $1+3$ formalism involves the contractions [43]

$$
\begin{array}{r}
\frac{D^{2} X^{a}}{D \lambda^{2}}=-R_{b c d}^{a} V^{b} X^{c} V^{d}= \\
-\left[\frac{1}{2}\left(g_{c}^{a} R_{b d}-g_{d}^{a} R_{b c}+g_{b d} R_{c}^{a}-g_{b c} R_{d}^{c}\right)-\frac{R}{6}\left(g_{c}^{a} g_{b d}-g_{d}^{a} g_{b c}\right)\right] V^{b} X^{c} V^{d} \tag{3.149}
\end{array}
$$

for FLRW spacetimes one can choose $\eta_{a}=\eta_{\langle a\rangle}, E=-V_{a} u^{a}, \epsilon=V_{a} V^{a}$ and $X_{a} u^{a}=X_{a} V^{a}=0$ for timelike or null ${ }^{4}$ congruences. The contraction in the right side of (3.149) becomes

$$
\begin{equation*}
R_{b c d}^{a} V^{b} X^{c} V^{d}=\frac{1}{2}\left(R_{b d} V^{b} V^{d} X^{a}-R_{b c} V^{b} X^{c} V^{a}+\epsilon R_{c}^{a} X^{c}\right)-\frac{R}{6} \epsilon X^{a} \tag{3.150}
\end{equation*}
$$

for details see appendix B. We can write the GDE in terms of the energy momentum tensor as

$$
\begin{equation*}
\frac{D^{2} X^{a}}{D \lambda^{2}}=-\frac{1}{2 f^{\prime}}\left[\left\{\kappa\left(\rho_{m}+p_{m}\right)-\frac{1}{3} \Theta \dot{f}^{\prime}+\ddot{f}^{\prime}\right\} E^{2}+\epsilon\left\{\frac{\kappa \rho_{m}}{3}+\kappa p_{m}+\frac{f}{3}+\frac{1}{3} \Theta \dot{f}^{\prime}+\ddot{f}^{\prime}\right\}\right] X^{a} \tag{3.151}
\end{equation*}
$$

The equation (3.151) was obtained in our work [42] using the $3+1$ formalism in cosmology. In the $1+3$ formalism it was obtained in [43]. In the next sections we will write (3.151) in a more convenient way and we show that for FLRW the two formalism are equivalent.

In the following section we explicitly show the steps in order to find the GDE in $f(R)$ gravity using FLRW metric, our purpose is compare with the results from GR in the limit case $f(R)=R-2 \Lambda$.

### 3.16 Geodesic Deviation Equation in FLRW spacetimes: coordinate method

Now we give a brief discussion about the GDE following [21, 57, 60] in order to give a more intuitive description about the topic (see figure 3.2). Let be $\gamma_{0}$ and $\gamma_{1}$ two neighbor geodesics with an affine parameter $v$. We introduce between the two geodesics a entire family of interpolating geodesics $s$, and collectively describe these geodesics with $x^{\alpha}(v, s)$, figure The vector field $V^{\alpha}=\frac{d x^{\alpha}}{d v}$ is tangent to the geodesic. The family $s$ has $\eta^{\alpha}=\frac{d x^{\alpha}}{d s}$ like it's tangent vector field. Thus, the acceleration for this vector field is given by $[21,23]$
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Figure 3.2: Geodesic Deviation Equation

Thus, the acceleration for this vector field is given as we showed in (3.130)

$$
\frac{D^{2} \eta^{\alpha}}{D v^{2}}=-R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}
$$

Here $\frac{D}{D v}$ corresponds to the covariant derivative a long the curve. We want to relate the geometrical properties of the space-time (Riemann and Ricci tensors) with the matter fields through field equations. For this we write the Riemann tensor as [23],[61]

$$
\begin{equation*}
R_{\alpha \beta \gamma \delta}=C_{\alpha \beta \gamma \delta}+\frac{1}{2}\left(g_{\alpha \gamma} R_{\delta \beta}-g_{\alpha \delta} R_{\gamma \beta}+g_{\beta \delta} R_{\gamma \alpha}-g_{\beta \gamma} R_{\delta \alpha}\right)-\frac{R}{6}\left(g_{\alpha \gamma} g_{\delta \beta}-g_{\alpha \delta} g_{\gamma \beta}\right) \tag{3.152}
\end{equation*}
$$

with $C_{\alpha \beta \gamma \delta}$ the Weyl tensor. In the case of standard cosmology with the FLRW metric we have the line element

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t)\left[\frac{d r^{2}}{1-k r^{2}}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \varphi^{2}\right] \tag{3.153}
\end{equation*}
$$

where $a(t)$ is the scale factor and $k$ the spatial curvature of the universe. In this case the Weyl tensor $C_{\alpha \beta \gamma \delta}$ vanishes, and for the energy momentum tensor we have

$$
\begin{equation*}
T_{\alpha \beta}=(\rho+p) u_{\alpha} u_{\beta}+p g_{\alpha \beta} \tag{3.154}
\end{equation*}
$$

being $\rho$ the energy density and $p$ the pressure, the trace is

$$
\begin{equation*}
T=3 p-\rho \tag{3.155}
\end{equation*}
$$

The standard form of the Einstein field equations in GR (with cosmological constant) is

$$
\begin{equation*}
R_{\alpha \beta}-\frac{1}{2} R g_{\alpha \beta}+\Lambda g_{\alpha \beta}=\kappa T_{\alpha \beta} \tag{3.156}
\end{equation*}
$$

then we can write the Ricci scalar $R$ and the Ricci tensor $R_{\alpha \beta}$ using (3.154)

$$
\begin{gather*}
R=\kappa(\rho-3 p)+4 \Lambda  \tag{3.157}\\
R_{\alpha \beta}=\kappa(\rho+p) u_{\alpha} u_{\beta}+\frac{1}{2}[\kappa(\rho-p)+2 \Lambda] g_{\alpha \beta} \tag{3.158}
\end{gather*}
$$

from these expressions the right side of equation (3.152) is written as [60]

$$
\begin{equation*}
R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}=\left[\frac{1}{3}(\kappa \rho+\Lambda) \epsilon+\frac{1}{2} \kappa(\rho+p) E^{2}\right] \eta^{\alpha}, \tag{3.159}
\end{equation*}
$$

with $\epsilon=V^{\alpha} V_{\alpha}$ and $E=-V_{\alpha} u^{\alpha}$. This equation is known as Pirani equation [62]. The equation (3.159) is trivially obtained from (3.151 for GR including cosmological constant using $f(R)=R-2 \Lambda$. The GDE and some solutions for spacelike, timelike and null congruences has been studied in detail in [60], which gives some important result concerning cosmological distances also showed in [61]. Our purpose here is to extend these results from the modified field equations in metric $f(R)$ gravity.

### 3.16.1 Geodesic Deviation Equation for the FLRW universe

Using the FLRW metric as background we have

$$
\begin{gather*}
R_{\alpha \beta}=\frac{1}{f^{\prime}(R)}\left[\kappa(\rho+p) u_{\alpha} u_{\beta}+\left(\kappa p+\frac{f(R)}{2}\right) g_{\alpha \beta}+\mathcal{D}_{\alpha \beta} f^{\prime}(R)\right]  \tag{3.160}\\
R=\frac{1}{f^{\prime}(R)}\left[\kappa(3 p-\rho)+2 f(R)-3 \square f^{\prime}(R)\right] \tag{3.161}
\end{gather*}
$$

with these expressions the Riemann tensor could be written as

$$
\begin{align*}
R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}=\frac{1}{2 f^{\prime}}\left[\left(\kappa(\rho+p) E^{2}+\right.\right. & \left.\frac{\epsilon}{3}\left(\kappa(\rho+3 p)+f-3 \square f^{\prime}\right)\right) \eta^{\alpha} \\
& \left.+\left(\nabla_{\delta} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\alpha} V^{\delta}-\left(\nabla_{\gamma} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\gamma} V^{\alpha}+\epsilon\left(\nabla_{\gamma} \nabla^{\alpha} f^{\prime}\right) \eta^{\gamma}\right] \tag{3.162}
\end{align*}
$$

with $E=-\eta_{\alpha} V^{\alpha}$, and $\eta_{\alpha} u^{\alpha}=0$. For the FLRW case the covariant derivatives are

$$
\begin{equation*}
\nabla_{0} \nabla_{0} f^{\prime}=f^{\prime \prime} \ddot{R}+f^{\prime \prime \prime} \dot{R}^{2}, \quad \nabla_{i} \nabla_{j} f^{\prime}=-H g_{i j} f^{\prime \prime} \dot{R}, \quad \square f^{\prime}=-f^{\prime \prime}(\ddot{R}+3 H \dot{R})-f^{\prime \prime \prime} \dot{R}^{2} \tag{3.163}
\end{equation*}
$$

since in this case the four-velocity is $u^{\alpha}=(1,0,0,0)$ from the orthogonality conditions we get $E=$ $-V_{\alpha} u^{\alpha}=-V_{0}, \eta_{\alpha} u^{\alpha}=\eta_{0} u^{0}=0$ (thus the deviation vector just have non-vanishing spatial components $\eta^{0}=0$ ), and $\eta_{\alpha} V^{\alpha}=\eta_{i} V^{i}$. The GDE reduces to

$$
\begin{equation*}
R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}=\frac{1}{2 f^{\prime}}\left[\left(\kappa(\rho+p)+f^{\prime \prime}(\ddot{R}-H \dot{R})+f^{\prime \prime \prime} \dot{R}^{2}\right) E^{2}+\left(\frac{\kappa \rho}{3}+\kappa p+\frac{f}{3}+f^{\prime \prime}(\ddot{R}+H \dot{R})+f^{\prime \prime \prime} \dot{R}^{2}\right) \epsilon\right] \eta^{\alpha} . \tag{3.164}
\end{equation*}
$$

We have already defined the following quantities (3.121)

$$
\begin{equation*}
\rho_{e f f}=\frac{1}{f^{\prime}}\left[\kappa \rho+\frac{R f^{\prime}-f}{2}-3 H f^{\prime \prime} \dot{R}\right], \quad p_{e f f}=\frac{1}{f^{\prime}}\left[\kappa p+\frac{f-R f^{\prime}}{2}+f^{\prime \prime}(\ddot{R}+2 H \dot{R})+f^{\prime \prime \prime} \dot{R}^{2}\right] \tag{3.165}
\end{equation*}
$$

equation (3.164) could be written in a more compact form and for the FLRW equivalent to the results found in [43]

$$
\begin{equation*}
R_{\beta \gamma \delta}^{\alpha} V^{\beta} \eta^{\gamma} V^{\delta}=\frac{1}{2}\left[\left(\rho_{e f f}+p_{e f f}\right) E^{2}+\frac{1}{3}\left(\rho_{e f f}+3 p_{e f f}+R\right) \epsilon\right] \eta^{\alpha}, \tag{3.166}
\end{equation*}
$$

and finally we can write the GDE as

$$
\begin{equation*}
\frac{D^{2} \eta^{\alpha}}{D v^{2}}=-\frac{1}{2}\left[\left(\rho_{e f f}+p_{e f f}\right) E^{2}+\frac{1}{3}\left(\rho_{e f f}+3 p_{e f f}+R\right) \epsilon\right] \eta^{\alpha}, \tag{3.167}
\end{equation*}
$$

with $\frac{D}{D v}$ the covariant derivative along the curve. The equation (3.167) was obtained in a very special reference frame. However, to show the equivalence for FLRW where the $1+3$ formalism is equivalent to the $3+1$ methodology, we use the result (3.151) and the result arises naturally with the special case $\Theta=3 H$
$\frac{D^{2} X^{a}}{D \lambda^{2}}=-\frac{1}{2 f^{\prime}}\left[\left\{\kappa\left(\rho_{m}+p_{m}\right)-H \dot{R} f^{\prime \prime}+\ddot{R} f^{\prime \prime}+f^{\prime \prime \prime} \dot{R}^{2}\right\} E^{2}+\epsilon\left\{\frac{\kappa \rho_{m}}{3}+\kappa p_{m}+\frac{f}{3}+H \dot{R} f^{\prime \prime}+\ddot{R} f^{\prime \prime}+f^{\prime \prime \prime} \dot{R}^{2}\right\}\right] X^{a}$,
and where we use the general identities $\dot{f}^{\prime}=\dot{R} f^{\prime \prime}$ and $\ddot{f}^{\prime}=\ddot{R} f^{\prime \prime}+f^{\prime \prime \prime} \dot{R}^{2}$. The equation (3.168) is the generalization for the Pirani equation in $f(R)$ gravity. As we expect the GDE induces only a change in the magnitude of the deviation vector $\eta^{\alpha}$, which also occurs in GR. This result is inferred from the form of the metric, which describes an homogeneous and isotropic universe. For anisotropic universes, like Bianchi I, the GDE also induces a change in the direction of the deviation vector, as shown in [63].

### 3.16.2 GDE for fundamental observers

As a very simple but representative example of the GDE (3.168) we consider the Hubble's flow as a bundle of geodesics and we compute the GDE for this situation. In this case we have $V^{\alpha}$ as the fourvelocity of the fluid $u^{\alpha}$. The affine parameter $v$ matches with the proper time of the fundamental observer $v=t$. Because we have temporal geodesics then $\epsilon=-1$ and also the vector field are normalized $E^{2}=1$ , thus from (3.151)

$$
\begin{equation*}
R_{\beta \gamma \delta}^{\alpha} u^{\beta} \eta^{\gamma} u^{\delta}=\frac{1}{2 f^{\prime}(R)}\left[\frac{2 \kappa \rho}{3}-\frac{f(R)}{3}-2 H f^{\prime \prime}(R) \dot{R}\right] \eta^{\alpha}, \tag{3.169}
\end{equation*}
$$

if the deviation vector is $\eta_{\alpha}=\ell e_{\alpha}$, isotropy implies

$$
\begin{equation*}
\frac{D e^{\alpha}}{D t}=0, \tag{3.170}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{D^{2} \eta^{\alpha}}{D t^{2}}=\frac{\mathrm{d}^{2} \ell}{\mathrm{~d} t^{2}} e^{\alpha}, \tag{3.171}
\end{equation*}
$$

using this result in the GDE (3.152) with (3.169) gives

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \ell}{\mathrm{~d} t^{2}}=-\frac{1}{2 f^{\prime}(R)}\left[\frac{2 \kappa \rho}{3}-\frac{f(R)}{3}-2 H f^{\prime \prime}(R) \dot{R}\right] \ell . \tag{3.172}
\end{equation*}
$$

In particular with $\ell=a(t)$ we have

$$
\begin{equation*}
\frac{\ddot{a}}{a}=\frac{1}{f^{\prime}(R)}\left[\frac{f(R)}{6}+H f^{\prime \prime}(R) \dot{R}-\frac{k \rho}{3}\right] . \tag{3.173}
\end{equation*}
$$

This equation is exactly the equation (3.114) and obviously it could obtained as a particular case of the generalized Raychaudhuri equation given in (3.94) [48]. Is possible to obtain the standard form of the modified Friedmann equations [64] from this Raychaudhuri equation giving

$$
\begin{equation*}
H^{2}+\frac{K}{a^{2}}=\frac{1}{3 f^{\prime}(R)}\left[\kappa \rho+\frac{\left(R f^{\prime}(R)-f(R)\right)}{2}-3 H f^{\prime \prime}(R) \dot{R}\right] \tag{3.174}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \dot{H}+3 H^{2}+\frac{K}{a^{2}}=-\frac{1}{f^{\prime}(R)}\left[\kappa p+2 H f^{\prime \prime}(R) \dot{R}+\frac{\left(f(R)-R f^{\prime}(R)\right)}{2}+f^{\prime \prime}(R) \ddot{R}+f^{\prime \prime \prime}(R) \dot{R}^{2}\right] . \tag{3.175}
\end{equation*}
$$

The set of equations (3.174) and (3.175) are the field equations for the FLRW spacetimes in metric $f(R)$ gravity. These equations are also studied in ETGs theory from the equivalence mentioned in section (2.8) in the previous chapter. The equations using such equivalence are studied in [65]. We notice again that the geometrical method to get the GDE is based on geometrical analysis on manifold theory, for this reason, the extension to theories as ETGs follows the same methodology as we used for $f(R)$ gravity. The extension to theories as in the case of (2.119) is work in progress by the author.

### 3.17 GDE for null vector fields

Now we consider the GDE for null vector fields past directed. In this case we have $V^{\alpha}=k^{\alpha}, k_{\alpha} k^{\alpha}=0$ and $k^{\alpha}=\frac{d x^{\mu}}{\mathrm{d} v}$ with $v$ the affine-parametrization. Then equation (3.168) reduces to

$$
\begin{equation*}
\frac{D^{2} X^{a}}{D \lambda^{2}}=-\frac{1}{2 f^{\prime}}\left[\left\{\kappa\left(\rho_{m}+p_{m}\right)-H \dot{R} f^{\prime \prime}+\ddot{R} f^{\prime \prime}+f^{\prime \prime \prime} \dot{R}^{2}\right\} E^{2}\right] X^{a}, \tag{3.176}
\end{equation*}
$$

or in terms of the $(3.121)^{5}$

$$
\begin{equation*}
\frac{D^{2} \eta^{\alpha}}{D \lambda^{2}}=-R_{\beta \gamma \delta}^{\alpha} k^{\beta} \eta^{\gamma} k^{\delta}=-\frac{1}{2}\left(\rho_{e f f}+p_{e f f}\right) E^{2} \eta^{\alpha} \tag{3.177}
\end{equation*}
$$

that could be interpreted as the Ricci focusing in $f(R)$ gravity. Writing $\eta^{\alpha}=\eta e^{\alpha}, e_{\alpha} e^{\alpha}=1, e_{\alpha} u^{\alpha}=$ $e_{\alpha} k^{\alpha}=0$ and choosing an aligned base parallel propagated $\frac{D e^{\alpha}}{D v}=k^{\beta} \nabla_{\beta} e^{\alpha}=0$, the equation (3.177) becomes a scalar equation for the norm $\eta$. In the case of GR discussed in [60], all families of pastdirected null geodesics $\left(k^{0}=\frac{d t}{\mathrm{~d} \nu}<0\right)$ experience focusing, provided $\kappa(\rho+p)>0$, and for a fluid with equation of state $p=-\rho$ (cosmological constant) there is no influence in the focusing [60]. From (3.176) the focusing condition for $f(R)$ gravity is

$$
\begin{equation*}
\frac{1}{f^{\prime}}\left[\kappa\left(\rho_{m}+p_{m}\right)-H \dot{R} f^{\prime \prime}+\ddot{R} f^{\prime \prime}+f^{\prime \prime \prime} \dot{R}^{2}\right] \geq 0 \tag{3.178}
\end{equation*}
$$

The equation (3.178) is the weak energy condition for $f(R)$ gravity analogous to GR in the FLRW metric. Some more restricted conditions to the energy conditions in $f(R)$ can be found in [29,53]. A similar condition to (3.178) over the function $f(R)$ was established in order to avoid the appearance of ghosts [4, 66] with the extra condition $f^{\prime}(R)>0$.

[^8]
### 3.17.1 From $v$ to redshift $z$

We want to write the equation (3.177) in function of the cosmological redshift parameter $z$. For this the differential operators is

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} v}=\frac{\mathrm{d} z}{\mathrm{~d} v} \frac{\mathrm{~d}}{\mathrm{~d} z}  \tag{3.179}\\
\frac{\mathrm{~d}^{2}}{\mathrm{~d} v^{2}}=\frac{\mathrm{d} z}{\mathrm{~d} v} \frac{\mathrm{~d}}{\mathrm{~d} z}\left(\frac{\mathrm{~d}}{\mathrm{~d} v}\right) \\
=\left(\frac{\mathrm{d} v}{\mathrm{~d} z}\right)^{-2}\left[-\left(\frac{\mathrm{d} v}{\mathrm{~d} z}\right)^{-1} \frac{\mathrm{~d}^{2} v}{\mathrm{~d} z^{2}} \frac{\mathrm{~d}}{\mathrm{~d} z}+\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}}\right] \tag{3.180}
\end{gather*}
$$

In the case of null geodesics

$$
\begin{equation*}
(1+z)=\frac{a_{0}}{a}=\frac{E}{E_{0}} \quad \longrightarrow \quad \frac{\mathrm{~d} z}{1+z}=-\frac{\mathrm{d} a}{a} \tag{3.181}
\end{equation*}
$$

with $a$ the scale factor, and $a_{0}=1$ the present value of the scale factor. Thus for the past directed case

$$
\begin{equation*}
\mathrm{d} z=(1+z) \frac{1}{a} \frac{\mathrm{~d} a}{\mathrm{~d} v} \mathrm{~d} v=(1+z) \frac{\dot{a}}{a} E \mathrm{~d} v=E_{0} H(1+z)^{2} \mathrm{~d} v \tag{3.182}
\end{equation*}
$$

Then we get

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} z}=\frac{1}{E_{0} H(1+z)^{2}} \tag{3.183}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}^{2} v}{\mathrm{~d} z^{2}}=-\frac{1}{E_{0} H(1+z)^{3}}\left[\frac{1}{H}(1+z) \frac{\mathrm{d} H}{\mathrm{~d} z}+2\right] \tag{3.184}
\end{equation*}
$$

writing $\frac{\mathrm{d} H}{\mathrm{~d} z}$ as

$$
\begin{equation*}
\frac{\mathrm{d} H}{\mathrm{~d} z}=\frac{\mathrm{d} v}{\mathrm{~d} z} \frac{\mathrm{~d} t}{\mathrm{~d} v} \frac{\mathrm{~d} H}{\mathrm{~d} t}=-\frac{1}{H(1+z)} \frac{\mathrm{d} H}{\mathrm{~d} t}, \tag{3.185}
\end{equation*}
$$

we use $\left(k^{0}=\frac{\mathrm{d} t}{\mathrm{~d} v}=E_{0}(1+z)\right)$ and the minus sign comes from the condition of past directed geodesic $k^{0}<0$. Now, from the definition of the Hubble parameter $H$

$$
\begin{equation*}
\dot{H} \equiv \frac{\mathrm{~d} H}{\mathrm{~d} t}=\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\dot{a}}{a}=\frac{\ddot{a}}{a}-H^{2}, \tag{3.186}
\end{equation*}
$$

and using the Raychaudhuri equation (3.173)

$$
\begin{equation*}
\dot{H}=\frac{1}{f^{\prime}(R)}\left[\frac{f(R)}{6}+H f^{\prime \prime}(R) \dot{R}-\frac{\kappa \rho}{3}\right]-H^{2} \tag{3.187}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\mathrm{d}^{2} v}{\mathrm{~d} z^{2}}=-\frac{3}{E_{0} H(1+z)^{3}}\left[1+\frac{1}{3 H^{2} f^{\prime}(R)}\left(\frac{\kappa \rho}{3}-\frac{f(R)}{6}-H f^{\prime \prime}(R) \dot{R}\right)\right] \tag{3.188}
\end{equation*}
$$

Finally, the operator $\frac{\mathrm{d}^{2} \eta}{\mathrm{~d} \nu^{2}}$ is

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \eta}{\mathrm{~d} v^{2}}=(E H(1+z))^{2}\left[\frac{\mathrm{~d}^{2} \eta}{\mathrm{~d} z^{2}}+\frac{3}{(1+z)}\left[1+\frac{1}{3 H^{2} f^{\prime}(R)}\left(\frac{\kappa \rho}{3}-\frac{f(R)}{6}-H f^{\prime \prime}(R) \dot{R}\right)\right] \frac{\mathrm{d} \eta}{\mathrm{~d} z}\right] \tag{3.189}
\end{equation*}
$$

and the GDE (3.177) reduces to

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \eta}{\mathrm{~d} z^{2}}+\frac{3}{(1+z)}\left[1+\frac{1}{3 H^{2} f^{\prime}(R)}\left(\frac{\kappa \rho}{3}-\frac{f(R)}{6}-H f^{\prime \prime}(R) \dot{R}\right)\right] \frac{\mathrm{d} \eta}{\mathrm{~d} z}=-\frac{\left[\kappa\left(\rho_{m}+p_{m}\right)-H \dot{R} f^{\prime \prime}+\ddot{R} f^{\prime \prime}+\dot{R}^{2} f^{\prime \prime \prime}\right]}{2 H^{2}(1+z)^{2} f^{\prime}(R)} \eta . \tag{3.190}
\end{equation*}
$$

Given the important fact

$$
\begin{equation*}
\nabla_{a} T_{\text {mat }}^{a b}=0=\dot{\rho}_{m}+3 H\left(\rho_{m}+p_{m}\right)=0, \tag{3.191}
\end{equation*}
$$

the energy density $\rho_{m}$ and the pressure $p_{m}$ considering could be written in the following way

$$
\begin{equation*}
\rho(z)=\rho_{m 0}(1+z)^{3}+\rho_{r 0}(1+z)^{4}, \quad p(z)=\frac{1}{3} \rho_{r 0}(1+z)^{4}, \tag{3.192}
\end{equation*}
$$

where we have used $p_{m}=0$ and $p_{r}=\frac{1}{3} \rho_{r}$. Thus the GDE could be written as

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \eta}{\mathrm{~d} z^{2}}+\mathcal{P}(H, R, z) \frac{\mathrm{d} \eta}{\mathrm{~d} z}+Q(H, R, z) \eta=0 \tag{3.193}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathcal{P}(H, R, z)=\frac{3}{(1+z)}\left[1+\frac{1}{3 H^{2} f^{\prime}(R)}\left(\frac{\kappa \rho}{3}-\frac{f(R)}{6}-H f^{\prime \prime}(R) \dot{R}\right)\right],  \tag{3.194}\\
Q(H, R, z)=\frac{\left[\kappa\left(\rho_{m}+p_{m}\right)-H \dot{R} f^{\prime \prime}+\ddot{R} f^{\prime \prime}+\dot{R}^{2} f^{\prime \prime \prime}\right]}{2 H^{2}(1+z)^{2} f^{\prime}(R)}, \tag{3.195}
\end{gather*}
$$

and $H$ given by the modified field equations (3.174)

$$
\begin{align*}
& H^{2}=\frac{1}{3 f^{\prime}(R)}\left[\rho_{m 0}(1+z)^{3}+\rho_{r 0}(1+z)^{4}+\frac{\left(R f^{\prime}(R)-f(R)\right)}{2}-3 H f^{\prime \prime}(R) \dot{R}\right]-\frac{k}{a^{2}}, \\
& H^{2}=\frac{1}{3 f^{\prime}(R)}\left[\rho_{m 0}(1+z)^{3}+\rho_{r 0}(1+z)^{4}+\rho_{D E}\right]-k(1+z)^{2}, \tag{3.196}
\end{align*}
$$

where

$$
\begin{equation*}
\rho_{D E} \equiv\left[\frac{\left(R f^{\prime}(R)-f(R)\right)}{2}-3 H f^{\prime \prime}(R) \dot{R}\right] . \tag{3.197}
\end{equation*}
$$

In order to solve (3.193) it is necessary to write $R$ and $H$ in function of the redshift. First we define the operator

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}=\frac{\mathrm{d} z}{\mathrm{~d} a} \frac{\mathrm{~d} a}{\mathrm{~d} t} \frac{\mathrm{~d}}{\mathrm{~d} z}=-(1+z) H \frac{\mathrm{~d}}{\mathrm{~d} z}, \tag{3.198}
\end{equation*}
$$

then the Ricci is [19]

$$
\begin{aligned}
R & =6\left[\frac{\ddot{a}}{a}+\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}\right], \\
& =6\left[2 H^{2}+\dot{H}+\frac{k}{a^{2}}\right], \\
& =6\left[2 H^{2}-(1+z) H \frac{d H}{d z}+k(1+z)^{2}\right],
\end{aligned}
$$

if we want $H=H(z)$ is necessary to fix the form of $H(z)$ or either a specific form of the $f(R)$ function. This point has been studied in [19] and the method to fix the form of $H(z)$ and find the form of the
$f(R)$ function by observations is given in [67]. The $f(R)$ models offer a wide possibility to explain fundamental problems in cosmology, as we mention the actual acceleration phase one of the problems addressed by the ETGs [68-71].

There is a method employed by [43] using a dynamical system to solve the Friedmann equations together with (3.190). It has some advantages to explore general features of the problem. However, our method is equivalent, we can write( 3.190) using the transformation between the affine parameter $v$ and the redshift $z, \frac{\mathrm{~d}}{\mathrm{~d} v} \longrightarrow \frac{\mathrm{~d}}{\mathrm{~d} z}$ and (3.121), the equation (3.190) is written as [43]

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \eta}{\mathrm{~d} z^{2}}+\frac{\left(7+3 w_{e f f}\right)}{2(1+z)} \frac{\mathrm{d} \eta}{\mathrm{~d} z}+\frac{3\left(1+w_{e f f}\right)}{2(1+z)^{2}} \eta=0 \tag{3.199}
\end{equation*}
$$

with $w_{e f f}=\frac{p_{e f f}}{\rho_{e f f}}$. This is the equation [43, eq. (39)]. In the particular case $f(R)=R-2 \Lambda$, implies $f^{\prime}(R)=1, f^{\prime \prime}(R)=0$. The expression for $\Omega_{D E}$ reduces to

$$
\begin{equation*}
\rho_{D E}=\left[\frac{(R-R+2 \Lambda)}{6}\right]=\frac{\Lambda}{3} \tag{3.200}
\end{equation*}
$$

then the quantity $\rho_{D E}$ generalizes the Dark Energy parameter. The Friedmann modified equation (3.196) reduces to the well know expression in GR

$$
\begin{equation*}
H^{2}=H_{0}^{2}\left[\Omega_{m 0}(1+z)^{3}+\Omega_{r 0}(1+z)^{4}+\Omega_{\Lambda}+\Omega_{k}(1+z)^{2}\right] \tag{3.201}
\end{equation*}
$$

the expressions $\mathcal{P}$, and $Q$ reduces to

$$
\begin{gather*}
\mathcal{P}(z)=\frac{4 \Omega_{r 0}(1+z)^{4}+(7 / 2) \Omega_{m 0}(1+z)^{3}+3 \Omega_{k 0}(1+z)^{2}+2 \Omega_{\Lambda}}{(1+z)\left(\Omega_{r 0}(1+z)^{4}+\Omega_{m 0}(1+z)^{3}+\Omega_{k 0}(1+z)^{2}+\Omega_{\Lambda}\right)}  \tag{3.202}\\
Q(z)=\frac{2 \Omega_{r 0}(1+z)^{2}+(3 / 2) \Omega_{m 0}(1+z)}{\Omega_{r 0}(1+z)^{4}+\Omega_{m 0}(1+z)^{3}+\Omega_{k 0}(1+z)^{2}+\Omega_{\Lambda}} \tag{3.203}
\end{gather*}
$$

and the GDE for null vector fields is

$$
\begin{align*}
& \frac{\mathrm{d}^{2} \eta}{\mathrm{~d} z^{2}}+\frac{4 \Omega_{r 0}(1+z)^{4}+(7 / 2) \Omega_{m 0}(1+z)^{3}+3 \Omega_{k 0}(1+z)^{2}+2 \Omega_{\Lambda}}{(1+z)\left(\Omega_{r 0}(1+z)^{4}+\Omega_{m 0}(1+z)^{3}+\Omega_{k 0}(1+z)^{2}+\Omega_{\Lambda}\right)} \frac{\mathrm{d} \eta}{\mathrm{~d} z} \\
&+\frac{2 \Omega_{r 0}(1+z)^{2}+(3 / 2) \Omega_{m 0}(1+z)}{\Omega_{r 0}(1+z)^{4}+\Omega_{m 0}(1+z)^{3}+\Omega_{k 0}(1+z)^{2}+\Omega_{\Lambda}} \eta=0 \tag{3.204}
\end{align*}
$$

The Mattig relation in GR is obtained in the case $\Omega_{\Lambda}=0$ and writing $\Omega_{k 0}=1-\Omega_{m 0}-\Omega_{r 0}$ which gives [60]

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \eta}{d z^{2}}+\frac{6+\Omega_{m 0}(1+7 z)+\Omega_{r 0}\left(1+8 z+4 z^{2}\right)}{2(1+z)\left(1+\Omega_{m 0} z+\Omega_{r 0} z(2+z)\right)} \frac{\mathrm{d} \eta}{\mathrm{~d} z}+\frac{3 \Omega_{m 0}+4 \Omega_{r 0}(1+z)}{2(1+z)\left(1+\Omega_{m 0} z+\Omega_{r 0} z(2+z)\right)} \eta=0 \tag{3.205}
\end{equation*}
$$

then, the equation (3.193) give us a generalization of the Mattig relation in $f(R)$ gravity.

### 3.17.2 The angular diameter distance $D_{A}$

In a spherically symmetric space-time, like in FLRW universe, the magnitude of the deviation vector $\eta$ is related with the proper area $d A$ of a source in a redshift $z$ by $d \eta \propto \sqrt{d A}$, and from this, the definition
of the angular diametral distance $D_{A}$ could be written as [2]

$$
\begin{equation*}
D_{A}=\sqrt{\frac{\mathrm{d} A}{\mathrm{~d} \Omega}}, \tag{3.206}
\end{equation*}
$$

with $d \Omega$ the solid angle. Thus the GDE in terms of the angular diametral distance is then

$$
\begin{equation*}
\frac{\mathrm{d}^{2} D_{A}^{f(R)}}{\mathrm{d} z^{2}}+\frac{\left(7+3 w_{e f f}\right)}{2(1+z)} \frac{\mathrm{d} D_{A}^{f(R)}}{\mathrm{d} z}+\frac{3\left(1+w_{e f f}\right)}{2(1+z)^{2}} D_{A}^{f(R)}=0 \tag{3.207}
\end{equation*}
$$

where we denote the angular diametral distance by $D_{A}^{f(R)}$, to emphasize that any solution of the previous equation needs a specific form of the $f(R)$ function, or either a form of $H(z)$. This equation satisfies the initial conditions (for $z \geq z_{0}$ )

$$
\begin{gather*}
\left.D_{A}^{f(R)}\left(z, z_{0}\right)\right|_{z=z_{0}}=0  \tag{3.208}\\
\left.\frac{\mathrm{~d} D_{A}^{f(R)}}{\mathrm{d} z}\left(z, z_{0}\right)\right|_{z=z_{0}}=\frac{H_{0}}{H\left(z_{0}\right)\left(1+z_{0}\right)}, \tag{3.209}
\end{gather*}
$$

being $H\left(z_{0}\right)$ the modified Friedmann equation (3.196) evaluated at $z=z_{0}$. The conditions (3.208) and (3.209) keep the functional form because they come from the geometrical properties of the FLRW models. The proper distances and the definition for the Hubble parameter as $H=\frac{\dot{a}}{a}$ allow to write the boundary conditions for (3.207) [2].

### 3.18 Is it possible a Dyer-Roeder like Equation in $f(R)$ Gravity?

Finally we get an important relation that is a tool to study cosmological distances also in inhomogeneous universes. The Dyer-Roeder equation gives a differential equation for the diametral angular distance $d_{A}$ as a function of the redshift $z$ [72]. The standard form of the Dyer-Roeder equation in GR can be given by [57],[73]

$$
\begin{equation*}
(1+z)^{2} \mathcal{F}(z) \frac{\mathrm{d}^{2} D_{A}}{\mathrm{~d} z^{2}}+(1+z) \mathcal{G}(z) \frac{\mathrm{d} D_{A}}{\mathrm{~d} z}+\mathcal{H}(z) D_{A}=0 \tag{3.210}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathcal{F}(z)=H^{2}(z)  \tag{3.211}\\
\mathcal{G}(z)=(1+z) H(z) \frac{\mathrm{d} H}{\mathrm{~d} z}+2 H^{2}(z)  \tag{3.212}\\
\mathcal{H}(z)=\frac{3 \tilde{\alpha}(z)}{2} \Omega_{m 0}(1+z)^{3} \tag{3.213}
\end{gather*}
$$

with $\tilde{\alpha}(z)$ is the smoothness parameter, which gives the character of inhomogeneities in the energy density [73]. When we consider $\alpha=$ const the physical interpretation for the clumpiness parameter is clear as is pointed out in [2]. There have been some studies about the influence of the smoothness parameter $\tilde{\alpha}$ in the behavior of $D_{A}(z)$ [57, 74]. In order to obtain the Dyer-Roeder like equation in $f(R)$ gravity we follow [57]. First, we note that the terms containing the derivatives of $D_{A}^{f(R)}$ in equation (3.207) come from the transformation $\frac{\mathrm{d}}{\mathrm{d} v} \longrightarrow \frac{\mathrm{~d}}{\mathrm{~d} z}$ and the term with only $D_{A}^{f(R)}$ comes from the Ricci focusing (3.176). In this point there is a big difference between GR and $f(R)$ as we can notice in (3.177). Besides the matter density $\rho_{m}$ there is a geometrical contribution coming from geometrical terms in the Ricci focusing term. As a first attempt to consider inhomogeneous contributions we follow [57, 72,

73] and we introduce a mass-fraction $\tilde{\alpha}$ (smoothness parameter) of matter in the universe, and then we replace only this contribution in the Ricci focusing $\rho \longrightarrow \tilde{\alpha} \rho$. It could be a danger to estimate distances from (3.190) due to the fact that the terms in the Ricci focusing depend on more than $\rho_{m}$, the contributions from the $f(R)$ function make a difference that should be investigated with a different approach. Thus, the problem for distances in inhomogeneous cosmologies should be treated with tools as (3.145). This equation is a fundamental key in applications as gravitational lensing [56] and being the equation general could be applied to more general spacetimes as LTB models [1] in a more clear way.

### 3.19 An Alternative Derivation

To see the direct equivalence for the FLRW between the coordinate and the covariant methods, the results for the angular diametral distance could be also obtained from the focusing equation (see [42, 45] and references therein):

$$
\begin{equation*}
\frac{\mathrm{d}^{2} D_{A}}{d v^{2}}=-\left(|\sigma|^{2}+\frac{1}{2} R_{\alpha \beta} k^{\alpha} k^{\beta}\right) D_{A}, \tag{3.214}
\end{equation*}
$$

being $\sigma$ the shear, $k^{\alpha}$ a null vector. From the field equations in $f(R)$ gravity we can write

$$
\begin{equation*}
R_{\alpha \beta}=\frac{1}{f^{\prime}}\left[\kappa T_{\alpha \beta}+\frac{f}{2} g_{\alpha \beta}+\nabla_{\alpha} \nabla_{\beta} f^{\prime}-g_{\alpha \beta} \square f^{\prime}\right], \tag{3.215}
\end{equation*}
$$

for the specific case of the FLRW universe ( $\sigma=0$ ), the previous expression gives

$$
\begin{equation*}
R_{\alpha \beta} k^{\alpha} k^{\beta}=\frac{1}{f^{\prime}}\left[\kappa(\rho+p)+f^{\prime \prime}(\ddot{R}-H \dot{R})+f^{\prime \prime \prime} \dot{R}^{2}\right] E^{2} ; \tag{3.216}
\end{equation*}
$$

and then

$$
\begin{equation*}
\frac{\mathrm{d}^{2} D_{A}}{\mathrm{~d} \nu^{2}}=-\frac{1}{2 f^{\prime}}\left[\kappa(\rho+p)+f^{\prime \prime}(\ddot{R}-H \dot{R})+f^{\prime \prime \prime} \dot{R}^{2}\right] E^{2} D_{A}, \tag{3.217}
\end{equation*}
$$

which has the same form as equation (3.190) with $\eta \propto D_{A}$.

### 3.20 Conclusions and Discussion

In this chapter, we have generalized the GDE equation in metric $f(R)$ gravity and we have studied the equivalence for the FLRW models between the $3+1$ formalism [42] and the covariant $1+3$ approach [43] for the GDE. We have summarized the covariant formalism for the cosmological models. Our general expression (3.199) contains all the information about the dynamics of the models in the ( $w_{\text {eff }}$ ) parameter. As we expect, the analytic solutions for (3.199) $f(R)$ are not trivial. Some numerical solutions are shown in [43], but this point deserves a deep study. Further analysis for the optical Sachs equations including the shear contribution, and distance-redshift relations in $f(R)$ gravity is in progress from our previous work [42,57]. In principle, the formulation given in 3.13.1 makes the extension of the GDE to more general spacetimes more clear. For perturbed FLRW models in GR and applications to weak gravitational lensing of the $1+3$ formalism see [56].

In the previous chapter 2.2.1 we have mentioned some cosmological reasons to study $f(R)$ as a viable model for gravity. It is important to mention some important points related with this topic [1]. Maybe one the most actual open questions coming from the cosmological data is the late-time acceleration of the universe from $z \approx 1$. Nonlinear effects is a viable way to explain this phenomena without dark energy or cosmological constant. The other possibility to explain the late acceleration of the universe is to
modify the gravity equations (see previous chapter). There are some proposal to explain the acceleration phase with modifications to the Friedmann equations such as $f\left(H^{2}\right)=\frac{8 \pi G \rho}{3}$ or $H^{2}=\frac{8 \pi G q(\rho)}{3}$, but with these ideas is only possible to compute the background dynamics and not the perturbations, it is not possible with to explain the structure formation.
We can think in a general modification to gravity (section 2.8 .3 previous chapter) to solve the acceleration problem, but as is well known, GR has a unique status as a four-dimensional theory where gravity is mediated by a massless spin-2 particle, and the field equations are of the second order. Any gravity modification will produce equation of motion at least of fourth order, and gravity is then also carried by spin- 0 , spin- 1 massless fields. However, in order to avoid ghost in the theory, the only acceptable low-energy generalization of GR are $f(R)$ gravities, with $f^{\prime \prime}(R) \neq 0[1]$. This is a very strong reason to study $f(R)$ gravity as one of the most promising models. Cosmological perturbation theory in $f(R)$ gravity could be studied in a fully nonlinear regime with the $1+3$ presented in this chapter.
In $f(R)$ gravity theories, the gravitational interaction is mediated by a spin- 0 scalar as well the spin- 2 field. As we point out in section 2.8 the equivalence between $f(R)$ gravity and a type Brans-Dicke gravity causes some problems with the spin- 0 field in the solar system. The equivalence indicates that $f(R)$ gravity is a Brans-Dicke theory with $\omega_{B D}=0$ whilst probes as binary pulsar demand $\omega_{B D}>40.000$ [1]. To avoid the solar system/binary pulsar problem one can use the potential in ETGs and the equivalence with $f(R)$ theory increasing the mass of the spin-0 field near to massive objects and keeping the ultralight mass on cosmological scales. This is the chameleon mechanism. Other possibility is to explore our alternative approach [10] where we have demonstrated that it is viable to have the equations of motion only from metric degree of freedom.

## Cosmological Perturbation Theory and Cosmic magnetic fields

### 4.1 Introduction

The origin of galactic and extra-galactic magnetic fields is an unsolved problem in modern cosmology. One sentence to summarize our understanding about cosmic magnetic fields is due to A. Vilenkin 2009 [75]:
There is much to be learned about cosmic magnetic fields. We have a rather sketchy information about the field distribution on the largest scales, and the origin of the magnetic fields remains a mystery.

In this chapter we present our work [49] where we link the cosmological perturbation theory up to second order in a gauge invariant language, applied to the problem of cosmic magnetic fields.
We explore the idea that the cosmic magnetic fields emerged from a small field, a seed, which was produced in the early universe (phase transitions, inflation, ...) and it evolves in time. The problem of how the seed appears is not discussed. This magnetogenesis problem is an active field of research and we recommend the excellent reviews [75, 76].

Cosmological perturbation theory offers a natural way to study the evolution of primordial magnetic fields. The dynamics for this field in the cosmological context is described by a cosmic dynamo like equation, through the dynamo term. In this chapter we get the perturbed Maxwell's equations and compute the energy momentum tensor up to second order in perturbation theory in terms of gauge invariant quantities. Two possible scenarios are discussed, first we consider a FLRW background without magnetic field and we study the perturbation theory introducing the magnetic field as a perturbation. In the second scenario, we consider a magnetized FLRW and build up the perturbation theory from this background. We compare the cosmological dynamo like equation in both scenarios.

As a complementary part of this chapter, in appendix C the $1+3$ formalism and the gauge invariant cosmological perturbation theory using the cosmic magnetic fields is studied as an example [6].

### 4.2 Cosmological perturbation theory: linear regime

Since the phenomenal paper by Lifshitz in 1946 [77], there has been an enormous progress in understanding how to study properly the theory of cosmological perturbations. The main aspects for linear theory are very well established nowadays and there are a wide variety of bibliography sources, as an
example [78-81]. The extension of the relativistic cosmological perturbation theory to non-linear regime is also a very active field of research and involves some interesting aspects in mathematics and physics. The non linear regime contains physics hidden at the linear one, it has been our motivation to develop our proposal about the cosmological dynamo. From very influential works [82, 83], higher order perturbation theory is understood today not as a simple relabeling of the spacetime but a phenomenological scenario with important results as the fluid vorticity as source of primordial magnetic fields [49] and non-Gaussianity signatures in the CMB setting for perturbations from inflation [83]. There are several groups and different approaches to handle the problem. One of the most important methods is called gauge invariant perturbation theory, which is mainly due to K. Nakamura [82], but many other important authors have contributed to the topic [83-87]. For this first section, we introduce the main elements for the linear cosmological perturbation in the metric-based approach which was introduced by Lifshitz [77] and for further references about the methodology see [81, 88].

### 4.2.1 Mathematical background

In cosmological perturbation theory we deal with two spacetimes, one is an idealized universe, usually the FLRW is employed not only because it is an exact solution of the GR equations but from observations it is realized that when a enough large scale is reached the universe looks homogeneous and isotropic [1]. The idealized universe is described by a FLRW metric (3.70)

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t) \gamma_{i j}\left(x^{k}\right) d x^{i} d x^{j}=-d t^{2}+a^{2}(t)\left(\frac{d r^{2}}{1-k r^{2}}+r^{2} d \Omega^{2}\right), \tag{4.1}
\end{equation*}
$$

where $\gamma_{i j}$ is the metric on the 3 -manifold $\Sigma$. To cover the spacetime manifold in (4.1) we choose the $3+1$ splitting [80]. For an extensive review about the $3+1$ formalism see the review [89]. In the $3+1$ formalism to each $t$ the space is a spacelike hypersurface $\Sigma_{t}$. The greek indices run from $0, \ldots 3$ and the latin $1, \ldots, 3$. The right side in (4.1) is written in comoving spherical coordinates $\{r, \theta, \phi\}$ and $k$ is the spatial curvature, which is constant. For linear cosmological perturbation theory, the main assumption is that we can describe the perturbed real world by a metric tensor which is a small deviation from the background (4.1). This sentence has a deep physical meaning and the mathematical effort to formulate the problem properly has a long history in cosmology. In one of the most influential works in the topic, Bardeen in 1980 [78] found the method to formulate the problem of linear perturbation in a new language known as gauge invariant variables. After the Bardeen's work, very important results to improve the theory have been developed. The mathematical aspects to deal with the perturbed Einstein field equations are in the work by Kodama \& Sasaki in 1984 [88].
The mathematical and physical precise meaning of small deviation for a perturbation of any variable is found in [90, 91]. We should describe first some quantities in the idealized universe which we will call background.
Sometimes it is useful introduce a vector base to write tensor fields, for the metric (4.1) one can write

$$
\begin{equation*}
\boldsymbol{\omega}=\omega_{i} \mathbf{e}^{i} \tag{4.2}
\end{equation*}
$$

and the a second rank tensor

$$
\begin{equation*}
\boldsymbol{h}=h_{i j} \mathbf{e}^{i} \otimes \mathbf{e}^{j} \tag{4.3}
\end{equation*}
$$

There are several results with this notation. The 3-metric tensor $\gamma_{i j}$ defines the algebra for the 3-fields
as

$$
\begin{array}{r}
A^{i}=\gamma^{i j} A_{j},  \tag{4.4}\\
\gamma^{i j} \gamma_{i k}=\delta_{k}^{i}, \\
\gamma\left(\mathbf{e}_{i}, \mathbf{e}_{j}\right)=\gamma_{i j} .
\end{array}
$$

The 3-vector basis avoid the use of a particular spatial coordinate system. The 3-metric induces the definition of a covariant derivative $\nabla_{i}$ on $\Sigma_{t}$ even in the case when $k \neq 0$. With the condition $\nabla_{i} \gamma_{l k}=0$, the connection coefficients $\Gamma_{j k}^{i}$ take the form

$$
\begin{equation*}
\Gamma_{i j}^{k}=\frac{1}{2} \gamma^{k l}\left(\gamma_{i l, j}+\gamma_{l j, k}-\gamma_{i j, k}\right) \tag{4.5}
\end{equation*}
$$

The 3-Laplacian (Laplace-Beltrami) operator is defined by

$$
\begin{equation*}
\boldsymbol{\nabla}^{2} \equiv \gamma^{i k} \boldsymbol{\nabla}_{i} \boldsymbol{\nabla}_{k} \tag{4.6}
\end{equation*}
$$

and the set of functions $Y$ solution of

$$
\begin{equation*}
\left(\boldsymbol{\nabla}^{2}+k^{2}\right) Y=0 \tag{4.7}
\end{equation*}
$$

where $-k^{2}$ represents an eigenvalue for the Laplace-Beltrami operator. This set of functions is the natural basis to expand any scalar function on $\Sigma$. The $\left\{k^{2}\right\}$ takes continues values larger or equal to $\left\{(n-2)^{2}|k|\right\}$ for $\{k \leq 0\}$ and $\left\{k^{2}=l(l+n+1) k \quad(l=0,1,2, .).\right\}$ for $k>0$. It has been obtained in [88] and Nakamura [84]. The submanifold $\Sigma$ is Riemannian and the covariant derivatives have the usual algebra

$$
\begin{array}{r}
{\left[\boldsymbol{\nabla}_{i}, \boldsymbol{\nabla}_{j}\right] A^{k}={ }^{(3)} R_{l i j}^{k} A^{l},}  \tag{4.8}\\
{\left[\boldsymbol{\nabla}_{i}, \boldsymbol{\nabla}_{j}\right] h^{k l}={ }^{(3)} R_{n i j}^{k} h^{n l}+{ }^{(3)} R_{n i j}^{l} h^{k n},}
\end{array}
$$

where

$$
\begin{equation*}
\left[\boldsymbol{\nabla}_{i}, \boldsymbol{\nabla}_{j}\right]=\boldsymbol{\nabla}_{i} \boldsymbol{\nabla}_{j}-\boldsymbol{\nabla}_{j} \boldsymbol{\nabla}_{i} . \tag{4.9}
\end{equation*}
$$

The Riemann tensor for constant curvature is

$$
\begin{equation*}
{ }^{(3)} R_{n i j}^{l}=k\left(\delta_{i}^{l} \gamma_{n j}-\delta_{j}^{l} \gamma_{n i}\right) . \tag{4.10}
\end{equation*}
$$

From (4.10) the Ricci tensor and Ricci scalar are given by

$$
\begin{array}{r}
{ }^{(3)} R_{n j}={ }^{(3)} R_{n l j}^{l}=k\left(\delta_{l}^{l} \gamma_{n j}-\delta_{j}^{l} \gamma_{n l}\right)=k\left(3 \gamma_{n j}-\gamma_{n j}\right)=2 k \gamma_{n j},  \tag{4.11}\\
{ }^{(3)} R={ }^{(3)} R_{l}^{l}=6 k .
\end{array}
$$

From the above relations, some useful results can be derived, the laplacian for a scalar field is given by

$$
\begin{equation*}
\nabla^{2} \phi=\gamma^{i j} \partial_{i} \partial_{j} \phi-\gamma^{i j} \Gamma_{i j}^{l} \partial_{l} \phi \tag{4.12}
\end{equation*}
$$

which using $\gamma^{i j} \Gamma_{i j}^{l}=-\frac{1}{\gamma^{1 / 2}} \partial_{k}\left(\gamma^{1 / 2} \gamma^{l k}\right)$, with $\gamma \equiv \operatorname{det}\left\{\gamma_{i j}\right\}$, takes the form

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{\gamma^{1 / 2}} \partial_{i}\left(\gamma^{1 / 2} \gamma^{i j} \partial_{j} \phi\right) \tag{4.13}
\end{equation*}
$$

There are at least two more important results, the divergence for a 3 -vector field $\mathbf{v}$ is generalized by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{v}=\frac{1}{\gamma^{1 / 2}} \partial_{i}\left(\gamma^{1 / 2} v^{i}\right) \tag{4.14}
\end{equation*}
$$

and the curl for the 3 -vector field

$$
\begin{equation*}
\boldsymbol{\nabla} \times \boldsymbol{v}=\epsilon^{i j k}\left(\partial_{i} v_{j}\right) \boldsymbol{e}_{k}, \tag{4.15}
\end{equation*}
$$

with $\epsilon^{i j k} \equiv \gamma^{-1 / 2}[i j k]$ is the three-dimensional Levi-Civita tensor, with $[i j k]=+1$ for an even permutation of $\{123\},[i j k]=-1$ for an odd permutation, and 0 for any two equal indices. The factor $\gamma^{1 / 2}$ makes the Levi-Civita a well defined 3-tensor density.
In the next section, we will employ the nomenclature scalar, vector and tensor in the perturbation variables, this terminology refers how the quantities transform respect to the symmetry group of the submanifold with metric $\gamma_{i j}$. In most of this chapter $\left\{\gamma_{i j}=\delta_{i j}\right\}$ meaning we focus in a flat ( $k=0$ ) background.

### 4.3 The perturbed metric tensor

One of the most important results from the Kodama \& Sasaki work [88] is that the metric tensor for the real universe is written as:

$$
\begin{equation*}
d s^{2}=a^{2}(\tau)\left\{-(1+2 \psi) d \tau^{2}+2 \omega_{i} d \tau d x^{i}+\left[(1-2 \phi) \gamma_{i j}+2 h_{i j}\right] d x^{i} d x^{j}\right\}, \tag{4.16}
\end{equation*}
$$

with $\gamma^{i j} h_{i j}=0^{1}$ and $\mathrm{d} \tau=\frac{\mathrm{dt}}{a(t)}$. The metric tensor (4.16) has the new ingredients for the cosmological perturbation theory. Two 3-scalar fields $\phi(\mathbf{x}, \tau)$ and $\psi(\mathbf{x}, \tau)$, one 3-vector $\omega(\mathbf{x}, \tau)$ and one symmetric, traceless second-rank 3-tensor $h_{i j}(\mathbf{x}, \tau)$. One of the most clear treatment for the physics and notation related with the metric (4.16) is given by Bertschinger in his lectures [79] but are the same definitions are founded in Kodama \& Sasaki [88]. From (4.16) there are 10 new fields $\{1+1+3+5\}$ corresponding to $\{\phi, \psi, \omega, \mathbf{h}\}$. We summarize some important results in order to have a clear idea when second order perturbation theory is introduced.

### 4.3.1 Decomposition of perturbations

The excellent review by Nakamura [82] is one of the most influential works in the field of non-linear cosmological perturbation theory. The metric (4.16) is the most general form for the metric perturbations [ 80,81 ] for a FLRW background. However, there are some aspects that should be addressed in order to use (4.16) as the most general metric for cosmological perturbations. The first aspect in (4.16) is how many degrees of freedom we have for the metric tensor field. In four dimensions, due to the symmetry of the Einstein Field Equations, in principle (4.16) has ten new fields, it means, two scalar fields (including the trace for $h_{i j}$ which in principle can be absorbed in the $\phi$ definition), three in the vector and due to the symmetry in $h_{i j}$ and with the traceless condition we have five degrees, it means that (4.16) has ten independent components. Due to the general covariance, only six fields can be physical degrees of freedom, in fact, we can transform the coordinates $\left\{\tau, x^{i}\right\}$ without change any physical quantity, as for example the spacetime interval $d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}$. It is one way to study the so call gauge problem in

[^9]cosmology. We perform a coordinate transformation in $p \in \mathcal{M}$ using two coordinate charts related by
\[

$$
\begin{array}{r}
\hat{\tau}=\tau+\alpha(\mathbf{x}, \tau), \\
\hat{x}^{i}=x^{i}+\gamma^{i j} \nabla_{j} \beta(\mathbf{x}, \tau)+\epsilon^{i}(\mathbf{x}, \tau),  \tag{4.17}\\
\text { with } \quad \nabla \cdot \epsilon^{i}=0 .
\end{array}
$$
\]

The coordinate freedom leads to ambiguity in the perturbations. The definition of a perturbation quantity is given by

$$
\begin{equation*}
\delta \Gamma:=\Gamma_{\mathcal{M}^{\prime}}-\Gamma_{\mathcal{M}_{0}} \tag{4.18}
\end{equation*}
$$

where $\Gamma_{\mid \mathcal{M}}$ is the value of the quantity in the real universe and $\Gamma_{\mid \mathcal{M}_{0}}$ is the value in the fictitious background. The main point with the definition (4.18) is that the difference depends on the transformation (4.18). Any identification between the real universe and the fictitious one makes (4.18) totally depended of the identification map between the two manifolds. In other words, the identification between $\mathcal{M}_{0}$ and $\mathcal{M}$ once a coordinate system is fixed in $\mathcal{M}_{0}$ makes the equation (4.18) depending on the identification map. The fact of keeping the background coordinates fixed is known in cosmology as a gauge transformation. We should notice than when we split any physical quantity as

$$
\begin{equation*}
\mathbf{T}\left(\tau, x^{i}\right)=\mathbf{T}(\tau)+\delta \mathbf{T}\left(\tau, x^{i}\right) \tag{4.19}
\end{equation*}
$$

this process in non-covariant [83]. A coordinate transformation (4.17) relabel the events in the manifold, but a due to the general covariance of a theory as GR or ETGs the splitting non-covariant. As we will see after, there is another possibility to study this problem. Due to the general transformation law between coordinates charts in a manifold, for example the metric tensor components in an event $p \in \mathcal{M}$ in two different coordinate charts are related by

$$
\begin{equation*}
g_{\mu \nu}^{\prime}\left(x^{\prime \lambda}(p)\right)=\frac{\partial x^{\sigma}}{\partial x^{\prime \mu}} \frac{\partial x^{\lambda}}{\partial x^{\prime \nu}} g_{\sigma \lambda}\left(x^{\lambda}(p)\right), \tag{4.20}
\end{equation*}
$$

where $x^{\prime \mu}=x^{\prime \mu}\left(x^{\lambda}\right)$ is a general, smooth differentiable function. The problem to find the functional form for the coordinate transformation is studied with the infinitesimal coordinate transformation ( $x^{\prime \mu}=$ $x^{\mu}+\xi^{\mu}$ ), with $\xi^{\mu}$ the generator for the transformation. It is called in mathematics gauge transformation. We are dealing here with the theory of linear perturbation theory, but there are several extensions to higher orders in cosmological perturbation theory [83, 86], and including Maxwell equations [49], where the main tool is the gauge transformation to higher order and where $\xi^{\mu}$ is used as the gauge vector field and the information for the higher orders is encoded on it. In the equation (4.17) the functions ( $\alpha, \beta$ ) and the vector $\epsilon^{i}$ are the generators of the gauge transformation. The identification between the background and the physical space induces a coordinate transformation on the physical spacetime, it is called the passive approach and is the most used method in the literature. In the section 4.4 we deal with the gauge problem in cosmology.
The main assumption in linear perturbation theory is that we use $\gamma$ as the 3 -metric in the perturbed hypersurface of constant $\tau$, even when the perturbation metric functions are present, the argument is such that any metric perturbation field is small and quadratic perturbation terms are neglected. It will be not true in high order perturbation theory as we will see in the next sections where the problem is studied using a more powerful method known as the active approach.

The metric decomposition (4.16) allow us to generate the different contributions as

$$
\begin{equation*}
\omega=\omega_{\|}+\omega_{\perp}, \tag{4.21}
\end{equation*}
$$

with

$$
\begin{equation*}
\nabla \times \omega_{\|}=\nabla \cdot \omega_{\perp}=0 \tag{4.22}
\end{equation*}
$$

The equation (4.22) implies $\omega_{\|}=-\nabla \omega$ and only the transverse part $\omega_{\perp}$ represents a vector perturbation.
The tensor $h_{i j}$ can be generated as

$$
\begin{equation*}
h(\mathbf{x})=h_{\perp}+h_{\|}+h_{T} \tag{4.23}
\end{equation*}
$$

with

$$
\begin{array}{r}
h_{\|}:=D_{i j} h,  \tag{4.24}\\
h_{i j, \perp}:=\frac{1}{2}\left(\nabla_{i} h_{j}+\nabla_{j} h_{i}\right), \\
\nabla_{i} h_{j T}^{i}=0 .
\end{array}
$$

with $D_{i j} \equiv \nabla_{i} \nabla_{j}-\frac{1}{3} \gamma_{i j} \nabla^{2}$. The divergences for $h_{\|}$

$$
\begin{equation*}
\nabla \cdot h_{\|}=\nabla^{j} \nabla_{i} \nabla_{j} h-\frac{1}{3} \gamma_{i j} \nabla^{j} \nabla^{2} h \tag{4.25}
\end{equation*}
$$

and from the Riemann tensor

$$
\begin{equation*}
\nabla^{j} \nabla_{i} \nabla_{j} h=\gamma^{k j} R_{j m k i} \nabla^{m} h+\gamma^{k j} \nabla_{i} \nabla_{k} \nabla_{j} h=R_{m i} \nabla^{m} h+\nabla_{i} \nabla^{2} h, \tag{4.26}
\end{equation*}
$$

in the case of constant curvature,

$$
\begin{equation*}
\nabla \cdot h_{\|}=\frac{2}{3} \nabla\left(\nabla^{2}+3 k\right) h \tag{4.27}
\end{equation*}
$$

In the same way, the divergence for $h_{\perp}$ is

$$
\begin{equation*}
\nabla \cdot h_{\perp}=\frac{1}{2}\left(\nabla^{2}+2 k\right) h \tag{4.28}
\end{equation*}
$$

are longitudinal and transverse vectors, respectively [79]. The important conclusion is that the most general perturbations of the FLRW metric at each point may be decomposed in four scalar $\{\psi, \phi, \omega, h\}$, two vector parts each having two degrees of freedom $\left\{\omega_{\perp}, h_{\perp}\right\}$ and one tensor part $h_{T}$ with three degrees of freedom. The classification is a very powerful tool to distinguish between gauge modes (coordinate artifacts) from physical quantities. In principle one can write the field equations (GR or any ETG) from (4.16). However, is more clear to choose an appropriate coordinate system though (4.17) with an important requirement, a gauge choice should not eliminate physical phenomena.

The decomposition (4.24) was performed by Lifshitz [77] and it has been a fundamental key in cosmological perturbation theory. We will use the natural extension in the case of the second order case.

We can proceed to write the field equations for the metric (4.16), but given the freedom in the gauge choosing, it is common to write the fields equations in a particular gauge, for example two very common are the Poisson, which will be discussed in section 4.11 and the synchronous gauge introduced by Lifschitz [77]. We must care that our gauge allows all the physical degree of freedom [79]. There are several important consequences when we use a particular gauge, for example one very important feature of the Poisson gauge is that it gives the relativistic cosmological generalization of the Newtonian gravity and under the consideration of slow motion and inside the Hubble's horizon, the Poisson gauge coordinates reduce to the Eulerian coordinates used in Newtonian cosmology [79].

### 4.3.2 The energy-momentum tensor

In the chapter 3, we described the source for the FLRW model in GR or in ETG as a perfect fluid allowing some general equation of state which respects the spacetime symmetries, for details see section 3.6. Also a more general energy momentum tensor describing phenomena as bulk viscosity, thermal conduction and other physical situations was introduced (3.33). In a coordinate system the tensor for a general fluid (or a sum of uncoupled components as neutrinos,baryons, dark matter) takes the form

$$
\begin{equation*}
T^{\mu v}=(\rho+p) u^{\mu} u^{v}+p g^{\mu v}+\Sigma^{\mu v} \tag{4.29}
\end{equation*}
$$

where $\rho, p$ are the proper energy density and pressure measured in the fluid rest frame. The tensor $\Sigma^{\mu \nu}$ obeys $\Sigma_{\nu}^{\mu} u^{\nu}=0$ and $\Sigma_{\mu}^{\mu}=0$. When we choose (4.29) instead of (3.33), the quantity $\rho u^{\mu}$ carries any heat conduction and $p$ includes any bulk viscosity. One can separate the heat conduction and bulk viscosity with terms $q^{\mu} u^{\nu}$ and from (4.29) the expression in (3.33) is recovered. When scalar fields or electromagnetic fields are present, the energy momentum becomes

$$
\begin{equation*}
T^{\mu \nu}=\sum_{i} T_{i}^{\mu \nu} \tag{4.30}
\end{equation*}
$$

where $T_{i}^{\mu \nu}$ denotes each component. Also, the total energy momentum satisfaces

$$
\begin{equation*}
T_{; \mu}^{\mu \nu}=0 \tag{4.31}
\end{equation*}
$$

but no necessarily each component. The tensor (4.30) for a general perturbation contains sources as the anisotropic part generated by scalar fields or in our case of interest magnetic fields.
In the next sections the gauge problem in cosmology is addressed in a general geometrical way using the Lie derivative as a fundamental tool. Some notation will be changed without change any definition made in this section. The definitions are followed easily, the purpose is to keep our notation in [49].

### 4.4 The gauge problem in perturbation theory

Cosmological Perturbation Theory helps us to find approximate solutions of the Einstein field equations through small deviations from an exact solution [92]. In this theory one works with two different spacetimes, one is the real space-time $\left(\mathcal{M}, g_{\alpha \beta}\right)$ which describes the perturbed universe and the other is the background space-time $\left(\mathcal{M}_{0}, g_{\alpha \beta}^{(0)}\right)$ which is an idealization and is taken as reference to generate the real space-time. Then, the perturbation of any quantity $\Gamma$ (e.g., energy density $\mu(x, t)$, 4-velocity $u^{\alpha}(x, t)$, magnetic field $B^{i}(x, t)$ or metric tensor $\left.g_{\alpha \beta}\right)$ is the difference between the value that the quantity $\Gamma$ takes in the real space-time and the value in the background at a given point ${ }^{2}$. In order to determine the perturbation in $\Gamma$, we must have a way to compare $\Gamma$ (tensor on the real space-time) with $\Gamma^{(0)}$ (being $\Gamma^{(0)}$ the value on $\mathcal{M}_{0}$ ). This requires the assumption to identify points of $\mathcal{M}$ with those of $\mathcal{M}_{0}$. This is accomplished by assigning a mapping between these space-times called gauge choice given by a function $\mathcal{X}: \mathcal{M}_{0}(p) \longrightarrow \mathcal{M}(\bar{p})$ for any point $p \in \mathcal{M}_{0}$ and $\bar{p} \in \mathcal{M}$, which generate a pull-back

$$
\mathcal{X}^{*}: \begin{gather*}
\mathcal{M}  \tag{4.32}\\
T^{*}(\bar{p})
\end{gathered} \longrightarrow \begin{gathered}
\mathcal{M}_{0} \\
T^{*}(p),
\end{gather*}
$$

[^10]thus, points on the real and background space-time can be compared through of $\mathcal{X}$. Then, the perturbation for $\Gamma$ is defined as
\[

$$
\begin{equation*}
\delta \Gamma(p)=\Gamma(\bar{p})-\Gamma^{(0)}(p) \tag{4.33}
\end{equation*}
$$

\]

We see that the perturbation $\delta \Gamma$ is completely dependent of the gauge choice because the mapping determines the representation on $\mathcal{M}_{0}$ of $\Gamma(\bar{p})$. However, one can also choose another correspondence $\boldsymbol{y}$ between these space-times so that $\left.\boldsymbol{y}: \mathcal{M}_{0}(q) \rightarrow \mathcal{M}(\bar{p}),(p \neq q)\right)^{3}$ In the literature a change of this identification map is called gauge transformation. The freedom to choose between different correspondences is due to the general covariance in General Relativity, which states that there is no preferred coordinate system in nature [86, 93]. Hence, this freedom will generate an arbitrariness in the value of $\delta \Gamma$ at any space-time point $p$, which is called gauge problem in the general relativistic perturbation theory and has been treated by [82, 94]. This problem generates unphysical degrees of freedom to the solutions in the theory and therefore one should fix the gauge or build up non dependent quantities of the gauge.

### 4.4.1 Gauge transformations and gauge invariant variables

To define the perturbation to a given order, it is necessary to introduce the concept of Taylor expansion on a manifold and thus the metric and matter fields are expanded in a power series. Following [91, 95, 96], is considered a family of four-dimensional submanifolds $\mathcal{M}_{\lambda}$ with $\lambda \in \mathbb{R}$, embedded in a 5dimensional manifold $\mathcal{N}=\mathcal{M} \times \mathbb{R}$. Each submanifold in the family represents a perturbed space-time and the background space-time is represented by the manifold $\mathcal{M}_{0}(\lambda=0)$. On these manifolds we consider that the Einstein field and Maxwell's equations are satisfied

$$
\begin{equation*}
\mathrm{E}\left[g_{\lambda}, T_{\lambda}\right]=0 \quad \text { and } \quad M\left[F_{\lambda}, J_{\lambda}\right]=0 ; \tag{4.34}
\end{equation*}
$$

each tensor field $\Gamma_{\lambda}$ on a given manifold $\mathcal{M}_{\lambda}$ is extended to all manifold $\mathcal{N}$ through $\Gamma(p, \lambda) \equiv \Gamma_{\lambda}(p)$ to any $p \in \mathcal{M}_{\lambda}$ likewise the above equations are extended to $\mathcal{N}$. ${ }^{4}$ We used a diffeomorphism such that the difference in the right side of equation (4.33) can be done. Is introduced an one-parameter group of diffeomorphisms $\mathcal{X}_{\lambda}$ which identifies points in the background with points in the real space-time labeled with the value $\lambda$. Each $\mathcal{X}_{\lambda}$ is a member of a flow $\mathcal{X}$ on $\mathcal{N}$ and it specifies a vector field $X$ with the property $X^{4}=1$ everywhere (transverse to the $\left.\mathcal{M}_{\lambda}\right)^{5}$ then points which lie on the same integral curve of $X$ have to be regarded as the same point [82]. Therefore, according to the above, one gets a definition for the tensor perturbation

$$
\begin{equation*}
\left.\Delta \Gamma_{\lambda} \equiv \mathcal{X}_{\lambda}^{*} \Gamma\right|_{\mathcal{M}_{0}}-\Gamma_{0} \tag{4.35}
\end{equation*}
$$

At higher orders the Taylor expansion is given by [95],

$$
\begin{equation*}
\Delta^{X} \Gamma_{\lambda}=\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} \delta_{\mathcal{X}}^{(k)} \Gamma-\Gamma_{0}=\sum_{k=1}^{\infty} \frac{\lambda^{k}}{k!} \delta_{\mathcal{X}}^{(k)} \Gamma, \tag{4.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{\mathcal{X}}^{(k)} \Gamma=\left[\frac{\mathrm{d}^{k} \mathcal{X}_{\lambda}^{*} \Gamma}{\mathrm{~d} \lambda^{k}}\right]_{\lambda=0, \mathcal{M}_{0}} \tag{4.37}
\end{equation*}
$$

[^11]Now, rewriting equation (4.35) we get

$$
\begin{equation*}
\left.\mathcal{X}_{\lambda}^{*} \Gamma\right|_{\mathcal{M}_{0}}=\Gamma_{0}+\lambda \delta_{\mathcal{X}}^{(1)} \Gamma+\frac{\lambda^{2}}{2} \delta_{\mathcal{X}}^{(2)} \Gamma+O\left(\lambda^{3}\right), \tag{4.38}
\end{equation*}
$$

Notice in the equations (4.37) and (4.38) the representation of $\Gamma$ on $\mathcal{M}_{0}$ is splitting in the background value $\Gamma_{0}$ plus $O(k)$ perturbations in the gauge $\mathcal{X}_{\lambda}$. Therefore, the $k$-th order $O(k)$ in $\Gamma$ depends on gauge $\mathcal{X}$. With this description the "perturbations are fields lie in the background". The first term in equation (4.35) admits an expansion around $\lambda=0$ given by [95]

$$
\begin{equation*}
\left.\mathcal{X}_{\lambda}^{*} \Gamma\right|_{\mathcal{M}_{0}}=\left.\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} \mathcal{L}_{X}^{k} \Gamma\right|_{\mathcal{M}_{0}}=\left.\exp \left(\lambda \mathcal{L}_{X}\right) \Gamma\right|_{\mathcal{M}_{0}} \tag{4.39}
\end{equation*}
$$

where $\mathcal{L}_{X} \Gamma$ is the Lie derivative of $\Gamma$ with respect to a vector field $X$ that generates the flow $\mathcal{X}$. If we define $\left.\mathcal{X}_{\lambda}^{*} \Gamma\right|_{\mathcal{M}_{0}} \equiv \Gamma_{\lambda}^{X}$ and proceeding in the same way for another gauge choice $\mathcal{y}$, using equations (4.35)-(4.39), the tensor fields $\Gamma_{\lambda}^{X, y}$ can be written as

$$
\begin{align*}
& \Gamma_{\lambda}^{X}=\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} \delta_{X}^{(k)} \Gamma=\left.\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} \mathcal{L}_{X}^{k} \Gamma\right|_{\mathcal{M}_{0}},  \tag{4.40}\\
& \Gamma_{\lambda}^{y}=\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} \delta_{y}^{(k)} \Gamma=\left.\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} \mathcal{L}_{Y}^{k} \Gamma\right|_{\mathcal{M}_{0}}, \tag{4.41}
\end{align*}
$$

if $\Gamma_{\lambda}^{\mathcal{X}}=\Gamma_{\lambda}^{y}$ for any arbitrary gauge $\mathcal{X}$ and $\mathcal{Y}$, from here it is clear that $\Gamma$ is totally gauge invariant. It is also clear that $\Gamma$ is gauge invariant to order $n \geqslant 1$ if only if satisfy $\delta_{y}^{(k)} \Gamma=\delta_{\chi}^{(k)} \Gamma$, or in other way

$$
\begin{equation*}
\mathcal{L}_{X} \delta^{(k)} \Gamma=0 \tag{4.42}
\end{equation*}
$$

for any vector field $X$ and $\forall k<n$. To first order $(k=1)$ any scalar that is constant in the background or any tensor that vanished in the background are gauge invariant. This result is known as Stewart-Walker Lemma [91], i.e., equation (4.42) generalizes this Lemma. However, when $\Gamma$ is not gauge invariant and there are two gauge choices $\mathcal{X}_{\lambda}, \mathcal{Y}_{\lambda}$, the representation of $\left.\Gamma\right|_{\mathcal{M}_{0}}$ is different depending of the used gauge. To transform the representation from a gauge choice $\left.\mathcal{X}_{\lambda}^{*} \Gamma\right|_{\mathcal{M}_{0}}$ to another $\left.\mathcal{V}_{\lambda}^{*} \Gamma\right|_{\mathcal{M}_{0}}$ as with the map $\Phi_{\lambda}: \mathcal{M}_{0} \rightarrow \mathcal{M}_{0}$ given by

$$
\begin{equation*}
\Phi_{\lambda} \equiv \mathcal{X}_{-\lambda} \circ \mathcal{Y}_{\lambda} \Rightarrow \Gamma_{\lambda}^{y}=\Phi_{\lambda}^{*} \Gamma_{\lambda}^{\chi} \tag{4.43}
\end{equation*}
$$

as a consequence, the diffeomorphism $\Phi_{\lambda}$ induce a pull-back $\Phi_{\lambda}^{*}$ which changes the representation $\Gamma_{\lambda}^{X}$ of $\Gamma$ in a gauge $\mathcal{X}_{\lambda}$ to the representation $\Gamma_{\lambda}^{y}$ of $\Gamma$ in a gauge $\boldsymbol{y}_{\lambda}$. Now, following [97] and using the Baker-Campbell-Hausdorff formula [98], one can generalize equation (4.39) to write $\Phi_{\lambda}^{*} \Gamma_{\lambda}^{X}$ in the following way

$$
\begin{equation*}
\Phi_{\lambda}^{*} \Gamma_{\lambda}^{X}=\exp \left(\sum_{k=1}^{\infty} \frac{\lambda^{k}}{k!} \mathcal{L}_{\xi_{k}}\right) \Gamma_{\lambda}^{X}, \tag{4.44}
\end{equation*}
$$

where $\xi_{k}$ is any vector field on $\mathcal{M}_{\lambda}$. Substituting (4.44) in (4.43), we have explicitly that

$$
\begin{equation*}
\Gamma_{\lambda}^{y}=\Gamma_{\lambda}^{X}+\lambda \mathcal{L}_{\xi_{1}} \Gamma_{\lambda}^{X}+\frac{\lambda^{2}}{2}\left(\mathcal{L}_{\xi_{1}}^{2}+\mathcal{L}_{\xi_{2}}\right) \Gamma_{\lambda}^{X}+O\left(\lambda^{3}\right) \tag{4.45}
\end{equation*}
$$

Replacing (4.40) and (4.41) into (4.45), the relations to first and second order perturbations of $\Gamma$ in two different gauge choices are given by

$$
\begin{align*}
\delta_{y}^{(1)} \Gamma-\delta_{\mathcal{X}}^{(1)} \Gamma & =\mathcal{L}_{\xi_{1}} \Gamma_{0}  \tag{4.46}\\
\delta_{y}^{(2)} \Gamma-\delta_{\mathcal{X}}^{(2)} \Gamma & =2 \mathcal{L}_{\xi_{1}} \delta_{\mathcal{X}}^{(1)} \Gamma_{0}+\left(\mathcal{L}_{\xi_{1}}^{2}+\mathcal{L}_{\xi_{2}}\right) \Gamma_{0} \tag{4.47}
\end{align*}
$$

where the generators of the gauge transformation $\Phi$ are

$$
\begin{equation*}
\xi_{1}=Y-X \quad \text { and } \quad \xi_{2}=[X, Y] . \tag{4.48}
\end{equation*}
$$

This vector field can be split in their time and space part

$$
\begin{equation*}
\xi_{\mu}^{(r)} \rightarrow\left(\alpha^{(r)}, \partial_{i} \beta^{(r)}+d_{i}^{(r)}\right) \tag{4.49}
\end{equation*}
$$

here $\alpha^{(r)}$ and $\beta^{(r)}$ are arbitrary scalar functions, and $\partial^{i} d_{i}^{(r)}=0$. The function $\alpha_{(r)}$ determines the choice of constant time hypersurfaces, while $\partial_{i} \beta^{(r)}$ and $d_{i}^{(r)}$ fix the spatial coordinates within these hypersurfaces. The choice of coordinates is arbitrary and the definitions of perturbations are thus gauge dependent. The gauge transformation given by the equations (4.46) and (4.47) are quite general. To first order $\Gamma$ is gauge invariant if $\mathcal{L}_{\xi_{1}} \Gamma_{0}=0$, while to second order one must have other conditions $\mathcal{L}_{\xi_{1}} \delta_{X}^{(1)} \Gamma_{0}=\mathcal{L}_{\xi_{1}}^{2} \Gamma_{0}=0$ and $\mathcal{L}_{\xi_{2}} \Gamma_{0}=0$, and so on at high orders. We will apply the formalism described above to the RobertsonWalker metric, where $k$ does mention the expansion order.


Figure 4.1: Gauge choice

### 4.5 Cosmic magnetic fields

Magnetic fields have been observed on several scales in the universe. Galaxies and clusters of galaxies contain magnetic fields with strengths of $\sim 10^{-6} \mathrm{G}$ [99], fields within clusters are also likely to exist, with strengths of comparable magnitude [100]. There is also evidence of magnetic fields on scales of su-
perclusters [101]. On the other hand, the possibility of cosmological magnetic field has been addressed comparing the CMB quadrupole with one induced by a constant magnetic field (in coherence scales of $\sim 1 M p c$ ), constraining the field magnitude to $B<6.8 \times 10^{-9}\left(\Omega_{m} h^{2}\right)^{1 / 2}$ Gauss [102]. However, the origin of such large scale magnetic fields is still unknown. These fields are assumed to be increased and maintained by dynamo mechanism, but it needs a seed before the mechanism takes place [103]. Astrophysical mechanisms, such as the Biermann battery have been used to explain how the magnetic field is maintained in objects such as galaxies, stars and supernova remnants [104], but they are not likely correlated beyond galactic sizes [105]. It makes difficult to use astrophysical mechanisms to explain the origin of magnetic fields on cosmological scales. In order to overcome this problem, the primordial origin should be found in other scenarios from which the astrophysical mechanism starts. For example, magnetic fields could be generated during primordial phase transitions (such as QCD, the electroweak or GUT), parity-violating processes that generates magnetic helicity or during inflation [106]. Magnetic fields also are generated during the radiation era in regions with non vanishing vorticity. This seed was proposed by Harrison [106]. Magnetic fields generation from density fluctuations in pre-recombination era has been investigated in [106]. The advantage of these primordial processes is that they offer a wide range of coherence lengths (many of which are strongly constrained by Nucleosynthesis [107-109]), while the astrophysical mechanisms produce fields at the same order of the astrophysical size of the object. Recently a lower limit of the large scale correlated magnetic field was found. It constrains models for the origin of cosmic magnetic fields, giving a possible evidence for their primordial origin [110-112].
One way to describe the evolution of magnetic fields is through Cosmological Perturbation Theory and this point gave the start point for our work [49]. As it was mention previous in this chapter, this theory [80] is a powerful tool for understanding the present properties of the large-scale structure of the Universe and their origin. It has been mainly used to predict effects on the temperature distribution in the Cosmic Microwave Background (CMB) [85, 113]. Futhermore, linear perturbation theory combined with inflation suggests that primordial fluctuations of the universe are adiabatic and Gaussian [114]. However, due to the high precision measurements reached in cosmology, higher order cosmological perturbation theory is required to test the current cosmological framework [115, 116].
There are mainly two approaches to studying higher order perturbative effects: one uses nonlinear theory and different manifestations of the separate universe approximation, using the $\Delta N$ formalism [117, 118], and the other is the Bardeen approach where metric and matter fields are expanded in a power series [78]. Within the Bardeen approach, a set of variables are determined in such a way that has no gauge dependence. These are known in the literature as gauge-invariant variables which have been widely used in different cosmological scenarios [88]. One important result of cosmological perturbation theory is the coupling between gravity and electromagnetic fields, which have shown a magneto-geometrical interaction that could change the evolution of the fields on large scales. An effect is the amplification of cosmic fields. Indeed, large scale magnetic fields in perturbed spatially open FLRW models decay as $a^{-1}$, a rate considerably slower than the standard $a^{-2}$ [119-122]. The hyperbolic geometry of these open FLRW models leads to the superadiabatic amplification on large scales [123].
The main goal in this chapter is to study the late evolution of magnetic fields that were generated in early stages of the universe. We use the cosmological perturbation theory following the Gauge Invariant formalism to find the perturbed Maxwell equations up to second order, and also we obtain a dynamo like equation written in terms of gauge invariant variables to first and second order. Futhermore, we discuss the importance that both curvature and the gravitational potential plays in the evolution of these fields.
The next section presents the matter equations in the homogeneous and isotropic universe, which is used to generate the first and second order dynamical equations. In section 4.7, we define the first order
gauge invariant variables for the perturbations not only in the matter (energy density, pressure, magnetic and electric field) but also in the geometrical quantities (gravitational potential, curvature, shear ..). The first-order perturbation of the Maxwell's equations is reviewed in section 4.8 and together with the Ohm's law allows to find the cosmological dynamo equation to describe the evolution of the magnetic field. The derivation of second-order Maxwell's equations is given in section 4.10, and following the same methodology for the first-order case, we find the cosmological dynamo equation at second order written in terms of gauge invariant variables. In the section 4.12, we use an alternative approximation to the model considering a magnetic field in the FLRW background. It is found that amplification effects of magnetic field appear at first order in the equations, besides of the absence of fractional orders. Also a discussion between both approaches is done. The final section 4.13 is devoted to a discussion of the main results and the connection with future works.

### 4.6 FLRW background

At zero order (background), the universe is well described by a spatially flat FLRW

$$
\begin{equation*}
d s^{2}=a^{2}(\tau)\left(-d \tau^{2}+\delta_{i j} d x^{i} d x^{j}\right) \tag{4.50}
\end{equation*}
$$

with $a(\tau)$ the scale factor with $\tau$ the conformal time. Hereafter the Greek indices run from 0 to 3 , and the Latin ones run from 1 to 3 and a prime denotes the derivative with respect to $\tau$. The Einstein tensor components in this background are given by

$$
\begin{align*}
G_{0}^{0} & =-\frac{3 H^{2}}{a^{2}}  \tag{4.51a}\\
G_{j}^{i} & =-\frac{1}{a^{2}}\left(2 \frac{a^{\prime \prime}}{a}-H^{2}\right) \delta_{j}^{i}, \tag{4.51b}
\end{align*}
$$

with $H=\frac{a^{\prime}}{a}$ the Hubble parameter. We consider the background filled with a single barotropic fluid where the energy momentum tensor is

$$
\begin{equation*}
T_{\text {fluid } v}^{\mu}=\left(\mu_{(0)}+P_{(0)}\right) u_{(0)}^{\mu} u_{v}^{(0)}+P_{(0)} \delta_{v}^{\mu}, \tag{4.52}
\end{equation*}
$$

with $\mu_{(0)}$ the energy density and $P_{(0)}$ the pressure. The comoving observers are defined by the fourvelocity $u^{v}=\left(a^{-1}, 0,0,0\right)$ with $u^{v} u_{v}=-1$ and the conservation law for the fluid is

$$
\begin{equation*}
\mu_{(0)}^{\prime}+3 H\left(\mu_{(0)}+P_{(0)}\right)=0 . \tag{4.53}
\end{equation*}
$$

To deal with the magnetic field, the space-time under study is the fluid permeated by a weak magnetic field, ${ }^{6}$ which is a stochastic field and can be treated as a perturbation on the background [124, 125]. Since the magnetic field has no background contribution, the electromagnetic energy momentum tensor is automatically gauge invariant at first order (see equation (4.46)). The spatial part of Ohm's law which is the proyected current is written by

$$
\begin{equation*}
\left(g_{\mu i}+u_{\mu} u_{i}\right) j^{\mu}=\sigma g_{\lambda i} g_{\alpha \mu} F^{\lambda \alpha} u^{\mu} \tag{4.54}
\end{equation*}
$$

[^12]where $j^{\mu}=\left(\varrho, J^{i}\right)$ is the 4 -current and $F^{\lambda \alpha}$ is the electromagnetic tensor given by
\[

F^{\lambda \alpha}=\frac{1}{a^{2}(\tau)}\left($$
\begin{array}{cccc}
0 & E^{i} & E^{j} & E^{k}  \tag{4.55}\\
-E^{i} & 0 & B^{k} & -B^{j} \\
-E^{j} & -B^{k} & 0 & B^{i} \\
-E^{k} & B^{j} & -B^{i} & 0
\end{array}
$$\right) .
\]

At zero order in equation (4.54) the usual Ohms law is found which gives us the relation between the 3 -current and the electric field

$$
\begin{equation*}
J_{i}=\sigma E_{i}, \tag{4.56}
\end{equation*}
$$

where $\sigma$ is the conductivity. Under MHD approximation, large scales the plasma is globally neutral and charge density is neglected $(\varrho=0)$ [126, 127]. If the conductivity is infinite $(\sigma \rightarrow \infty)$ in the early universe [100], then equation (4.54) states that the electric field must vanish ( $E_{i}=0$ ) in order to keep the current density finite [128, 129]. However, the current also should be zero ( $J_{i}=0$ ) because a nonzero current involves a movement of charge particles that breaks down the isotropy in the background.

### 4.7 Gauge invariant variables at first order

We write down the perturbations on a spatially flat FLRW. The perturbative expansion at $k$-th order of the matter quantities is given by

$$
\begin{align*}
\mu & =\mu_{(0)}+\sum_{k=1}^{\infty} \frac{1}{k!} \mu_{(k)},  \tag{4.57}\\
B^{2} & =\sum_{k=1}^{\infty} \frac{1}{k!} B_{(k)}^{2},  \tag{4.58}\\
E^{2} & =\sum_{k=1}^{\infty} \frac{1}{k!} E_{(k)}^{2},  \tag{4.59}\\
P & =P_{(0)}+\sum_{k=1}^{\infty} \frac{1}{k!} P_{(k)},  \tag{4.60}\\
B^{i} & =\frac{1}{a^{2}(\tau)}\left(\sum_{k=1}^{\infty} \frac{1}{k!} B_{(k)}^{i}\right),  \tag{4.61}\\
E^{i} & =\frac{1}{a^{2}(\tau)}\left(\sum_{k=1}^{\infty} \frac{1}{k!} E_{(k)}^{i}\right),  \tag{4.62}\\
u^{\mu} & =\frac{1}{a(\tau)}\left(\delta_{0}^{\mu}+\sum_{k=1}^{\infty} \frac{1}{k!} v_{(k)}^{\mu}\right),  \tag{4.63}\\
j^{\mu} & =\frac{1}{a(\tau)}\left(\sum_{k=1}^{\infty} \frac{1}{k!} j_{(k)}^{\mu}\right), \tag{4.64}
\end{align*}
$$

where the fields used in above formulas are the average ones (i.e. $\left.B^{2}=\left\langle B^{2}\right\rangle\right) .{ }^{7}$ We also consider the perturbations about a FLRW background, so that the metric tensor is given by

$$
\begin{align*}
g_{00} & =-a^{2}(\tau)\left(1+2 \sum_{k=1}^{\infty} \frac{1}{k!} \psi^{(k)}\right)  \tag{4.65}\\
g_{0 i} & =a^{2}(\tau) \sum_{k=1}^{\infty} \frac{1}{k!} \omega_{i}^{(k)}  \tag{4.66}\\
g_{i j} & =a^{2}(\tau)\left[\left(1-2 \sum_{k=1}^{\infty} \frac{1}{k!} \phi^{(k)}\right) \delta_{i j}+\sum_{k=1}^{\infty} \frac{\chi_{i j}^{(k)}}{k!}\right] . \tag{4.67}
\end{align*}
$$

The perturbations are split into a scalar, transverse vector part, and transverse trace-free tensor

$$
\begin{equation*}
\omega_{i}^{(k)}=\partial_{i} \omega^{(k) \|}+\omega_{i}^{(k) \perp} \tag{4.68}
\end{equation*}
$$

with $\partial^{i} \omega_{i}^{(k) \perp}=0$. Similarly we can split $\chi_{i j}^{(k)}$ as

$$
\begin{equation*}
\chi_{i j}^{(k)}=D_{i j} \chi^{(k) \|}+\partial_{i} \chi_{j}^{(k) \perp}+\partial_{j} \chi_{i}^{(k) \perp}+\chi_{i j}^{(k) \top} \tag{4.69}
\end{equation*}
$$

for any tensor quantity. ${ }^{8}$ Following [131], one can find the scalar gauge invariant variables at first order given by

$$
\begin{align*}
\Psi^{(1)} & \equiv \psi^{(1)}+\frac{1}{a}\left(\mathcal{S}_{(1)}^{\|} a\right)^{\prime},  \tag{4.70}\\
\Phi^{(1)} & \equiv \phi^{(1)}+\frac{1}{6} \nabla^{2} \chi^{(1)}-H \mathcal{S}_{(1)}^{\|},  \tag{4.71}\\
\Delta^{(1)} & \equiv \mu_{(1)}+\left(\mu_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|},  \tag{4.72}\\
\Delta_{P}^{(1)} & \equiv P_{(1)}+\left(P_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|}, \tag{4.73}
\end{align*}
$$

with $\mathcal{S}_{(1)}^{\|} \equiv\left(\omega^{\|(1)}-\frac{\left(\chi^{\|(1)}\right)^{\prime}}{2}\right)$ the scalar contribution of the shear. The vector modes are

$$
\begin{align*}
v_{(1)}^{i} & \equiv v_{(1)}^{i}+\left(\chi_{\perp(1)}^{i}\right)^{\prime}  \tag{4.74}\\
\vartheta_{i}^{(1)} & \equiv \omega_{i}^{(1)}-\left(\chi_{i}^{\perp(1)}\right)^{\prime}  \tag{4.75}\\
\mathcal{V}_{(1)}^{i} & \equiv \omega_{(1)}^{i}+v_{(1)}^{i} \tag{4.76}
\end{align*}
$$

Other gauge invariant variables are the 3-current, the charge density and the electric and magnetic fields, because they vanish in the background. The tensor quantities are also gauge invariant because they are null in the background (see equation (4.46)).

[^13]
### 4.7.1 The Ohm law and the energy momentum tensor

Using (4.54) the Ohm law at first order is

$$
\begin{equation*}
J_{i}^{(1)}=\sigma E_{i}^{(1)} . \tag{4.77}
\end{equation*}
$$

As the conductivity of the medium finite (real MHD), the electric field and the 3-current are nonzero. Now, the electromagnetic energy momentum tensor is

$$
\begin{array}{r}
T_{(e m) 0}^{0}=-\frac{1}{8 \pi}\left(B_{(1)}^{2}+E_{(1)}^{2}\right), \\
T_{(e m) 0}^{i}=0, \\
T_{(e m) i}^{0}=0,  \tag{4.78}\\
T_{(e m) l}^{i}=\frac{1}{4 \pi}\left[\frac{1}{6}\left(B_{(1)}^{2}+E_{(1)}^{2}\right) \delta_{l}^{i}+\Pi_{l(e m)}^{i(1)}\right],
\end{array}
$$

where

$$
\begin{equation*}
\Pi_{l(e m)}^{i(1)}=\frac{1}{3}\left(B^{2}+E^{2}\right) \delta_{l}^{i}-B_{l} B^{i}-E_{l} E^{i} \tag{4.79}
\end{equation*}
$$

is the anisotropic stress tensor that is gauge invariant by definition (4.46). This term is important to constrain the total magnetic energy because it is source of gravitational waves [107-109]. We can see that the electromagnetic energy density appears like a quadratic term in the energy momentum tensor, which means that the electromagnetic field should be regarded as one half order perturbation. ${ }^{9}$ Using (4.52) and considering the fluctuations of the matter fields, equations (4.57) and (4.60), the energy momentum tensor for the fluid is given by

$$
\begin{align*}
T_{\text {fluid } 0}^{0} & =-\Delta^{(1)}+\left(\mu_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|},  \tag{4.80}\\
T_{\text {fluid } 0}^{i} & =\left(\mu_{0}+P_{0}\right)\left(\mathcal{V}_{(1)}^{i}-\vartheta_{(1)}^{i}-\left(\chi_{\perp(1)}^{i}\right)^{\prime}\right),  \tag{4.81}\\
T_{\text {fluid } i}^{0} & =-\left(\mu_{0}+P_{0}\right) \mathcal{V}_{i}^{(1)},  \tag{4.82}\\
T_{\text {fluid } j}^{i} & =\left(\Delta_{P}^{(1)}-\left(P_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|}\right) \delta_{j}^{i}+\Pi_{j(f)}^{i(1)}, \tag{4.83}
\end{align*}
$$

where $\Pi_{j(f)}^{i(1)}$ is the anisotropic stress tensor [134]. The above equations are written in terms of gauge invariant variables plus terms as $\mathcal{S}_{(1)}^{\|}$that depend of the gauge choice.

### 4.7.2 The conservation equations

The total energy momentum conservation equation $\mathcal{T}_{\beta \alpha}^{\alpha}=0$ can be split in each component that is not necessarily conserved independently

$$
\begin{equation*}
\mathcal{T}_{\beta ; \alpha}^{\alpha}=T_{\beta ; \alpha}^{\alpha(f)}+T_{\beta ; \alpha}^{\alpha(E, M)}=0, \tag{4.84}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\beta ; \alpha}^{\alpha(E . M)}=F_{\beta \alpha} j^{\alpha} . \tag{4.85}
\end{equation*}
$$

[^14]Using the equations (4.80) and (4.83), the continuity equation $\mathcal{T}_{0 ; \alpha}^{\alpha}=0$ is given by

$$
\begin{align*}
\left(\Delta^{(1)}\right)^{\prime} & +3 H\left(\Delta_{P}^{(1)}+\Delta^{(1)}\right)-3\left(\Phi^{(1)}\right)^{\prime}\left(P_{(0)}+\mu_{(0)}\right)+\left(P_{(0)}+\mu_{(0)}\right) \nabla^{2} v^{(1)}-3 H\left(P_{(0)}+\mu_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|} \\
& -\left(\left(\mu_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|}\right)^{\prime}+\left(P_{(0)}+\mu_{(0)}\right)\left(-\frac{1}{2} \nabla^{2} \chi^{(1)}+3 H \mathcal{S}_{(1)}^{\|}\right)^{\prime}-\left(P_{(0)}+\mu_{(0)}\right) \nabla^{2}\left(\frac{1}{2} \chi^{\|(1)}\right)^{\prime}=0 \tag{4.86}
\end{align*}
$$

The Navier-Stokes equation $\mathcal{T}_{i ; \alpha}^{\alpha}=0$ is

$$
\begin{equation*}
\left(\mathcal{V}_{i}^{(1)}\right)^{\prime}+\frac{\left(\mu_{(0)}+P_{(0)}\right)^{\prime}}{\left(\mu_{(0)}+P_{(0)}\right)} \mathcal{V}_{i}^{(1)}+4 H \mathcal{V}_{i}^{(1)}+\partial_{i} \Psi^{(1)}+\frac{\partial_{i}\left(\Delta_{P}^{(1)}-\left(P_{(0)}\right)^{\prime} \mathcal{S}_{(1)}^{\|}\right)+\partial_{l} \Pi_{(f l) i}^{(1) l}}{\left(\mu_{(0)}+P_{(0)}\right)}-\partial_{i} \frac{1}{a}\left(\mathcal{S}_{(1)}^{\|} a\right)^{\prime}=0 \tag{4.87}
\end{equation*}
$$

The last equations are written in terms of gauge invariant variables in according to [86, 107-109, 134136]. It is shown there is not exist contribution of electromagnetic terms to the conservation equations. The energy-momentum tensor of each component is not conserved independently and its divergence has a source term that takes into account the energy and momentum transfer between the components of the photon, electron, proton and the electromagnetic field $T_{\beta ; \alpha}^{\alpha(f)}=K_{\beta}$.

### 4.8 Maxwell equations and the cosmological dynamo equation

The Maxwell's equations are written as

$$
\begin{equation*}
\nabla_{\alpha} F^{\alpha \beta}=j^{\beta}, \quad \nabla_{[\gamma} F_{\alpha \beta]}=0 \tag{4.88}
\end{equation*}
$$

Using (B.90) and the perturbation equations for the metric and electromagnetic fields, the non-homogeneous Maxwell equations are

$$
\begin{align*}
\partial_{i} E_{(1)}^{i} & =a \varrho_{(1)}  \tag{4.89}\\
\epsilon^{i l k} \partial_{l} B_{k}^{(1)} & =\left(E_{(1)}^{i}\right)^{\prime}+2 H E_{(1)}^{i}+a J_{(1)}^{i} \tag{4.90}
\end{align*}
$$

and the homogeneous Maxwell equations

$$
\begin{align*}
B_{k(1)}^{\prime}+2 H B_{k}^{(1)}+\epsilon_{k}^{i j} \partial_{i} E_{j}^{(1)} & =0  \tag{4.91}\\
\partial^{i} B_{i}^{(1)} & =0 \tag{4.92}
\end{align*}
$$

written also by [137-140]. Now using the last equations together with the ohm's law (4.77), we get an equation which describes the evolution of magnetic field at first order, this relation is the dynamo equation:

$$
\begin{equation*}
\left(B_{k}^{(1)}\right)^{\prime}+2 H B_{k}^{(1)}+\eta\left[\nabla \times\left(\nabla \times B^{(1)}-\left(E^{(1)}\right)^{\prime}-2 H E^{(1)}\right)\right]_{k}=0 \tag{4.93}
\end{equation*}
$$

with $\eta=\frac{1}{4 \pi \sigma}$ the diffusion coefficient. Equation (4.93) is similar to dynamo equation in MHD but it is in the cosmological context [100]. This equation has one term that depends on $\eta$ which takes into account the dissipation phenomena of the magnetic field (the electric field in this term in general is dropped if we neglect the displacement current). Notice that $\eta$ is a expansion parameter (due to $\sigma$ is large). From equation (4.93) we see that for finite $\eta$, the diffusion term should not be neglected. Care should be taken the assumption $\eta=0$, because it could break at small scales [126, 127]. In the frozen in condition of magnetic field lines, where amplification of the field is not taking account, the last equation has the solution $\mathbf{B}=\frac{\mathbf{B}_{0}}{a^{2}(\tau)}$ where $\mathbf{B}_{0}$ is the actual magnetic field, the actual value of the scale factor $a_{0}(\tau)=1$
and $\mathbf{B}$ is the magnetic field when the scale factor was $a(\tau)$.

### 4.9 Generalization at second order

Following [91, 95, 96] the variable $\delta^{(2)} \boldsymbol{T}$ defined by

$$
\begin{equation*}
\delta_{X}^{(2)} \boldsymbol{T} \equiv \delta_{X}^{(2)} \Gamma-2 L_{X}\left(\delta_{X}^{(1)} \Gamma\right)+L_{X}^{2} \Gamma_{0} ; \tag{4.94}
\end{equation*}
$$

is introduced. Inspecting the gauge transformation (4.47) one can see that $\delta^{(2)} \boldsymbol{T}$ is transformed as

$$
\begin{equation*}
\delta_{y}^{(2)} \boldsymbol{T}-\delta_{X}^{(2)} \boldsymbol{T}=L_{\sigma} \Gamma_{0}, \tag{4.95}
\end{equation*}
$$

with $\sigma=\xi_{2}+\left[\xi_{1}, X\right]$ and $X$ is the gauge dependence part in linear order perturbation. The gauge transformation rule (4.95) is identical to the gauge transformation at linear order (4.46). This property is general and is the key to extend this theory to second order

$$
\begin{equation*}
L\left[\delta^{2} \boldsymbol{T}\right]=S[\delta \boldsymbol{T}, \delta \boldsymbol{T}] . \tag{4.96}
\end{equation*}
$$

Notice that first and second order equations are similar, however the last have as sources the coupling between linear perturbations variables. Using the equation (4.95) we arrive to the gauge invariant quantities at second order. This coupling appearing as the quadratic terms of the linear perturbation is due to the nonlinear effects of the Einstein field equations, besides one can classify them again in scalar, vector and tensor modes, where this modes couple with each other. Now, to clarify the physical behavior of perturbations at this order we should obtain the gauge invariant quantities and express these equations of motion in terms of these quantities. The scalar gauge invariants are given by

$$
\begin{align*}
\Psi^{(2)} & \equiv \psi^{(2)}+\frac{1}{a}\left(\mathcal{S}_{(2)}^{\|} a\right)^{\prime}+\mathcal{T}^{1}\left(O^{(2)}\right),  \tag{4.97}\\
\Phi^{(2)} & \equiv \phi^{(2)}+\frac{1}{6} \nabla^{2} \chi^{(2)}-H \mathcal{S}_{(2)}^{\|}+\mathcal{T}^{2}\left(O^{(2)}\right),  \tag{4.98}\\
\Delta_{\mu}^{(2)} & \equiv \mu_{(2)}+\left(\mu_{(0)}\right)^{\prime} \mathcal{S}_{(2)}^{\|}+\mathcal{T}^{3}\left(O^{(2)}\right),  \tag{4.99}\\
\Delta_{\varrho}^{(2)} & \equiv \varrho^{(2)}+\mathcal{T}^{4}\left(O^{(2)}\right),  \tag{4.100}\\
\Delta_{B}^{(2)} & \equiv B_{(2)}^{2}+\mathcal{T}^{4}\left(O^{(2)}\right),  \tag{4.101}\\
\Delta_{E}^{(2)} & \equiv E_{(2)}^{2}+\mathcal{T}^{6}\left(O^{(2)}\right),  \tag{4.102}\\
v^{(2)} & \equiv v^{(2)}+\left(\frac{1}{2} \chi^{\|(2)}\right)^{\prime}+\mathcal{T}^{7}\left(O^{(2)}\right), \tag{4.103}
\end{align*}
$$

with $\mathcal{S}_{(2)}^{\|} \equiv\left(\omega^{\|(2)}-\frac{\left(\chi^{(12)}\right)^{\prime}}{2}\right)+\mathcal{T}^{8}\left(O^{(2)}\right)$. The expression for $\mathcal{T}^{8}\left(O^{(2)}\right)$ is given in 4.13.1. In this case $\mathcal{S}_{(2)}^{\|}$ can be interpreted like shear at second order. Again it is showed that it is similar to found at first order but it has a source term which is quadratic in the first order functions of the transformations. The vector
modes found are as follows

$$
\begin{align*}
v_{(2)}^{i} & \equiv v_{(2)}^{i}+\left(\chi_{\perp(2)}^{i}\right)^{\prime}+\mathcal{T}^{9}\left(O^{(2)}\right)  \tag{4.104}\\
\vartheta_{i}^{(2)} & \equiv \omega_{i}^{(2)}-\left(\chi_{i}^{\perp(2)}\right)^{\prime}+\mathcal{T}^{10}\left(O^{(2)}\right)  \tag{4.105}\\
\mathcal{V}_{(2)}^{i} & \equiv \omega_{(2)}^{i}+v_{(2)}^{i}+\mathcal{T}^{11}\left(O^{(2)}\right)  \tag{4.106}\\
\Pi_{i j}^{(2) T} & \equiv \Pi_{i j}^{(2) f l}+\Pi_{i j}^{(2) e m}+\mathcal{T}^{13}\left(O^{(2)}\right) \tag{4.107}
\end{align*}
$$

The electromagnetic fields modes (from $F^{\lambda \alpha}$ ) are then given by

$$
\begin{align*}
\mathcal{E}_{i}^{(2)} & =E_{i}^{(2)}+2\left[\frac{1}{a^{2}}\left(a^{2} E_{i}^{(1)} \alpha^{(1)}\right)^{\prime}+\left(\xi_{(1)}^{\prime} \times B^{(1)}\right)_{i}\right. \\
& \left.+\xi_{(1)}^{l} \partial_{l} E_{i}^{(1)}+E_{l}^{(1)} \partial_{i} \xi_{(1)}^{l}\right],  \tag{4.108}\\
\mathcal{B}_{i}^{(2)} & =B_{i}^{(2)}+2\left[\frac{\alpha^{(1)}}{a^{2}}\left(a^{2} B_{i}^{(1)}\right)^{\prime}+\xi_{(1)}^{l} \partial_{l} B_{i}^{(1)}\right. \\
& \left.+B_{i}^{(1)} \partial_{l} \xi_{(1)}^{l}+\left(E^{(1)} \times \nabla \alpha^{(1)}\right)_{i}-B_{l}^{(1)} \partial^{l} \xi_{i}^{(1)}\right],  \tag{4.109}\\
\varrho_{(I n v .)}^{(2)} & =\varrho^{(2)}+2\left[\left(\varrho_{(1)}^{\prime}-H \varrho^{(1)}\right) \alpha^{(1)}+\xi_{(1)}^{i} \partial_{i} \varrho^{(1)}\right. \\
& \left.-\alpha_{(1)}^{\prime} \varrho^{(1)}-J_{(1)}^{i} \partial_{i} \alpha^{(1)}\right],  \tag{4.110}\\
\mathcal{J}_{(2)}^{i} & =J_{(2)}^{i}+2\left[\left(\left(J_{(1)}^{i}\right)^{\prime}-H \mathcal{J}_{(1)}^{i}\right) \alpha^{(1)}+\xi_{(1)}^{l} \partial_{l} J_{(1)}^{i}\right. \\
& \left.-\varrho^{(1)}\left(\xi_{(1)}^{i}\right)^{\prime}-J_{(1)}^{l} \partial_{l} \xi^{i}\right], \tag{4.111}
\end{align*}
$$

which are gauge invariant quantities for electromagnetic fields. All these variables are similar to the quantities obtained at first order, but in second order case appear as sources as $T^{k}\left(O^{(2)}\right)$ that depend of the gauge choice and the coupling with terms of first order. The explicit calculation of $\mathcal{T}^{k}\left(O^{(2)}\right)$ is shown in $[95,131]$.

### 4.9.1 The Ohm law and the energy momentum tensor: second order

Using equations (4.54), (4.61) and (4.62), we get the Ohm law at second order

$$
\begin{align*}
\mathcal{J}_{i}^{(2)} & =4 J_{i}^{(1)} \Phi^{(1)}+S_{i}^{1}\left(O^{(2)}\right) \\
& +\varrho^{(1)} v_{i}^{(1)}+2 \sigma\left(\left(\mathcal{V}_{(1)} \times B^{(1)}\right)_{i}+\frac{1}{2} \mathcal{E}_{i}^{(2)}\right. \\
& \left.-2 E_{i}^{(1)}\left(\Phi^{(1)}-\frac{1}{2} \Psi^{(1)}\right)+S_{i}^{2}\left(O^{(2)}\right)\right) \tag{4.112}
\end{align*}
$$

In this case we see that 3 -current has a type of Lorentz term and shows coupling between first order terms that affect the evolution of the current. Hereafter the functions $S_{i}^{n}\left(O^{(2)}\right)$ with $n \in \mathbb{Z}$ and $i$ being the component, gives us the gauge dependence. The last equation shows also a coupling between the electric field and terms like $\left(\Phi^{(1)}-\frac{1}{2} \Psi^{(1)}\right)$ that is associated to tidal forces (this quantity is similar to scalar part of the electric part of Weyl tensor) and the first right hand term between the current and perturbation in the curvature. There exist models where the coupling of the charge particles and the field is important for explaining some phenomena like collapse or generation of magnetic field during recombination period. In this case, the Ohm law shown in (4.112) should be generalized and terms like

Biermann battery and Hall effect should appear. Doing the expansion at second order in the fluid energy momentum tensor, one finds the following expressions

$$
\begin{align*}
T_{(2) 0}^{0} & =-\frac{\Delta_{\mu}^{(2)}}{2}-\left(\mu_{(0)}+P_{(0)}\right)\left(v_{l}^{(1)} v_{(1)}^{l}+\vartheta_{l}^{(1)} v_{(1)}^{l}\right) \\
& +S^{3}\left(O^{(2)}\right),  \tag{4.113}\\
T_{(2) 0}^{i} & =-\left(\mu_{(0)}+P_{(0)}\right)\left(\frac{\mathcal{V}_{(2)}^{i}-\vartheta_{(2)}^{i}}{2}+\Psi^{(1)} v_{(1)}^{i}\right) \\
& -\left(\Delta_{\mu}^{(1)}+\Delta_{P}^{(1)}\right) v_{(1)}^{i}+S_{4}^{i}\left(O^{(2)}\right),  \tag{4.114}\\
T_{(2) i}^{0} & =-\left(\mu_{(0)}+P_{(0)}\right)\left(\frac{\mathcal{V}_{i}^{(2)}}{2}-2 \vartheta_{i}^{(2)} \Psi^{(1)}-2 v_{i}^{(1)} \Phi^{(1)}\right. \\
& \left.+v_{(1)}^{j} \chi_{i j}^{(1)}-v_{i}^{(1)} \Psi^{(1)}\right)-\left(\Delta_{\mu}^{(1)}+\Delta_{P}^{(1)}\right) v_{i}^{(1)} \\
& +S_{i}^{5}\left(O^{(2)}\right),  \tag{4.115}\\
T_{(2) j}^{i} & =\frac{1}{2} \Delta_{P}^{(2)} \delta_{j}^{i}+\frac{1}{2} \Pi_{j}^{i(2)}+S_{j}^{6 i}\left(O^{(2)}\right) \\
& +\left(\mu_{(0)}+P_{(0)}\right)\left(v_{j}^{(1)} v_{(1)}^{i}+\vartheta_{j}^{(1)} v_{(1)}^{i}\right), \tag{4.116}
\end{align*}
$$

similar to $[86,135,136]$. Now considering (4.91) the electromagnetic momentum tensor at second order is

$$
\begin{align*}
T_{(e m) 0}^{0} & =-\frac{1}{8 \pi}\left(\Delta_{E}^{(2)}+\Delta_{B}^{(2)}+S^{8}\left(O^{(2)}\right)\right)  \tag{4.117}\\
T_{(e m) 0}^{i} & =\frac{1}{4 \pi}\left[-\epsilon^{i k m} E_{k}^{(1)} B_{(1)}^{m}+S_{\mathbf{9}}^{i}\left(O^{(2)}\right)\right]  \tag{4.118}\\
T_{(e m) i}^{0} & =\frac{1}{4 \pi}\left[\epsilon_{i}^{k m} E_{k}^{(1)} B_{(1)}^{m}+\boldsymbol{S}_{10 i}\left(O^{(2)}\right)\right]  \tag{4.119}\\
T_{(e m) l}^{i} & =\frac{1}{4 \pi}\left[\frac{1}{6}\left(\Delta_{E}^{(2)}+\Delta_{B}^{(2)}+S_{4 l}^{i}\left(O^{(1)}\right)\right) \delta_{l}^{i}\right. \\
& \left.+\Pi_{l(e m)}^{i(2)}+\boldsymbol{S}_{11 l}^{i}\left(O^{(2)}\right)\right] \tag{4.120}
\end{align*}
$$

Using (4.84) the continuity equation is given by

$$
\begin{align*}
\left(\Delta_{\mu}^{(2)}\right)^{\prime} & +3 H\left(\Delta_{P}^{(2)}+\Delta_{\mu}^{(2)}\right)-3\left(\Phi^{(2)}\right)^{\prime}\left(P_{(0)}+\mu_{(0)}\right) \\
& +\left(P_{(0)}+\mu_{(0)}\right) \nabla^{2} v^{(2)}=-a^{4}\left(2 E_{i}^{(1)} J_{(1)}^{i}\right) \\
& -S_{12}\left(O^{(2)}\right) \tag{4.121}
\end{align*}
$$

and the Navier-stokes equation

$$
\begin{align*}
& \frac{1}{2} \frac{\left[\mu_{(0)}(1+w) \mathcal{V}_{i}^{(2)}\right]^{\prime}}{\mu_{(0)}(1+w)}+2 H \mathcal{V}_{i}^{(2)}+\frac{1}{2} \frac{\partial_{i} P^{(2)}+2 \partial_{j} \Pi_{i}^{j(2)}}{\mu_{(0)}(1+w)} \\
+ & \frac{1}{2} \partial_{i} \Psi^{(2)}+S_{i}^{13}\left(O^{(2)}\right)=\frac{a^{4}\left(E_{i}^{(1)} \varrho_{(1)}+\epsilon_{i j k} J_{(1)}^{j} B_{k}^{(1)}\right)}{\mu_{(0)}(1+w)} \tag{4.122}
\end{align*}
$$

where $w=\frac{P_{(0)}}{\mu_{(0)}}$ and $S_{i}^{13}$ is shown in (4.13.2). Therefore, electromagnetic fields affect the evolution of matter energy density $\Delta_{\mu}^{(2)}$ and the peculiar velocity $\mathcal{V}_{i}^{(2)}$ also, these fields influence the large structure formation and can leave imprints on the temperature anisotropy pattern of the CMB [86, 135, 137, 139].

### 4.10 The Maxwell equations and the cosmological dynamo at second order

Using the (4.77), the non homogeneous Maxwell's equations are

$$
\begin{align*}
\partial_{i} \mathcal{E}_{(2)}^{i} & =-4 E_{(1)}^{i} \partial_{i}\left(\Psi^{(1)}-3 \Phi^{(1)}\right)+a \Delta_{\varrho}^{(2)} \\
& -S_{14}\left(O^{(2)}\right),  \tag{4.123}\\
\left(\nabla \times \mathcal{B}^{(2)}\right)^{i} & =2 E_{(1)}^{i}\left(2\left(\Psi^{(1)}\right)^{\prime}-6\left(\Phi^{(1)}\right)^{\prime}\right)+\left(\mathcal{E}_{(2)}^{i}\right)^{\prime} \\
& +2 H \mathcal{E}_{(2)}^{i}+2\left(2 \Psi^{(1)}-6 \Phi^{(1)}\right)\left(\nabla \times B_{(1)}\right)^{i} \\
& +a \mathcal{J}_{(2)}^{i}+S_{15}^{i}\left(O^{(2)}\right) . \tag{4.124}
\end{align*}
$$

While the homogeneous Maxwell's equations are

$$
\begin{align*}
\frac{1}{a^{2}}\left(a^{2} \mathcal{B}_{k}^{(2)}\right)^{\prime} & +\left(\nabla \times \mathcal{E}_{j(2)}\right)_{k}=-\boldsymbol{S}_{k}^{17}\left(O^{(2)}\right)  \tag{4.125}\\
\partial_{i} \mathcal{B}^{i(2)} & =0 \tag{4.126}
\end{align*}
$$

Again the $S_{k}^{n}$ terms carry out the gauge dependence. Using the Maxwell equations together with the Ohm law at second order and following the same methodology for the first order case, we get the cosmological dynamo equation that describes the evolution of the magnetic field at second order

$$
\begin{align*}
\left(\mathcal{B}_{k}^{(2)}\right)^{\prime} & +2 H\left(\mathcal{B}_{k}^{(2)}\right)+\eta\left[\nabla \times\left(\frac { 1 } { a } \left(\left(\nabla \times \mathcal{B}^{(2)}\right)-2 E_{(1)}\left(2\left(\Psi^{(1)}\right)^{\prime}-6\left(\Phi^{(1)}\right)^{\prime}\right)\right.\right.\right. \\
& \left.\left.\left.-\left(\mathcal{E}_{(2)}\right)^{\prime}-2 H \mathcal{E}_{(2)}-2\left(\nabla \times B_{(1)}\left(2 \Psi^{(1)}-6 \Phi^{(1)}\right)\right)-S_{15}\left(O^{(1)}\right)\right)-\varrho^{(1)} v^{(1)}+S^{1}\left(O^{(2)}\right)\right)\right]_{k} \\
& +\left(\nabla \times\left[-2\left(\mathcal{V}_{(1)} \times B^{(1)}\right)-2 E^{(1)} \Psi^{(1)}-2 S^{2}\left(O^{(1)}\right)\right]\right)_{k}=-S_{k}^{17}\left(O^{(2)}\right) \tag{4.127}
\end{align*}
$$

where the value of $\varrho^{(1)}$ can be found to resolve the differential equation given in a (4.13.2). Thus the perturbations in the space-time play an important role in the evolution of primordial magnetic fields. The equations (4.93) and (4.127) are dependent on geometrical quantities (perturbation in the gravitational potential, curvature, velocity ...). These quantities evolve according to the Einstein field equations (the Einstein field equation to second order are given in [82]). In this way, equation (4.127) tells us how the magnetic field evolves according to the scale of the perturbation. In sub-horizon scale, the density contrast and the geometrical quantities grow. Hence, the dynamo term should amplify the magnetic field. As a comment we point out that in order to solve the dynamo like-equation for the magnetic field is necessary to solve the Einstein field equations to the second order together with the conservation equations.

### 4.11 Specifying to Poisson gauge

It is possible to fix the four degrees of freedom by imposing gauge conditions. If we impose the gauge restrictions

$$
\begin{equation*}
\partial^{i} \omega_{i}^{(r)}=\partial^{i} \chi_{i j}^{(r)}=0 \tag{4.128}
\end{equation*}
$$

all equations can be written in terms in quantities independent of the coordinates [79]. This gauge is called Poisson gauge and it is the gravitational analogue of Coulomb gauge in electromagnetism (see 4.13.1). The perturbed metric in the Poisson gauge reads

$$
\begin{align*}
g_{00} & =-a^{2}(\tau)\left(1+2 \psi^{(1)}+\psi^{(2)}\right) \\
g_{i j} & =a^{2}(\tau)\left[\left(1-2 \phi^{(1)}-\phi^{(2)}\right) \delta_{i j}+\frac{2 \chi_{i j}^{(1) \top}+\chi_{i j}^{(2) \top}}{2}\right] \\
g_{0 i} & =a^{2}(\tau)\left(\omega_{i}^{(1) \perp}+\frac{\omega_{i}^{(2) \perp}}{2}\right) \tag{4.129}
\end{align*}
$$

where $\omega^{\|}, \chi^{\|}, \chi_{i}^{\perp}$ are null. In this case the dynamo equation in the Poisson gauge is given by

$$
\begin{align*}
B_{k(2)}^{\prime} & +2 H B_{k}^{(2)}+\eta\left[\nabla \times\left(\nabla \times B_{(2)}\right)-\left(\nabla \times E_{(2)}^{\prime}\right)-2 H\left(\nabla \times E^{(2)}\right)-4\left(\Psi_{(1)}^{\prime}-3 \Phi_{(1)}^{\prime}\right)\left(\nabla \times E_{(1)}\right)\right. \\
& -4 \nabla\left(\Psi_{(1)}^{\prime}-3 \Phi_{(1)}^{\prime}\right) \times E^{(1)}+4\left(\nabla \times\left(\nabla\left(\Psi^{(1)}-3 \Phi^{(1)}\right) \times B^{(1)}\right)\right)-4\left(\left(\nabla \times\left(\nabla \times B^{(1)}\right)\right.\right. \\
& \left.\left.-\nabla \times E_{(1)}^{\prime}-2 H\left(\nabla \times E^{(1)}\right)\right) \Phi^{(1)}+\nabla \Phi^{(1)} \times\left(\nabla \times B^{(1)}-E_{(1)}^{\prime}-2 H E_{(1)}\right)\right)-\left(\nabla \varrho^{(1)}\right) \times v^{(1)} \\
& \left.\left.+2 \nabla \times\left(\left(\nabla \times B^{(1)}-\frac{1}{a^{2}}\left(a^{2} E_{(1)}\right)^{\prime}\right) \cdot \chi_{(1)}^{\top}\right)-\varrho^{(1)}\left(\nabla \times v^{(1)}\right)\right]_{k}-2\left(\nabla \times\left(\left(v^{(1)}+\omega_{(1)}^{\perp}\right) \times B^{(1)}\right)\right)\right)_{k} \\
& +4\left(\left(\nabla\left(\Phi^{(1)}-\frac{\Psi^{(1)}}{2}\right) \times E^{(1)}\right)+\left(\Phi^{(1)}-\frac{\Psi^{(1)}}{2}\right)\left(\nabla \times E^{(1)}\right)\right)_{k}-2 \nabla \times\left(E^{(1)} \cdot \chi_{(1)}^{\top}\right)_{k}=0, \tag{4.130}
\end{align*}
$$

where $E^{(1)} \cdot \chi_{(1)}^{\top}=E_{i}^{(1)} \chi_{\top(1)}^{i j}$. The last equation is a specific case of the equation (4.127) where we fix the gauge (coordinate fixing). It is important to notice the relevance of the geometrical perturbation quantities in the evolution of the magnetic fields, again we see the influence of the tidal and Lorentz forces in the amplification of the fields. In some sense, the above equation differs from equation (4.127) due to the fact that we fix the adequately the choice of the perturbation functions (we choose a gauge for writing the equation of motion without the presence of unphysical modes) while before we just wrote the equations in terms of gauge invariant quantities, which were built up with the formalism explained in the fist sections, plus terms which have in taken into account the dependence of the gauge and where we need to fix them.

### 4.12 Weakly magnetized FLRW-background

In this section we work a magnetized FLRW, i.e we allow the presence of a weak magnetic field into our FLRW background with the property $B_{(0)}^{2} \ll \mu_{(0)}$ which must to be sufficiently random to satisfy $\left\langle B_{i}\right\rangle=0$ and $\left\langle B_{(0)}^{2}\right\rangle=\left\langle B_{i}^{(0)} B_{(0)}^{i}\right\rangle \neq 0$ to ensure that symmetries and the evolution of the background remain unaffected. Again we work under MHD approximation, and thus in large scales the plasma is globally neutral, charge density is neglected and the electric field with the current should be zero, thus the only zero order magnetic variable is $B_{(0)}^{2}$ [125]. The evolution of density magnetic field can be found
contracting the induction equation with $B_{i}$ arriving at

$$
\begin{equation*}
\left(B_{(0)}^{2}\right)^{\prime}=-4 H B_{(0)}^{2} \tag{4.131}
\end{equation*}
$$

showing $B^{2} \sim a^{-4}$ in the background. Bianchi models are often used to describe the presence of a magnetic field in the universe due to anisotropic properties of this metric. However, as we are dealing with weak magnetic fields, it is worth to assuming the presence of a magnetic field in a FLRW metric as background. Indeed, the authors in [122] found that, although there is a profound distinction between the Bianchi I equations and the FLRW approximation, at the weak field limit, these differences are reduced dramatically, and therefore the linearized Bianchi equations are the same as with the FLRW ones. Under these conditions, we find that to zero order the electromagnetic energy momentum tensor in the background is given by:

$$
\begin{align*}
T_{(e m) 0}^{0} & =-\frac{1}{8 \pi} B_{(0)}^{2}  \tag{4.132}\\
T_{(e m) i}^{0} & =T_{(e m) 0}^{i}=0  \tag{4.133}\\
T_{(e m) l}^{i} & =\frac{1}{24 \pi} B_{(0)}^{2} \delta_{l}^{i} \tag{4.134}
\end{align*}
$$

The magnetic anisotropic stress is treated as a first-order perturbation due to stochastic properties of the field, therefore it does not contribute to the above equations. We can see in equations (4.52) and (4.132)-(4.134), that fluid and electromagnetic energy-momentum tensor are diagonal tensors, that is, are consistent with the condition of an isotropic and homogeneous background [125]. If we consider the average magnetic density of the background different to zero, the perturbative expansion at $k-$ th order of the magnetic density is given by

$$
\begin{equation*}
B^{2}=B_{(0)}^{2}+\sum_{k=1}^{\infty} \frac{1}{k!} B_{(k)}^{2} \tag{4.135}
\end{equation*}
$$

where at first order we get a gauge invariant term which describes the magnetic energy density

$$
\begin{equation*}
\Delta_{m a g}^{(1)} \equiv B_{(1)}^{2}+\left(B_{(0)}^{2}\right)^{\prime} \mathcal{S}_{(1)}^{\|} \tag{4.136}
\end{equation*}
$$

one can find that average density of the background field decays as $B_{(0)}^{2} \sim \frac{1}{a^{4}(\tau)}$ [141]. At first Gorden we work with finite conductivity (real MHD), in this case the electric field and the current becomes nonzero, therefore using the equation (4.54) and assuming the ohmic current is not neglected, we find the Ohm's law

$$
\begin{equation*}
J_{i}^{(1)}=\sigma\left[E_{i}^{(1)}+\left(\mathcal{V}^{(1)} \times B^{(0)}\right)_{i}\right] \tag{4.137}
\end{equation*}
$$

In the last equation the Lorentz force appears at first order when a magnetic field is consider as a part of the background. Again doing the same procedure described before, but taking a weak magnetic field as a contribution from the background we shall show the implication of this supposition afterwards. The
electromagnetic energy momentum tensor at first order is given by

$$
\begin{align*}
T_{(e m) 0}^{0} & =-\frac{1}{16 \pi} F_{(1)}^{2}  \tag{4.138}\\
T_{(e m) 0}^{i} & =\frac{1}{4 \pi}\left[B_{(0)}^{2} \vartheta_{(1)}^{i}\right. \\
& \left.-\epsilon^{i k m} E_{k}^{(1)} B_{(0)}^{m}+B_{(0)}^{2}\left(\chi_{\perp(1)}^{i}\right)^{\prime}\right]  \tag{4.139}\\
T_{(e m) i}^{0} & =\frac{1}{4 \pi}\left[\epsilon_{i}^{k m} E_{k}^{(1)} B_{(0)}^{m}\right]  \tag{4.140}\\
T_{(e m) l}^{i} & =\frac{1}{4 \pi}\left[\frac{1}{12} F_{(1)}^{2} \delta_{l}^{i}+\Pi_{l(e m)}^{i(1)}\right] \tag{4.141}
\end{align*}
$$

where

$$
\begin{align*}
F_{(1)}^{2} & =2 \Delta_{(m a g)}^{(1)}-8 \Phi^{(1)} B_{(0)}^{2}-2\left(B_{(0)}^{2}\right)^{\prime} \mathcal{S}_{(1)}^{\|} \\
& +\frac{4}{3} \nabla^{2} \chi^{(1)} B_{(0)}^{2}-8 H \mathcal{S}_{(1)}^{\|} B_{(0)}^{2} \tag{4.142}
\end{align*}
$$

and $\Pi_{l(e m)}^{i(1)}=\frac{1}{3}\left(\Delta_{m a g}^{(1)}+E^{2}\right) \delta_{l}^{i}-B_{l} B^{i}-E_{l} E^{i}$ is the anisotropic stress that appears as a perturbation of the background, this term is important to constraining the total magnetic energy because it is a source of gravitational waves [107-109]. The above equations are written in terms of gauge invariant variables plus terms as $\mathcal{S}_{(1)}$ which are gauge dependent. Now, using the above equations (4.89), (4.91), (4.90) and (4.92) with the Ohm's law (4.137), we arrive to the dynamo equation that gives us the evolution of magnetic field to first order

$$
\begin{equation*}
\left(B_{k}^{(1)}\right)^{\prime}+2 H B_{k}^{(1)}+\eta\left[\nabla \times\left(\nabla \times B^{(1)}-\left(E^{(1)}\right)^{\prime}-2 H E^{(1)}\right)\right]_{k}+\left(\nabla \times\left(B_{(0)} \times \mathcal{V}_{(1)}\right)\right)_{k}=0 \tag{4.143}
\end{equation*}
$$

When we suppose a weak magnetic field on the background, in the dynamo equation a new term called dynamo term appears which could amplify the magnetic field. This term depends of the evolution in $\mathcal{V}_{(1)}$, see (4.87), and also from (4.87), it seems likely when matter and velocity perturbation grow the dynamo term amplifies the magnetic field, this is a difference with the first approach where the dynamo term just appears at second order. For convenience it is better use the Lagrangian coordinates which are comoving with the local Hubble flow. ${ }^{10}$ In this picture the magnetic field lines are frozen into the fluid ${ }^{11}$ and we obtain the following result

$$
\begin{equation*}
\frac{d B_{i}}{d t}+2 H B_{i}=B_{j}\left(\frac{\partial \mathcal{V}_{i}^{(1)}}{\partial x_{j}}-\frac{1}{3} \delta_{i j} \frac{\partial \mathcal{V}_{k}^{(1)}}{\partial x_{k}}\right)+\frac{2}{3} B_{i} \frac{\partial \mathcal{V}_{j}^{(1)}}{\partial x_{j}} \tag{4.145}
\end{equation*}
$$

where diffusion term will not be considered for the moment. The first term in the right hand side is associated with the shear and the last term describes the expansion of the region where $\mathcal{V}^{(1)}$ is not zero. In the case of a homogeneous collapse, $B \sim \mathcal{V}^{-\frac{2}{3}}$ gives rise to amplification of the magnetic field in places where gravitational collapse takes place. Now we write the equation (4.143) in the Poisson

$$
\begin{align*}
& \left.{ }^{10} \text { We use the convective derivative which is evaluated according to the operator formula (i.e } \frac{d}{d t}=\frac{\partial}{\partial t}+\mathcal{V}_{(1)}^{i} \partial_{i}\right) . \\
& { }^{11} \text { Using the well known identity formula } \\
& \qquad \nabla \times(a \times b)=a(\nabla \cdot b)-b(\nabla \cdot a)+(b \cdot \nabla) a-(a \cdot \nabla) b, \tag{4.144}
\end{align*}
$$

gauge getting the following

$$
\begin{aligned}
\frac{d B_{(1)}^{k}}{d t} & +2 H B_{(1)}^{k}+\eta\left[-\nabla^{2} B_{(1)}^{k}-\left(\nabla \times\left(\frac{1}{a^{2}} \frac{d\left(a^{2} E_{(1)}\right)}{d t}-\mathcal{V}_{(1)}^{i} \partial_{i} E_{(1)}\right)\right)^{k}-B_{(0)}^{k} \nabla^{2}\left(\Psi^{(1)}-3 \Phi^{(1)}\right)\right. \\
& \left.+\left(B^{(0)} \cdot \nabla\right) \partial^{k}\left(\Psi^{(1)}-3 \Phi^{(1)}\right)-\left(\nabla\left(\Psi^{(1)}-3 \Phi^{(1)}\right) \cdot \nabla\right) B_{(0)}^{k}\right]=B_{l}^{(0)} \sigma_{(1)}^{l k}-\frac{2}{3} B_{(0)}^{k} \partial_{l} \mathcal{V}_{(1)}^{l}(4,146)
\end{aligned}
$$

where $\sigma_{(1)}^{l k}$ is the shear found in (4.145). The last term on the left-hand side in (4.146) should vanish due to the background isotropy. The evolution of magnetic field following the last equation is highly dependent of term $\Psi^{(1)}-3 \Phi^{(1)}$. If the perturbations are turned off, one can check that last equation recovers to the dynamo equation found in the literature. It should be noted terms as $\left\langle B_{(0)}^{k}\right\rangle$ are zero due to statistical field properties, therefore contracting (4.146) with magnetic field $B_{k}^{(1)}$, we arrive at an equation at second order which we can physically study the evolution of the density magnetic field

$$
\begin{align*}
& \frac{d \Delta_{(m a g)}^{(2)}}{d t}+4 H \Delta_{(m a g)}^{(2)}+2 \eta\left[-B^{(1)} \cdot \nabla^{2} B^{(1)}-B^{(1)} \cdot\left(\nabla \times\left(\frac{1}{a^{2}} \frac{d\left(a^{2} E_{(1)}\right)}{d t}-\mathcal{V}_{(1)}^{i} \partial_{i} E_{(1)}\right)\right)\right.  \tag{4.147}\\
- & \left.\frac{1}{2} \Delta_{(m a g)}^{(1)} \nabla^{2}\left(\Psi^{(1)}-3 \Phi^{(1)}\right)+B_{(1)}^{k}\left(B^{(0)} \cdot \nabla\right) \partial_{k}\left(\Psi^{(1)}-3 \Phi^{(1)}\right)\right]=-2 \Pi_{i j(e m)}^{(1)} \sigma_{(1)}^{i j}-\frac{2}{3} \Delta_{(m a g)}^{(1)} \partial_{l} \mathcal{V}_{(1)}^{l},
\end{align*}
$$

where using equations (4.135) and (4.47) the energy density magnetic field at second order transforms as

$$
\begin{align*}
\Delta_{(\text {mag })}^{(2)} & =B_{(2)}^{2}+B_{(0)}^{2 \prime} \alpha_{(2)} \\
& +\alpha_{(1)}\left(B_{(0)}^{2 \prime} \alpha_{(1)}+B_{(0)}^{2 \prime} \alpha_{(1)}^{\prime}+2 B_{(1)}^{2 \prime}\right) \\
& +\xi_{(1)}^{1}\left(B_{(0)}^{2 \prime} \partial_{i} \alpha^{(1)}+2 \partial_{i} B_{(1)}^{2}\right) . \tag{4.148}
\end{align*}
$$

The parameters $\alpha$ and $\xi$ are set using the Poisson gauge calculated in (4.13.1). The equation (4.147) shows how the field acts as an anisotropic radiative fluid which is important in times where universe is permeated by anisotropic components. In addition, the second term on the right-hand side describes the perturbation at first order in the volume expansion. Equations (4.143) and (4.147) show the important role of a magnetized FLRW model. The set of equations (4.143)-(4.146) directly offers a first estimation of how perturbed four-velocity coupling to magnetic field gives a common dependence of $B \sim \mathcal{V}^{-\frac{2}{3}}$ under an ideal assumption of infinity conductivity. However, for a real MHD a complete solution should be calculated together with the case of (4.147). The right hand side in (4.147) provides new phenomenology about the role of the shear and the anisotropic magnetic stress tensor together with a kinematical effect driven for the last term, reinforcing the claim in [106]. In the paper from Matarrese et al. [106] an estimation of the magnetic field to second order dropping the matter anisotropic stress tensor is given. They are able to compute a solution for the magnetic field, although in our case we suppose the presence of stress and vector modes at first order possibly generated in early stages from the universe.

### 4.13 Discussion

A problem in modern cosmology is to explain the origin of cosmic magnetic fields. The origin of these fields is still in debate but they must affect the formation of large scale structure and the anisotropies in the cosmic microwave background radiation (CMB) [142-144]. We can see this effect in (4.121) where
the evolution of $\Delta_{\mu}^{(2)}$ depends on the magnetic field. In this work we show that the perturbed metric plays an important role in the global evolution of magnetic fields.

From our analysis, we wrote a dynamo like equation for cosmic magnetic fields to second order in perturbation theory in a gauge invariant form. We get the dynamo equation from two approaches. First, using the FLRW as a background space-time and the magnetic fields as a perturbation. The results are equations (4.93) and (4.127) to second order. The second approach a weakly magnetic field was introduced in the background space-time and due to it's statistical properties which allow us to write down the evolution of magnetic field equations (4.143) and (4.147) and fluid variables in accordance with [125]. We observe that essentially, the functional form is the same in the two approaches, the coupling between geometrical perturbations and fields variables appear as sources in the magnetic field evolution giving a new possibility to explain the amplification of primordial cosmic magnetic fields. One important distinction between both approximations is the fractional order in the fields which appears when we consider the magnetic variables as perturbations on the background at difference when the fields are from the beginning of the background (section 4.12). Although the first alternative is often used in studies of GWs production in the early universe [132-134], the physical explanation of these fractional orders is sometimes confused, while if we consider an universe permeated with a magnetic density from the background, the perturbative analysis is more straightforward. Further studies as anisotropic (Bianchi I) and inhomogeneous (LTB) models should be addressed to see the implications from the metric behavior in the evolution of the magnetic field and relax the assumption in the weakness of the field.

### 4.13.1 Gauge fixing

For removing the degrees of freedom we fix the gauge conditions as

$$
\begin{equation*}
\partial^{i} \omega_{i}^{(r)}=\partial^{i} \chi_{i j}^{(r)}=0 \tag{4.149}
\end{equation*}
$$

this lead to some functions being dropped

$$
\begin{equation*}
\omega^{\|(r)}=\chi_{i}^{(r) \perp}=\chi^{(r) \|}=0, \tag{4.150}
\end{equation*}
$$

with the functions defined in equations (4.68) and (4.69). The perturbed metric in the Poisson gauge is given by (4.129) thus, using the last constraints together with equations (5.18)-(5.21) in [95] and following the procedure made in [80, 83], the vector that determines the gauge transformation at first order $\xi_{i}^{(1)}=\left(\alpha^{(1)}, \partial_{i} \beta^{(1)}+d_{i}^{(1)}\right)$ is given by,

$$
\begin{equation*}
\alpha^{(1)} \rightarrow \omega_{(1)}^{\|}+\beta_{(1)}^{\prime}, \quad \beta^{(1)} \rightarrow-\frac{\chi^{\|(1)}}{2}, \quad d_{i}^{(1)} \rightarrow-\chi_{i}^{\perp(1)} . \tag{4.151}
\end{equation*}
$$

Now to second order, when we use the results in [95] together with (4.69) we obtain the following transformations

$$
\begin{equation*}
\tilde{\chi}^{(2) \|}=\chi^{(2) \|}+2 \beta^{(2)}+\frac{3}{2} \nabla^{-2} \nabla^{-2} X^{(2) \|}, \tag{4.152}
\end{equation*}
$$

we get the following transformations

$$
\begin{equation*}
\tilde{\chi}^{(2) \|}=\chi^{(2) \|}+2 \beta^{(2)}+\frac{3}{2} \nabla^{-2} \nabla^{-2} X^{(2) \|}, \tag{4.153}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathrm{X}^{(2) \|}=2\left(\partial^{i} \partial^{j} D_{i j} \chi_{(1) \|}^{\prime}+2 H \partial^{i} \partial^{j} D_{i j} \chi^{(1) \|}\right) \alpha^{(1)} \\
+ & \frac{2}{a^{2}}\left(a^{2} \chi_{i j}^{(1)}\right)^{\prime} \partial^{i} \partial^{j} \alpha^{(1)}+2 \xi_{(1)}^{k} \partial^{i} \partial^{j} \partial_{k} D_{i j} \chi^{(1) \|} \\
+ & 2 \partial_{k} \chi_{i j}^{(1)} \partial^{i} \partial^{j} \xi_{(1)}^{k}+2\left(-4 \partial^{i} \partial^{j} \phi_{(1)}+\partial^{i} \partial^{j} \alpha^{(1)} \partial_{0}\right. \\
+ & \left.\partial^{i} \partial^{j} \xi_{(1)}^{k} \partial_{k}+4 H \partial^{i} \partial^{j} \alpha^{(1)}\right)\left(\partial_{(j} d_{i)}^{(1)}+D_{i j} \beta^{(1)}\right) \\
+ & 2\left(-4 \phi^{(1)}+\alpha^{(1)} \partial_{0}+\xi_{(1)}^{k} \partial_{k}+4 H \alpha^{(1)}\right)\left(\partial^{i} \partial^{j} D_{i j} \beta_{(1)}\right) \\
+ & 2\left[2 \omega_{i}^{(1)} \partial^{i} \nabla^{2} \alpha_{(1)}+2 \partial^{j} \nabla^{2} \omega_{(1)}^{\|} \partial_{j} \alpha^{(1)}-\partial_{j} \alpha^{(1)} \partial^{j} \nabla^{2} \alpha_{(1)}\right. \\
+ & \partial^{j} \nabla^{2} \beta_{(1)}^{\prime} \partial_{j} \alpha^{(1)}+\xi_{i}^{(1) \prime} \partial^{i} \nabla^{2} \alpha^{(1)}-\nabla^{2}\left[\left(2 \omega_{(1)}^{k}-\partial^{k} \alpha_{(1)}\right.\right. \\
+ & \left.\left.\left.\xi_{(1)}^{\prime}\right) \partial_{k} \frac{\alpha_{(1)}}{3}\right]\right]+2\left[2 \partial^{i} \partial^{j}\left(D_{i j} \chi_{(1)}^{\|}+\partial_{i} \chi_{k(1)}^{\perp}\right) \partial_{j} \xi_{(1)}^{k}\right. \\
+ & 2 \chi_{i k}^{(1)} \partial^{i} \nabla^{2} \xi_{(1)}^{k}+2 \partial_{j} \xi_{(1)}^{k} \partial^{j} \nabla^{2} \xi_{k}^{(1)}+\partial_{k} \xi_{i}^{(1)} \partial^{i} \nabla^{2} \xi_{(1)}^{k} \\
+ & \left.\partial_{j} \xi_{(1)}^{k} \partial^{j} \nabla^{2} \beta_{(1)}-\frac{1}{3} \nabla^{2}\left[\left(2 \chi_{k l}^{(1)}+2 \partial_{\left(l \xi^{(1)}\right.}^{(1)}\right) \partial^{l} \xi_{(1)}^{k}\right]\right] . \tag{4.154}
\end{align*}
$$

Now if we fix the poisson gauge, $\tilde{\chi}^{(2) \|}=0$ we can fix the scalar part of the space gauge

$$
\begin{equation*}
\beta^{(2)}=-\frac{\chi^{(2) \|}}{2}-\frac{3}{4} \nabla^{-2} \nabla^{-2} X^{(2) \|} . \tag{4.155}
\end{equation*}
$$

For the vector space part we should know the transformation rule for the vector part

$$
\begin{equation*}
\tilde{\chi}_{i}^{(2) \perp}=-\partial_{i}\left(\nabla^{-2} \nabla^{-2} \mathrm{X}^{(2) \|}\right)+\chi_{i}^{(2) \perp}+d_{i}^{(2)}+\nabla^{-2} \mathrm{X}_{i}^{(2) \perp}, \tag{4.156}
\end{equation*}
$$

with

$$
\begin{array}{r}
X_{i}^{(2) \perp}=2\left[\partial^{j} D_{i j} \chi_{(1)}^{\prime l}+\nabla^{2} \chi_{i(1)}^{\prime}+2 H\left(\partial^{j} D_{i j} \chi_{(1)}^{\|}+\nabla^{2} \chi_{i(1)}^{\perp}\right)\right] \alpha^{(1)}+ \\
\frac{2}{a^{2}}\left(a^{2} \chi_{i j}^{(1)}\right)^{\prime} \partial^{j} \alpha_{(1)}+2 \xi_{(1)}^{k} \partial_{k}\left(\partial^{j} D_{i j} \chi_{(1)}^{\|}+\nabla^{2} \chi_{i}^{(1)}\right)+2 \partial_{k} \chi_{i j}^{(1)} \partial^{j} \xi_{(1)}^{k} \\
2\left(-4 \partial^{j} \phi_{(1)}+\partial^{j} \alpha_{(1)} \partial_{0}+\partial^{j} \xi_{(1)}^{k} \partial_{k}+4 H \partial^{j} \alpha^{(1)}\right) \cdot\left(\partial_{(j} d_{i)}^{(1)}+D_{i j} \beta^{(1)}\right) \\
+\left(\alpha^{(1)} \partial_{0}-4 \phi^{(1)}+\xi_{\xi(1)}^{k} \partial_{k}+4 H \alpha^{(1)}\right) \cdot\left(\nabla^{2} d_{i}^{(1)}+2 \partial^{j} D_{i j} \beta^{(1)}\right) \\
+2\left(\partial^{j} \omega_{i}^{(1)} \partial_{j} \alpha^{(1)}+\omega_{i}^{(1)} \nabla^{2} \alpha^{(1)} \nabla^{2} \omega_{(1)}^{(l} \partial_{i} \alpha^{(1)}+\omega_{j}^{(1)} \partial^{j} \partial_{i} \alpha^{(1)}-\partial^{j} \partial_{i} \alpha^{(1)} \partial_{j} \alpha^{(1)}\right. \\
-\nabla^{2} \alpha^{(1)} \partial_{i} \alpha^{(1)}+\partial^{j} \xi_{i(1)}^{\prime} \partial_{j} \frac{\alpha^{(1)}}{2}+\xi_{i(1)}^{\prime} \nabla^{2} \frac{\alpha^{(1)}}{2}+\frac{1}{2} \xi_{j(1)}^{\prime} \partial_{i} \partial^{j} \alpha^{(1)}  \tag{4.157}\\
-\frac{1}{3} \partial_{i}\left[\left(2 \omega_{(1)}^{k}-\partial^{k} \alpha_{(1)}+\xi_{(1)}^{\prime}\right) \partial_{k} \alpha_{(1)]}\right) \\
2\left(\chi_{i k}^{(1)} \nabla^{2} \xi_{(1)}^{k}+\partial_{i} \xi_{(1)}^{k}\left(\partial^{j} D_{j k} \chi_{(1)}^{\|}+\nabla^{2} \chi_{k}^{(1) \perp}\right)+\chi_{j k}^{(1)} \partial^{j} \partial_{i} \xi_{(1)}^{k}+\partial_{j} \xi_{(1)}^{k} \partial^{j} \partial_{i} \xi_{k}^{(1)}\right. \\
+\nabla^{2} \xi_{(1)}^{k} \partial_{i} \xi_{k}^{(1)}+\frac{1}{2} \partial^{j} \partial_{k} \xi_{i}^{(1)} \partial_{j} \xi_{(1)}^{k}+\frac{1}{2} \partial_{k} \nabla^{2} \beta^{(1)} \partial_{i} \xi_{(1)}^{k}+\frac{1}{2} \partial_{k} \xi_{j}^{(1)} \partial^{j} \partial_{i} \xi_{(1)}^{k} \\
\nabla^{2} \beta_{(1)}^{\prime} \partial_{i} \frac{\alpha^{(1)}}{2}+\frac{1}{2} \partial_{k} \xi_{j}^{(1)} \partial^{j} \partial_{i} \xi_{(1)}^{k}+\nabla^{2} \beta_{(1)}^{\prime} \partial_{i} \frac{\alpha^{(1)}}{2}+\frac{1}{2} \partial_{k} \xi_{i}^{(1)} \nabla^{2} \xi_{(1)}^{k} \\
+\partial^{j} \chi_{i k}^{(1)} \partial_{j} \xi_{(1)}^{k}-\frac{1}{3} \partial_{i}\left[\left(2 \chi_{k l}^{(1)}+2 \partial_{\left.\left.\left(l \xi_{k)} \xi_{k}^{(1)}\right) \partial^{l} \xi_{(1)}^{k}\right]\right) .} .\right.\right.
\end{array}
$$

Now we use the condition $\tilde{\chi}_{i}^{(2) \perp}=0$ for instance,

$$
\begin{equation*}
d_{i}^{(2)}=\partial_{i}\left(\nabla^{-2} \nabla^{-2} \mathrm{X}^{(2) \|}\right)-\chi_{i}^{(2) \perp}-\nabla^{-2} \mathrm{X}_{i}^{(2) \perp} . \tag{4.158}
\end{equation*}
$$

To find the temporal part of the gauge transformation, we use the equation (5.35) in [95] and (4.68). With some algebra, the scalar part transforms like

$$
\begin{equation*}
\tilde{\omega}^{(2) \|}=\omega^{(2) \|}-\alpha^{(2)}+\beta_{(2)}^{\prime}+\nabla^{-2} \mathrm{~W}^{(2) \|}, \tag{4.159}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathrm{W}^{(2) \|}=-4\left(\partial^{i} \psi^{(1)} \partial_{i} \alpha^{(1)}+\psi^{(1)} \nabla^{2} \alpha^{(1)}\right)+\partial^{i} \alpha^{(1)}\left[2 \omega_{i}^{(1),}\right. \\
+ & \left.4 H \omega_{i}^{(1)}-\partial_{i} \alpha_{(1)}^{\prime}+\xi_{(1) i}^{\prime \prime}-4 H\left(\partial_{i} \alpha^{(1)}-\xi_{i(1)}^{\prime}\right)\right] \\
+ & \alpha^{(1)}\left[2 \nabla^{2} \omega_{(1) \|}^{\prime}+4 H \nabla^{2} \omega_{\| l}^{(1)}-\nabla^{2} \alpha_{(1)}^{\prime}+\nabla^{2} \beta^{\prime \prime}\right. \\
- & \left.4 H\left(\nabla^{2} \alpha^{(1)}-\nabla^{2} \beta_{(1)}^{\prime}\right)\right]+\partial^{i} \xi_{(1)}^{j}\left(2 \partial_{j} \omega_{i}^{(1)}\right. \\
- & \left.\partial_{i} \partial_{j} \alpha^{(1)}+\partial_{j} \xi_{i(1)}^{\prime}\right)+\xi_{(1)}^{j}\left(2 \partial_{j} \nabla^{2} \omega_{(1)}^{\|}-\partial_{j} \nabla^{2} \alpha^{(1)}\right. \\
+ & \left.\partial_{j} \nabla^{2} \beta_{(1)}^{\prime}\right)+\alpha_{(1)}^{\prime}\left(2 \nabla^{2} \omega_{(1)}^{\|}-3 \nabla^{2} \alpha^{(1)}+\nabla^{2} \beta_{(1)}^{\prime}\right) \\
+ & \partial^{i} \alpha_{(1)}^{\prime}\left(2 \omega_{i}^{(1)}-3 \partial_{i} \alpha^{(1)}+\xi_{(1) i}^{\prime}\right)+\nabla^{2} \xi_{(1)}^{j}\left(2 \omega_{j}^{(1)}\right. \\
- & \left.\partial_{j} \alpha^{(1)}\right)+\partial_{i} \xi_{(1)}^{j}\left(2 \partial^{i} \omega_{j}^{(1)}-\partial^{i} \partial_{j} \alpha^{(1)}\right)+\partial^{i} \xi_{(1)}^{j}\left[\partial_{j} \xi_{i}^{(1)}\right. \\
+ & \left.2 \chi_{i j}^{(1)}+2 \partial_{i} \xi_{j}^{(1)}-4 \phi^{(1)} \delta_{i j}\right]+\xi_{(1)}^{j \prime}\left[-4 \partial_{j} \phi^{(1)}\right. \\
+ & \left.2\left(\partial^{i} D_{i j} \chi_{(1)}^{\|}+\nabla^{2} \chi_{j}^{(1) \perp}+2 \nabla^{2} \xi_{j}^{(1)}+\partial^{i} \partial_{j} \xi_{i}^{(1)}\right)\right], \tag{4.160}
\end{align*}
$$

in this way we fix the temporal part of the gauge using $\tilde{\omega}^{(2) \|}=0$ in the last equation finding the follows

$$
\begin{equation*}
\alpha^{(2)}=\omega_{(2)}^{\|}+\partial_{0} \beta_{(2)}+\nabla^{-2} \mathrm{~W}^{(2) \|} \tag{4.161}
\end{equation*}
$$

Therefore, we found explicitly the set of functions that fix the gauge dependence given by equations (4.151), (4.155), (4.158) and (4.161). Thus, using the above equations we can calculate the gauge dependence in the scalar perturbations at second order that were shown in (4.97)

$$
\begin{equation*}
\mathcal{S}_{(2)}^{\|}=\omega_{(2)}^{\|}-\frac{\chi^{\|(2) \prime}}{2}-\frac{3}{4} \nabla^{-2} \nabla^{-2} \mathrm{X}_{\|}^{(2) \prime}+\nabla^{-2} \mathrm{~W}^{(2) \|} \tag{4.162}
\end{equation*}
$$

which can be interpreted like shear to second order, again we see the last equation is a generalization for the first order scalar shear plus quadratic terms in the perturbed functions.

### 4.13.2 Density evolution

To find the charge evolution, we use the fact that $j_{; \alpha}^{\alpha}=0$ therefore, the temporal part of this equation drive us to the charge conservation

$$
\begin{equation*}
\varrho^{(1) \prime}+3 H \varrho^{(1)}+\partial_{i} J_{(1)}^{i}=0 \tag{4.163}
\end{equation*}
$$

at first order in the approximation and

$$
\begin{align*}
\varrho^{(2) \prime} & +3 H \varrho^{(2)}+\partial_{i} J_{(2)}^{i}+\left(\Psi^{(1) \prime}-3 \Phi^{(1) \prime}\right) \varrho^{(1)} \\
& +\partial_{i}\left(\Psi^{(1) \prime}-3 \Phi^{(1) \prime}\right) J_{(1)}^{i}=0 \tag{4.164}
\end{align*}
$$

to second order. These equations are important for resolving the dynamo equation. In the section 4.9.1 was found the momentum equation at second order, where $S_{i}^{13}$ is given by

$$
\begin{align*}
\boldsymbol{S}_{i}^{13} & =\frac{\left[\Delta^{(1)}\left(1+c_{s}^{2}\right) \mathcal{V}_{i}^{(1)}\right]^{\prime}}{\mu_{(0)}(1+w)}+4 H \frac{\Delta^{(1)}\left(1+c_{s}^{2}\right) \mathcal{V}_{i}^{(1)}}{\mu_{(0)}(1+w)} \\
& +2 \frac{\left[\mu_{(0)}(1+w) \chi_{i j}^{(1)} v_{(1)}^{j}\right]^{\prime}}{\mu_{(0)}(1+w)}+8 H \chi_{i j}^{(1)} v_{(1)}^{j}-8 H \Phi^{(1)} v_{i}^{(1)} \\
& -\frac{\left[\mu_{(0)}(1+w)\left(\omega_{i}^{(1)}+\mathcal{V}_{i}^{(1)}\right)\right]^{\prime} \Psi^{(1)}}{\mu_{(0)}(1+w)}+\frac{\Delta^{(1)}\left(1+c_{s}^{2}\right) \partial_{i} \Psi^{(1)}}{\mu_{(0)}(1+w)} \\
& -\omega_{i}^{(1)} \Psi_{(1)}^{\prime}-4 H \Psi^{(1)}\left(\mathcal{V}_{i}^{(2)}+\omega_{i}^{(1)}\right)+v^{j}\left(\partial_{j} v_{i}^{(1)}\right) \\
& -3 \Phi_{(1)}^{\prime}\left(\mathcal{V}_{i}^{(1)}+v_{i}^{(1)}\right)-v_{(1)}^{j} \partial_{[i} \omega_{j]}^{(1)}-2 \Psi^{(1)} \partial_{i} \Psi^{(1)} \\
& -2 \Phi^{(1)}\left[\mu_{(0)}(1+w) v_{i}^{(1)}\right]^{\prime}+\frac{\left(\partial_{j} \Psi^{(1)}+H \omega_{j}^{(1)}\right) \Pi_{i}^{j(1)}}{\mu_{(0)}(1+w)} \\
& +\mathcal{V}_{i}^{(1)} \partial_{\alpha} \partial^{\alpha} v_{(1)}-\frac{6 \partial_{j} \Phi^{(1)} \Pi_{i}^{j(1)}-\frac{1}{2} \partial_{j} \chi_{i}^{k(1)} \Pi_{k}^{j(1)}}{\mu_{(0)}(1+w)} \tag{4.165}
\end{align*}
$$

where $w=\frac{P_{(0)}}{\mu_{(0)}}$ is the state equation ( $w=0$ for dust and $w=1 / 3$ for radiation era) and $c_{s}^{2}=\frac{P_{(1)}}{\mu_{(1)}}$ the adiabatic sound speed. Using the expression for the momentum exchange among particles and the momentum conservation, we obtain the following equations for protons, electrons and photons during
radiation era

$$
\begin{gather*}
\mu_{(0)}^{(p)}\left[\mathcal{V}_{i}^{(2)(p) \prime}+H \mathcal{V}_{i}^{(2)(p)}+\partial_{i} \Psi^{(2)}+2 S_{i}^{13(p)}\right]+\partial_{i} \Delta_{P}^{(2)(p)} \\
+\frac{4}{3} \partial_{i} \nabla^{2} \Pi_{(p)}^{(2)}=a^{4}\left(E_{i}^{(1)} \varrho_{(1)}^{(p)}+\epsilon_{i j}^{k} J_{(1)}^{j(p)} B_{k}^{(1)}\right)+K_{i}^{(e p)},  \tag{4.166}\\
+\mu_{(0)}^{(e)}\left[\mathcal{V}_{i}^{(2)(e) \prime}+H \mathcal{V}_{i}^{(2)(e)}+\partial_{i} \Psi^{(2)}+2 S_{i}^{13(e)}+\frac{4}{3} \partial_{i} \nabla^{2} \Pi_{(e)}^{(2)}\right. \\
=a^{4}\left(E_{i}^{(1)} \varrho_{(1)}^{(e)}+\epsilon_{i j}^{k} J_{(1)}^{j(e)} B_{k}^{(1)}\right)-K_{i}^{(e p)}+K_{i}^{(\gamma)}, \\
+\frac{4}{3} \partial_{i} \nabla^{2} \Pi_{(\gamma)}^{(2)}=-K_{i}^{(\gamma)} . \tag{4.167}
\end{gather*}
$$

## CHAPTER 5

## Kinematics in Hickson Compact Group 90

### 5.1 Introduction

Understand the main aspects about galaxy groups is one of the most important issues in modern astronomy and cosmology. About $50 \%$ of the galaxies in the universe live in galaxy groups. One important sample of nearby galaxy groups is called Hickson Compact Groups. Due to their peculiar properties like high mass density profiles and very low velocity dispersion, Hickson Groups are the perfect laboratories to study galaxy-galaxy interactions, gas effects on galaxy evolution and dark matter at intermediate scales.

We use long-slit and MXU spectroscopy obtained in May 2002 at VLT FORS2 Facility Grism 1400V. We employ a truncated Gauss-Hermite line-of-sight velocity distribution (LOSVD) for the stellar component and from this function the main kinematical quantities: rotation curves, velocity dispersion and Hermite coefficients $h_{3}$ and $h_{4}$ for galaxies in the core of HCG 90 at two P.A. $\left(72^{\circ}, 132^{\circ}\right)$ were obtained. Emission lines $\mathrm{H}_{\beta}$ and $\mathrm{O}_{\text {III }}$ are used to study the ionized gas kinematics.

### 5.2 Galaxy groups

Galaxy Groups are the most common and gravitationally bounded structures in the universe. More than half of galaxies are located in groups [145]. Galaxy groups show a wide range of masses and sizes. From pairs, triplets to groups contained a few hundred galaxies. There have been several studies about group of galaxies, one of them is the pioneer work by Hickson [146]. Hickson Catalog consists in a sample of 100 galaxy groups selected by visual searching from the first Palomar Observatory Sky Survey (POSS). The increasing sensitivity and bigger available dataset make possible to improve the selection criteria, survey completeness and reach fainter groups. It opens the possibility to explore groups at different cosmological ages and environments [147]. The first studies were mainly focused on low redshift groups, but since some years ago, the situation is changing. Features of the galaxy groups in earlier cosmological epochs will be a strong test to the hierarchical $\Lambda$ CDM paradigm and galaxy formation theory.

New Surveys as the 2dFGRS and SDSS [145] have increased our understanding about galaxy groups. Some studies target groups as laboratories for astrophysical studies: gas physics, galaxy formation, interactions and morphology dependence, dark matter at small scales, AGN activity. Contrary to earlier claims, galaxy groups are good tracers of the large-scale structure in the universe as galaxy clusters [148]
and they provide the link between our local neighbourhood and the universe at the largest scales [149].

### 5.2.1 Hickson compact groups

Hickson Compact Groups of galaxies (hereafter HCGs) are small systems in a dense and isolated configuration on the sky $[146,150]$. Their galaxy content lies between three to seven major galaxies. The physical and dynamical properties of HCGs are really peculiar. Together with the centers of rich clusters of galaxies they are the densest regions known in the universe; but opposite to galaxy clusters, where the velocity dispersion of the galaxies reaches typically $1000 \mathrm{~km} \mathrm{~s}^{-1}$, the galaxy velocity dispersion in HCGs is much lower, its at the same order of internal velocity dispersion of the stars in galaxies. The mean galaxy velocity dispersion in the Hickson sample is about $200 \mathrm{~km} \mathrm{~s}^{-1}$ [146]. The peculiar features mentioned above suggest that HCGs are perfect laboratories to study galaxy-galaxy interactions, effects of the intragroup medium on galaxy transformations and morphology-kinematics correlations. The physics in compact groups may provide analogs to hierarchical galaxy formation in the early universe [151]. Given the abundance of galaxy groups, they can be used as a bridge in an intermediate scale between isolated galaxies and cluster of galaxies. In particular, studies of the dark matter distribution in groups will give important clues about the nature and distribution of dark matter in the universe [152].

The sample of compact groups in the Hickson Catalog shows that HCGs are living in the nearby universe. The mean redshift of the sample is $\bar{z} \approx 0.030$. But from cosmological studies, is expected to find galaxy groups at higher redshifts. Taken from the COSMOS facility at Royal Observatory of Edinburgh a new sample of Compact Groups has been obtained by Iovino and collaborators [153, 154]. In Iovino's work, a substantial refinement about the group membership, compactness and isolation was applied. After several and different membership tests the group got a new southern catalog of compact groups (SCG). Adding redshift information to the SCG survey, galaxy evolution in compact groups was studied in [155]. The role of galaxy-groups in galaxy formation theory is still an active field of research and many important questions remain unsolved [145, 154]. Specially compact groups appear to be a dynamical paradox. Strong galaxy interactions combined with low velocity dispersion make difficult to explain why HCGs are located cosmologically at very low redshift. Many more fossil groups and big elliptical are expected to be the product of merging in HCGs, however, fossil groups are more related to poor clusters rather than end-products of HCGs [149].

HCGs have been also studied at different wavelengths and their physical properties explored at different scales, from strong galaxy interactions, ionized gas to extended X-ray properties [156]. Important research about the infrared properties of compact groups and their star formation activity is addressed in [151]. In the next section, we will describe our galaxy group HCG90 in the context of HGCs.

### 5.2.2 HCG90 in the context of HCGs

Hickson Compact Group 90 is a group of four bright galaxies, two early type galaxies, NGC 7173 (HCG90C) and NGC7176(HCG90B), and two late-type galaxies, NGC7172 (HCG90A, which is not included in our dataset) and NGC7176 (HC90D) [157]. The group was catalogued by Hickson in 1982 [146]. HCG90 is at a distance of roughly $33 \mathrm{Mpch}^{-1}{ }^{1}$ [158]. The mean systemic velocity of the group was estimated to be $2643 \mathrm{~km} \mathrm{~s}^{-1}$ with a galaxy velocity dispersion of $\sigma_{V} \approx 200 \mathrm{~km} \mathrm{~s}^{-1}$ [146]. It is common to find in the literature the description of HCG90 as a dense core of three interacting galaxies (HCG90B,HCG90C,HCG90D) in a region of $6^{\prime} \times 6^{\prime}$ (see figure 5.1 ), which is surrounded by an extended loose group [159, 160].

[^15]The fourth member, NGC7172 is a Seyfert2 galaxy located $6^{\prime}$ north from the core. NGC7172 has been identified as a strong X-ray source [161]. Most of the studies done on HCG90 are concentrated in the core of the group [157, 159, 162], and the purpose of this chapter is to extend the previous work [162] in stellar kinematics.

As we mentioned above, the redshift for the sample in HCGs is very low. For HGC90, the redshift estimated from NGC7172 is $z \approx 0.009$ [146]. One of the open questions about HCGs is their dark matter content. Due to the high mass density and low velocity dispersion, the crossing-time is smaller than the Hubble-time and the most natural scenario is that they will merge in a short time, after a few crossings. The final structure expected is a fossil group with probably a big elliptical galaxy at the center. One possible explanation, why the HCGs are still in such dynamical stage of not completed merging, supported by numerical simulations, is that HCGs are embedded in a common dark matter halo $[163,164]$, but on the other hand it is also known that the dark matter content of HCGs is poorer in comparison with clusters of galaxies and loose groups [162].
For long time the reality of HCGs as a gravitationally bounded structures was questioned [165-167]. From dynamical properties, several authors pointed out that a large fraction of HCGs are a superposition of galaxies along the line of sight and they did not belong to a bounded structure. But X-ray observations of the intragroup gas in HCGs showed that they are really physically gravitationally bounded structures [168]. For an extensive review about X-ray properties in HCGs see [169].

### 5.2.3 X-ray gas in HCG 90

In order to study the hot gas in HCGs some assumptions must to be done. The most common scenario is to treat the gas in hydrostatic equilibrium in the underlaying gravitational potential of the group. In general, the state of the gas in gravitationally bounded structures as galaxy clusters and groups is not in hydrostatic equilibrium and its description is difficult, however, a simple model has been used since time ago [170] for this task. The main feature of this model is to set a single temperature for the gas and looking for a tracer of the gravitational potential. All the physics can be described from the properties of such tracer. Usually the galaxy velocity dispersion $\sigma_{\mathrm{v}}$ is used as tracer of the gravitational potential. Further assumptions as spherical symmetry, isotropic velocity dispersion distribution can be tested observationally to refine the model. The most simple model is an uniparameter $\beta$ model, with $\beta \equiv \frac{\sigma_{v}^{2}}{\left(\mathrm{kT} / \mu \mathrm{m}_{\mathrm{p}}\right)}$ being the ratio between the kinetic energy of the group to the thermal energy in the gas. The X-ray emission comes mainly from thermal-bremsstrahlung and line-recombination depending on the gas density and gravitational potential well.

In a pioneer work [169] a sample of galaxy groups including some HCGs was studied. From this study, results are consistent with a projected gas profile in HCGs with $\Sigma_{\text {gas }}(s)=\Sigma_{\text {gas }}^{0}\left(1+\left(s / R_{c}\right)^{2}\right)^{(0.5-3 \beta)}$, a core radius of $\left(4 \leq R_{c} \leq 30 h^{-1} \mathrm{kpc}\right)$ and slope $(0.38 \leq \beta \leq 0.92)$ [169]. In general the emission is not centered in any particular galaxy, which likely means that the groups are not quite evolved structures in a massive, concentrated dark matter halo [164]. Moreover, in a study by Osmond \& Ponman [171]) using data from the ROSAT satellite, they have studied a sample of 60 groups including some HCGs and particularly HCG90 extending previous work in X-ray for galaxy groups. High resolution spectra allow them in some cases to decompose the X-ray emission in two principal components:

- From the brightest galaxy in the group, comparing the ratio between luminosities ( $L_{\mathrm{X}} / L_{\mathrm{BCG}}$ ), this feature is common from evolved groups.
- From the entire group, including the halo-group potential. However, the gas physics in galaxy groups is richer than a simple isothermal plasma, interesting phenomena as shock fronts and complex gas structures have been detected in HCGs, a typical example is HGC62 [151].

In the case of HGC90, diffuse X-ray emission from the intragroup gas is detected especially in the group's core. The X-ray contours are centered around the three galaxies in the core. There is not clear limit for the size of such emission region, X-ray emission is detected up $2^{\prime}$ from the core. From the plasma model for the gas, a more extended emission region is expected, unfortunately in this case seems to be at the same level that X-ray background [159]. The best fit model has a plasma temperature of $\mathrm{T}=(7.8 \pm 0.4) \times 10^{6} \mathrm{~K}$, meaning a X-ray luminosity of $L_{\mathrm{X}} \approx 0.7 \times 10^{41} \mathrm{erg} / \mathrm{s}$. For a complete information about X-ray properties in HCG90 see [159, 171].

### 5.2.4 The environment of HCG90

Observationally several samples of galaxy groups have been studied [152, 154, 172]. Mulchaey \& Zabludoff [173] for a combined sample of nine X-ray detected groups including HCG90, found a trend of constant velocity dispersion with increasing radius of the group, suggesting that groups are embedded in a common dark matter halo. Together with the four bright-big galaxy, several candidates belonging to HCG90 have been identified. From spectroscopic observations of a circular region with diameter $d=1^{\circ}$ centered on the group, five new members were identified [160].
The enlarged system has a velocity dispersion of $\sigma_{\mathrm{v}} \approx 166 \mathrm{~km} \mathrm{~s}^{-1}$. If a larger region is considered $\left(1.5^{\circ} \times 1.5^{\circ}\right)$ the member number increases, 19 members can be identified at a mean velocity of $\bar{V} \approx$ $2600 \mathrm{~km} \mathrm{~s}^{-1}$ with a velocity dispersion of $\sigma_{V} \approx 190 \mathrm{~km} \mathrm{~s}^{-1}$ [157, 159].

Warm gas has been also used by [157] to study the interaction and evolutionary status of HCG90. Deep images and X-ray data from the Chandra X-Ray Observatory were used in [159]) to study the common envelope of diffuse-light around the core in HCG90. The results coming from this study are quite controversial, while the X-ray emission from the intragroup medium indicates that HCG90 is a non-evolving group, the common stellar envelope around the core shows a very narrow red colour distribution, suggesting that HCG90 is an old group in merging process. On the other hand, particular features in the group mislead and make difficult disentangle its evolutionary status, it is the case of a sample of young star clusters studied in [174].

In the present chapter we present the stellar kinematical analysis in the core of HCG90. Our high quality data allow us to study the internal kinematics in the core and compare it with the previous work [162]. In section 5.3 we describe the dataset and the reduction steps. The kinematical analysis from the MXU-data is discussed in 5.4 and the long-slit together with the ionized gas kinematics from $\mathrm{O}_{\text {III }}$ and $\mathrm{H}_{\beta}$ emission is in 5.5.2. Some conclusions and annotations are given in section 5.6.

### 5.3 Observations and data reduction

The dataset and the steps for the reduction are described in this section. For most of the steps a computerscript was developed.

### 5.3.1 Observations

The observations were carried out in May 2002 with the VLT-FORS2 facility at the European Southern Observatory, Chile. The spectroscopical dataset consists in a MXU mask (see figure 5.1) and two longslit in the core of HCG90 (see figure5.5). The wavelength spectral range is between $4500-5750 \AA$. The Grism 1400 V was used ${ }^{2}$. The grism has a dispersion of $0.62 \AA \mathrm{pix}^{-1}$. The velocity resolution in this case is $\approx 50 \mathrm{~km} \mathrm{~s}^{-1}$. The main features of the observations are shown in Table 5.1 and Table 5.2.
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Figure 5.1: MXU mask in HCG90. The plot shows the core of HCG90 and its orientation on the sky.

Table 5.1: MXU-mask

| Date | Exposure time | Seeing |
| :--- | :---: | :---: |
| $2002-05-13$ | 1200 s | 0.98 |

A set of lamp calibration spectra, dome flat-field images were obtained during the same observation run.

### 5.3.2 Data reduction

The information about the slit is in Table 5.1 and Table 5.2. The standard data reduction was performed within the IRAF-package ${ }^{3}$. The mask-exposures were bias corrected and combined using a cosmic-ray removal algorithm. After bias subtraction and bad pixels removal, the combined images were response calibrated using the dome-flat spectra averaged perpendicularly to the dispersion direction. The MXU science spectra together with the calibration lamp spectra were reduced using the task apall in the twodspec package. The spectra were wavelength calibrated using the lamp reference spectra within onedspec package. We checked the quality of our calibration keeping a small value in the residuals and fitting low order polynomial functions. The sky subtraction was performed carefully with the skytweak routine.

For the long-slit spectra the 2D wavelength calibration was performed after correction for spatial

[^17]Table 5.2: Long-slit

| Date | Slit-length | Exposure-time | P.A | Seeing |
| :--- | :---: | :---: | :---: | ---: |
| $2002-05-10$ | $460^{\prime \prime}$ | 1800 s | $132^{\circ}$ | 1.63 |
| $2002-05-10$ | $485^{\prime \prime}$ | 3600 s | $72^{\circ}$ | 1.38 |

distortions and illumination; in this case we used the twodspec.longslit IRAF package. The sky was subtracted as an average sky spectral image. All spectra (science and templates) were rebinned to a dispersion of $1 \AA \mathrm{pix}^{-1}$ before to start the kinematical analysis

In the next section after a briefly description of each member in HCG90, we will focus on the results from the MXU spectroscopy. As an example, the figure 5.2 represents a typical spectra from our dataset. The most prominent absorption features are used for the kinematical analysis. The emission from ionized gas is clearly seen $\mathrm{H}_{\beta}$ and $\mathrm{O}_{\text {III }}$ at $4861 \AA$ and $5007 \AA$ respectively.


Figure 5.2: Typical MXU spectrum from the region between HCG90B and HCG90D

### 5.4 Kinematical analysis

For completeness of the chapter we will describe briefly each galaxy in HCG90 before to proceed with the kinematical analysis. Descriptions of the HCG90 have been written by many authors [157, 159, 162], we refer the reader at these papers for a detailed description of the group.
Table 5.3 summarizes the identification and location for each galaxy in HCG90

## Group Members

The main morphological and kinematical features for the galaxies in the core of HCG90 are discussed briefly.

Table 5.3: Core of HCG90

| Galaxy | $\alpha$ <br> hmin s | $\delta\left({ }^{\left.\circ^{\prime \prime \prime}\right)}\right.$ | Type | Angular Size <br> arcminute $\left({ }^{\prime}\right)$ |
| :--- | :---: | :---: | :---: | ---: |
| NGC 7173 | $22: 02: 03.38$ | $-31: 58: 26.92$ | E pec | 1.2 |
| NGC 7174 | $22: 02: 06.82$ | $-31: 59: 36.53$ | Sab pec | 2.3 |
| NGC 7176 | $22: 02: 08.45$ | $-31: 59: 29.52$ | E pec | 1.0 |

## NGC7173 (HCG90C)

HCG90C has been classified by Hickson [150] as an E0 galaxy and as an E + pec galaxy in the RC3 catalog [157]. Its low ellipticity $(\epsilon=0.26)$ makes difficult to determine the P.A of its major axis (P.A. is measured from north to east). P.A has been observed to change from $60^{\circ}$ in the inner part to $130^{\circ}$ in the outer part [157]. The strong interaction in the core of the group makes difficult to define the P.A for the galaxy after some angular distance from the group center. The estimated systemic velocity using absorption lines is $2696 \mathrm{~km} \mathrm{~s}^{-1} \pm 24 \mathrm{~km} \mathrm{~s}^{-1}$ [160].

## NGC7176 (HCG90B)

HCG90B has been classified as an E0 galaxy by Hickson [150] and as a $E+$ pec galaxy in the RC3 [157]. This galaxy shows similar features as HCG90C, it is an almost a round object with a P.A. of $55^{\circ} \pm 5^{\circ}$ reported in [175]. The systemic velocity is $2525 \mathrm{~km} \mathrm{~s}^{-1} \pm 29 \mathrm{~km} \mathrm{~s}^{-1}$ [160].

## NGC7174 (HCG90D)

HCG90D is a very disturbed disk galaxy classified as an irregular galaxy in [176] and as an earlytype spiral by the RC3. The systemic velocity for this galaxy has been estimated to be $2659 \mathrm{~km} \mathrm{~s}^{-1} \pm$ $9 \mathrm{~km} \mathrm{~s}^{-1}$ [160].

### 5.4.1 Kinematical analysis from MXU data

For the kinematical analysis with the MXU-mask we used the cross-correlation method within the IRAF package $r v$ using the task fxcor. The routine uses the cross correlation method developed by Tonry \& Davies [177]. The science spectra and the template are rebinned in logarithmic scale, emission lines and continuum subtracted. Both spectra are Fourier transformed and filtered to remove variations coming from the continuum subtraction. The relative velocity $\left(V_{\text {rel }}\right)$ between the galaxy and the template is calculated from the highest peak in the cross-correlation. For all our spectra the Tonry (R) parameter is between 12-15. Before the correlation is done, and in order to get the correct heliocentric radial velocity, kinematical corrections must to be done, for this purpose we used the astutil IRAF task.

A systematical shift from the oxygen sky-line ( $5577 \AA$ ) was removed. The Heliocentric radial velocity is obtained from $V_{\text {Helio }}=V_{\text {rel }}+V_{\text {tem }}+V_{\text {hc }}$ with $V_{\text {tem }}$ the template velocity and $V_{\text {hc }}$ the heliocentric correction for the object.

The Heliocentric radial velocities obtained from the MXU mask after several combinations of stellar templates from the Table 5.4. It is important to note that even the mismatch between the stellar and the galaxy spectra is reduced combining stellar spectra, the kinematical results do not change appreciably. For cross correlation we use the main absorption features in the galaxy spectrum. The velocity field is shown in 5.3 as a function of the distance from HCG90B. The region between HCG90B and HCG90D does not show a big disturbance expected whether a strong interaction between the galaxies are taken place, however, the high signal to noise ratio in the spectra makes feasible that the smoothness in the rotation curve between the galaxies is a real feature. This smoothness is difficult to explain by a superposition of two uncorrelated motions, as was pointed out in [178]. Compact groups of galaxies seem to


Figure 5.3: Heliocentric radial velocities in the MXU-mask
have peculiar dynamical properties, from previous work [157, 179] warm gas is used to trace the ionized gas in the group. The analysis gives as a result that an interaction between these two galaxies is taken place with the perturbed disk galaxy (HCG90D) being the host for the warm gas of the system [157]. Some new insights from our data appear to confirm the interaction, but this point must to be studied with new spectroscopic data and from UV- spectra. In a previous work by Longo et al. [162] from long-slit spectra, they found a $U$-shape in the velocity dispersion profile, meaning a possible heating of the system due to tidal interactions between the galaxies. For long time, based specially in numerical simulations, different shapes have been used to characterize kinematical properties in interacting galaxies and stellar remnants [180]. From our dataset a similar shape is seen in the velocity dispersion profile along the long-slit at P.A. $72^{\circ}$ (see figure 5.6), with a quite smooth rotation curve along this direction. The gas shows a shift respect to the stellar velocity in HCG90B and it is also clear the in HCG90D. Clearly, the disk galaxy is the gas reservoir for the system. Plana et al. [157], from their data analysis argue that is possible to have a much faster response to the gravitational interaction from the gas than from the stars and these features in the gas kinematics should arise from this response.

The high galaxy density in HCG90 forces us to think that all the three galaxies are in a strong interaction and the final product will be a fossil group with a elliptical galaxy at the center of the potential well. However, as we mentioned before, from the stellar kinematics only is difficult to have clues for the interaction. As a particular feature in the gas kinematics from the MXU spectra in HCG90C, a disagreement between gas and stellar kinematics is founded (see figure 5.4). This feature is also shown in the long-slit analysis in the next section. This contradictory result with the warm gas kinematics from Plana et al. [157] encourage us to think for a very deep study in HCG90, specially related with its gaseous content. There is at least one possibility for the unexpected result. From the Plana's work the results is clear: HCG90C has a decoupled gas component, the stellar and gas axes make an angle of $60^{\circ}$. Its origin may come from the external accreted gas by the group and/or due to a much closer interaction with the other galaxies [181]. Our MXU mask in HCGC is in the outher part (see figure 5.1) and the gas emission coming from the stars should have the signs from the interaction between HCG90C with


Figure 5.4: Stellar and gas kinematics in HCG90C. The velocity in the vertical axis is in $\mathrm{km} \mathrm{s}^{-1}$. From the plot is clear that the stellar and gas components are kinematically decoupled.
and the disk galaxy ${ }^{4}$. Several signs of tidal interactions are seen for this group member, a long-slit connecting HCG90C with HCG90D should give clues about the peculiar features in the gas kinematics.

### 5.5 Long Slit Spectroscopy

Two long-slit spectra in the same spectral range as MXU were obtained during the observation run. The slits positions are shown in figure 5.5.

The longer exposure time in the slit connecting HCG90B with HCG90D allows us to extract more kinematical information from this spectra. As in the case of MXU data, prominent absorption lines were used for the kinematics. The high quality of the spectra together with a rebbining compromise between signal to noise and spatial resolution make possible go beyond the usual Gaussian parametrization for the LOSVD.

### 5.5.1 Templates

To perform an accuracy kinematics, is indeed to choose the stellar template as closer to the galaxy spectra as much as possible. A method was developed by Rix \& White [182] to minimize the template mismatch adding several stellar templates. This method was improved by Cappellari \& Emsellem [183] and their tools to perform stellar kinematics deal with the template-mismatch problem properly. The purpose is that the broadened template reproduces the galaxy spectrum as close as possible [184].
For our kinematical analysis the star spectra cited in table 5.4 were used and we worked with several combinations of them. The stars used as a templates were observed in the same run, with the same
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Figure 5.5: long-slit kinematics
instrumental setup and the reduction was done in the same way as the galaxy spectra. It makes the analysis more straightforward and confident. After kinematical corrections the heliocentric radial velocities were obtained.

Table 5.4: Stellar Templates

| Template | Spectral Type | Metallicity | Radial Velocity <br> $\mathrm{km} \mathrm{s}^{-1}$ |
| :--- | :---: | :---: | ---: |
| HD 192718 | F8 | -0.74 | -109.0 |
| HD 193901 | F7V | -1.1 | -172.0 |
| HD 196892 | F8V(F6V) | -1.0 | -30.0 |
| HD 204543 | KII (G0) | -1.8 | -98.0 |

### 5.5.2 Long-Slit Kinematics

Complex systems as elliptical galaxies have been object of intensive studies. Modern N-Body simulations together with star-orbits and information from stellar populations are in the basis for modeling such systems. In addition to the theoretical basis, important information from the spectra must to be incorporated in the model. The spectra observed in a point from a galaxy is a composition of stellar populations present on it. One of the most difficult tasks is try to recover from the spectra the main kinematical and dynamical properties for the galaxies. The spectra contain the kinematical information along the line of sight and together with the photometric light profiles are the most common sets of information used in the models.

For long time a Gaussian parametric distribution function for the LOSVD has been employed, even knowing that physics behind of such parametrizations is not well understood [185]. The Gaussian dis-
tribution function is characterized by a mean velocity $\overline{\mathrm{V}}$, velocity dispersion $\sigma_{\mathrm{v}}$ and an amplitude $\gamma$ as a free parameters. For elliptical galaxies, this model has shown to be a good guess even the collisionless nature of the system. Model spiral galaxies with Gaussian distribution functions can be a big mistake given the complexity of such systems: Active star formation, dust and multiphase interestelar medium, waves and collective excitations make the Gaussian distribution a poor guess to describe the stellar distribution in spiral galaxies. To the date only a few attempts to model spiral galaxies are known [186]. For our purpose, following Van der Marel \& Franx [185], the LOSVD is parametrized by a truncated Gauss-Hermite series. The galaxy spectrum is a convolution between the LOSVD and a stellar template

$$
\begin{equation*}
G(u)=\int \mathrm{d} v_{1 \mathrm{os}} L\left(v_{\mathrm{los}}\right) S\left(u-v_{\mathrm{los}}\right) \tag{5.1}
\end{equation*}
$$

with $u=c \ln \lambda$ and $S$ a representative stellar template. For a more general LOSVD, the function

$$
\begin{array}{r}
L(\omega)=\left(\frac{\gamma}{\sqrt{2 \pi} \sigma}\right)\left(1+\sum_{n=3}^{N} h_{n} H_{n}(\omega)\right) e^{-\omega^{2} / 2}  \tag{5.2}\\
\omega=\frac{V-\bar{V}}{\sigma_{v}}
\end{array}
$$

is employed. This parametrization is an extension of the traditional assumption to write down the LOSVD as a simple Gaussian profile with dispersion $\sigma$, amplitude $\gamma$ (line-strength) and centered at the mean velocity $\bar{V}$. The even/odd coefficients $h_{n}$ in the expansion are a measurement of the symmetric/asymmetric deviations from the Gaussian profile respectively. The lowest coefficients $h_{3}$ and $h_{4}$ are proportional to the coefficients of skewness and kurtosis of the distribution respectively. The Hermite polynomial $H_{3}, H_{4}$ expressed explicitly are

$$
\begin{align*}
& H_{3}(\omega)=\frac{1}{\sqrt{3}}\left(2 \omega^{3}-3 \omega\right)  \tag{5.3}\\
& H_{4}(\omega)=\frac{1}{\sqrt{24}}\left(4 \omega^{4}-12 \omega^{2}+3\right)
\end{align*}
$$

The physical interpretation for the coefficients in 5.2 is still matter of discussion, even in the case of isolated galaxies. In elliptical galaxies, asymmetries arise from different scenarios, e.g. the superposition of two ordered motions with different kinematical parameters as in the case of slowly rotating bulge and a more rapidly rotating disc component [187]. Positive values of $h_{3}$ correspond to a distribution skewed towards velocities lower than the systemic velocity and conversely negative $h_{3}$ values correspond to a distribution skewed towards velocities greater than the systemic velocity [187]. In rapid rotating cores, large $h_{3}$ values are expected whilst $h_{4}$ is related with the velocity dispersion anisotropy in the galaxy core, it takes into account deviations from a Gaussian [188]. For $h_{4} \geq 0$ the corresponding distribution is more peaked than a Gaussian at small velocities. Conversely, distribution less peaked than a Gaussian will have $h_{4} \leq 0$. Higher moments are more difficult to interpret, but they are still useful for identifying structures in the residuals of the model fits.
In the context of interacting galaxies, Hermite moments have been used to study kinematical properties of merger remnants. Following ideas from Barnes [189-191], different models for low luminosity elliptical galaxy formation from disks progenitors have been explored by Cretton et al. [192, 193]) and the $h_{3}$ profile seems to be a good tracer to characterize remnants. The LOSVD is now parametrized by a set $\left\{\bar{V}, \sigma_{v}, \gamma, h_{3}, \ldots h_{n}\right\}$. In practise, the method works in the pixel space $(\ln \lambda)$ and after convolve
a stellar template with an initial guess of $L(\omega)$, the best set of parameters $\left(\gamma, V, \sigma_{v}\right)$ and errors are recovered minimizing the model galaxy spectra and the observed spectra in the $\chi^{2}$ sense that is pointed out in van der Marel et al. [185].

In order to compare the results given by the Gauss-Hermite method, we use also the Cross Correlation Method [177] to estimate radial velocities, and the results agree with the van der Marel method. One important point to drive right conclusions in the kinematical analysis, we should minimize the mismatch between the spectra. In our case, we tested several templates to get at least the correct trend for the two first coefficients in the expansion. The results for the long-slit spectroscopic dataset are in the following figures:


Figure 5.6: Kinematical quantities from the long-slit at $72^{\circ}$ position angle
The figure 5.6 shows the rotation curve (upper panel), the velocity dispersion (middle panel) and Hermite coefficients (lower panels) for the slit connecting HCG90B and HCG90D.

In this case, we rebbined the spectra to a high signal to noise ratio ( $\mathrm{S} / \mathrm{N} \geq 50$ ) for all the templates. The region between the two galaxies is completely covered and the exposure time allows us to derive some more strong conclusions. The rotation curve connecting HCG90B and HCG90D is incredibly smooth and there is not evidence for uncorrelated motions [194]. The distance between the two galaxy centers is $\approx 25^{\prime \prime}$ meaning a physical separation of $\approx 5.7 \times 10^{3} \mathrm{pc}^{5}$ in projection. The rotation curve had been normalized to the HCG90B's systemic velocity. We can analyze three different regions in the curve. The left side shows the rotation for the elliptical galaxy dominated in the inner region for a depression $r \leq 5^{\prime \prime}$. We analyze in detail this feature in the next section (see figure 5.8). The most plausible explanation for this feature is a kinematically decoupled core in the galaxy [188]. The shape of the bump in the nucleus and the shape of the rotation curve in the outer parts force us to think that most

[^19]natural interpretation for the core is a co-rotating one [188]. The outer part, between $5 \leq r \leq 20^{\prime \prime}$ which belongs to this galaxy shows a increasing rotation curve reaching a maximum value of $\approx 160 \mathrm{~km} \mathrm{~s}^{-1}$. A more clear evidence from a decoupled core comes from the velocity dispersion profile. There is a depression at the center, the two peaks at different locations and with different high are a strong sign of a two component system. It is also evident from the middle panel in figure 5.6 and stressed in the behavior of $h_{3}$, the sign change in this Hermite moment marks a departure of the core from the mean velocity in the LOSVD. All the kinematical features are in agreement with a co-rotating component (see section about HCG90B). Whilst the central part of the galaxy is kinematically dominated by the decoupled component, the right side in the rotation curve define the system as a fast rotator, for the entire galaxy the parameter $\left(\frac{v}{\sigma} \approx 0.7\right)$. It was reported by Longo et al. [162] and it indicates a quite important percentage of rotational support for the galaxy (see figure 5.6). After a drop in the velocity dispersion for the elliptical galaxy at $r \approx 20^{\prime \prime}$ there is again a quite smooth transition in the velocity dispersion profile, even whether there is no a completely clear evidence for the interaction between HCG90B and HCG90D from the rotation curve, the $S$ and $U$ shapes in the velocity dispersion are a more evident insights for strong gravitational interaction [180]. These shapes have been explored for a set of input parameters in the simulations, as an example, the $U$-shape is a direct evidence for tidal coupling and tidal friction. There are arguments against the tidal friction in this small systems, specially to the small gravitational potential for the stellar component, however, the diffuse red star light around the group [159] indicates that all the core is in interaction and tidal forces and dynamical friction must play an important role there. In a recent study by Coziol et al. [149]) from a sample of 25 galaxies in Compact Groups have shown evidence for tidal interactions and mergers and their relation with galaxy morphology. On the other hand, several authors keep the Hermite parametrization to study interacting systems [193]. From their simulations some conclusions are very clear. Specially $h_{3}$ is a good indicator for merger remnants, features as sign changes are common in this parameter. In our case, even we evidence a trend in the Hermite coefficient to behave in the transition zone as a typical interacting pair, with sign change for $h_{3}$, is more difficult to reach a final conclusion about it.

The last part in curve shows the rotation curve for the disk galaxy. After the transition zone, the curve looks quite symmetrical respects to disk's center. After reach a maximum the curve shows a constant value in the very outer part ( $r \geq 15 \mathrm{arcsec}$ ). The velocity dispersion peaks at the center with a value of $150 \mathrm{~km} \mathrm{~s}^{-1} \pm 10 \mathrm{~km} \mathrm{~s}^{-1}$ and the asymmetry around the peak can be interpreted as a heating due to the tidal interaction with HCG90B [178].

Unfortunately, our signal for the slit connecting the two elliptical galaxies HCG90B and HCG90C (P.A $132^{\circ}$ ) has a shorter exposure time and almost all the region between the galaxies is missing in our study. The kinematical information for the slit P.A. $132^{\circ}$ is plotted in figure 5.7. The distance between the galaxies is $\approx 22 \mathrm{kpc}$ in projection. The rotation curve is shown in the very inner part. In the case of HCG90B the curve is very flat in this region as already it was found in Longo et al. [162] and the core is kinematically dominated by the decoupled component. The $h_{3}$ curve also shows the change from negative values to positive ones expected from the composite system. The features in the $h_{4}$ Hermite moment also shows a low value, natural from the wider velocity dispersion distribution. Along this direction there is also a particular kinematical feature in the rotation curve of HCG90C, there is a peak in the very inner part and $h_{3}$ also peaks negatively in this region. For this data seems that kind of decoupled core is also present in this galaxy. However, a better dataset must to be used to addressed this point. The narrow velocity dispersion is supported by the $h_{4}$ distribution. Next section is dedicated to analyze each galaxy separately.


Figure 5.7: Kinematical quantities from the long-slit at P.A. $132^{\circ}$

### 5.5.3 Velocity dispersion profiles

The velocity dispersion profiles deserve a more detailed analysis. We analyze each galaxy in some detail. During the last years the knowledge about elliptical galaxies has increased. Old pictures which consider the shape of the galaxies as a consequence of pure rotation are reevaluated. Nowadays is known that anisotropic stellar pressure coming from velocity dispersion and low rotation are also common features in elliptical galaxies. Elliptical galaxies are also interesting for galaxy formation theories [193] and they are the dominant population in big structures as galaxy groups and clusters. In the case of HCG90 the core is dominated by small elliptical galaxies with particular kinematical properties. Is well known that big elliptical galaxies, coming from disk progenitors have decoupling kinematical systems, however, in the case of small elliptical inside of galaxy groups this picture is less favored. As a interesting result, a kinematical decoupled cores seem to be present in this work opening a new scenario to see the effects of tidal fields and dynamical friction and stressing the results found in [149].

- HCG90B

The figure 5.8 shows the rotation curve and the velocity dispersion profile along the slit at P.A. $72^{\circ}$. Longo et al. ([162]) have studied from long-slit data the kinematics for this galaxy. The velocity dispersion profile is typical from a elliptical galaxy, the maximum peak at $245 \mathrm{~km} \mathrm{~s}^{-1} \pm 10 \mathrm{~km} \mathrm{~s}^{-1}$ in perfect agreement with [162, 195], with a value for the central velocity dispersion of $242 \mathrm{~km} \mathrm{~s}^{-1}$ and $245 \mathrm{~km} \mathrm{~s}^{-1}$ respectively. The rotation curve shows a co-rotation in the inner part at $r \leq 5^{\prime \prime}$, it is symmetrical respect to the center and with amplitude of $50 \mathrm{~km} \mathrm{~s}^{-1}$. The doubled peak in the velocity dispersion profile seems to be a clear evidence for a composite system, even the difference is small (less than $20 \mathrm{~km} \mathrm{~s}^{-1}$ ) the depression is clear at the center. The rotation curve reachs a maximum value of $160 \mathrm{~km} \mathrm{~s}^{-1} \pm 15 \mathrm{~km} \mathrm{~s}^{-1}$
and as we mentioned, the galaxy is mostly rotation-supported [162].


Figure 5.8: HCG90B Rotation curve and velocity dispersion profile at P.A. $72^{\circ}$ Kinematically decoupled components are likely at $r \leq 5^{\prime \prime}$

The figure 5.9 shows the kinematics along the slit at P.A. $132^{\circ}$ for HCG90B. The data does not allow us to study the outer part of the galaxy, due mainly to the low $S / N$ ratio. The velocity pattern shows again the decoupled component at the center and the lower panel contain velocity dispersion for the composite system. From our dataset, no clear evidence for ionized gas was found in the galaxy. Our data does not reach the external part of the galaxy and the slit seems to be shifted from the kinematical center, however, from the rotation curves the galaxy has its stellar-axis at P.A. about $130^{\circ}$ as it was noticed in [157] from the Longo's work.

## - HCG90C

As in the last two figures, figure 5.10 contains the rotation curve and velocity dispersion for HCG90C. The velocity dispersion maximum is at $225 \mathrm{~km} \mathrm{~s}^{-1} \pm 15 \mathrm{~km} \mathrm{~s}^{-1}$ in concordance with $215 \mathrm{~km} \mathrm{~s}^{-1} \pm$ $32 \mathrm{~km} \mathrm{~s}^{-1}$ from previous studies. In the outer right part ( $r \geq 12^{\prime \prime}$ ) which lies in the direction to HCG90B there is a clear increasing and asymmetry in the velocity dispersion profile, it may be due to a heating of the system from the interaction with the other galaxy. It has been the argument given in the Longo's work to claim the interaction between HCG90B and HCG90C.

In the very inner part, a peculiar increasing in the rotation curve is noticed, however, even most of the features expected from a decoupled component seem to be present, nevertheless, the low signal makes difficult give a conclusion.

- HCG90D

This galaxy is the most peculiar of the group. The morphology shows a very disturb disc galaxy with signs of interaction with the two early type galaxies in the core. From figure 5.11 a very smooth transition between the velocity field in HCG90B and HCG90D is observed. The rotation curve for the galaxy is symmetrical and there is a constant trend in the very outer part. The maximum along the slit


Figure 5.9: Rotation curve and velocity dispersion at P.A. $132^{\circ}$. The right panel is in the direction of HCG90C. The rotation velocity curve is dominated by a decoupled component at the center. In our case, the rotation curve is shown in the inner part of the galaxy.


Figure 5.10: Kinematical quantities from the long-slit at P.A.132 ${ }^{\circ}$ for HCG90C
is higher $\approx 250 \mathrm{~km} \mathrm{~s}^{-1} \pm 15 \mathrm{~km} \mathrm{~s}^{-1}$ but very close to the value $227 \mathrm{~km} \mathrm{~s}^{-1}$ found by Longo et al. [162] at $68^{\circ}$. The velocity dispersion profile peaks around $154 \mathrm{~km} \mathrm{~s}^{-1}$. The velocity dispersion profile has ripples, the U-shape claimed by [162] is seen in the region $10^{\prime \prime} \leq r \leq 20^{\prime \prime}$. From the velocity field is more difficult to see whether an interaction between HCG90B and HCG90D is taken place. On the other hand, given the shape of the velocity dispersion and its special smooth transition, with no scatter expected from two uncorrelated motions, makes the interaction picture the most natural explanation. From the ionized gas [157] reached the conclusion that the system is in interaction and it is favored due to the prograde nature of this two-galaxy system. It is important to comment, the LOSVD in the case of a spiral galaxy is not expected to be as simpler as 5.2 . However, here we maintain the same function for the kinematical analysis closely to many other works [196].

### 5.5.4 Velocity field of the ionized gas

The warm gas in the system has been studied in detail in [157] and here we show the main features from our dataset.


Figure 5.11: Gas kinematicas from the long-slit at $\mathrm{P}: \mathrm{A}: 72^{\circ}$

The velocity field for the ionized gas is studied from the most prominent emission lines, as in the MXU mask, we use $\mathrm{H}_{\beta}$ and $\mathrm{O}_{\mathrm{III}}$ separately to get the values. In the case of the slit at P.A $72^{\circ} 5.11$ the ionized gas is in the region between the two galaxies is more prominent in the disk galaxy, meaning that HCGD is hosting the gas. There is a clear shift between the gas and the stellar component seen also in the MXU data (figure 5.3). The gas velocity curve does not show the ripples found in the velocity dispersion profile (U-shapes). High resolution velocity maps in Plana's [157] work indicate a clear evidence for the stellar and warm gas velocity decoupling in the system. However, the most important feature from these maps is the gas-bridge between the galaxies and its no axisymmetric motions. The


Figure 5.12: Gas Kinematics from the long-slit at P.A. $132^{\circ}$
twist features belonging to the contours in the map (see [157] figure 9) could come from an interaction between these galaxies. In our case the ionized gas comes from the stellar component. In the case of slit connecting the two early type galaxies in the group HCGB and HCGC the situation is different as is shown in figure 5.12. The slit exposure time is shorter than the previous one, but as we mentioned before from the MXU spectra we can see a lower gas signal in this direction. It may be not surprising, early type galaxies are poor systems in their gas content. Further studies must to be addressed to clarify the gas content and kinematics for this galaxy.

### 5.6 Some remarks

We have presented a detailed kinematical analysis in HCG90 from the dataset which is described in the text. This chapter is already different from the rest of the thesis, and in some sense it is contained in two short publications made by the author [197, 198], some points have a broader explanation.

## CHAPTER 6

## Summary \& Outlook

### 6.1 Summary Outlook

In this thesis we have studied some aspects of Modified Gravity in particular the proper treatment of the boundary conditions in the action for metric $f(R)$ gravity. We have introduced the proper boundary conditions in the extended action for metric $f(R)$ gravity using only the metric degree of freedom of the theory instead of the current scalar-tensor equivalence with ETGs. We have obtained the field equations with the condition $\delta g_{\mu \nu} \|_{\partial v}=0$. In a similar way that the GYH term solves the boundary problem in GR, our boundary proposal solves the problem in metric $f(R)$ gravity. We have studied the equivalence of ETGs with scalar-tensor theories and some aspects as the equivalence between Brans-Dicke gravity and metric $f(R)$ was introduced. One central point in our results, common with any higher order derivatives gravity theories is the extra geometrical restriction we get in our boundary proposal, the geometrical condition $\delta R=\left.0\right|_{\partial \mathcal{V}}$. This aspect instead to be a defect of the proposal is a wonderful problem in all the higher order theories of gravity. In the equivalence with the scalar-tensor, this condition is encoded in $\left.\delta \phi\right|_{\partial \mathcal{V}}=0$. In our proposal, the conditions reflects more deep mathematical and physical insights. A simple example where boundary conditions and the Weak Equivalence Principle are faced in a concrete example of self-gravitating bodies is shown in [25]. The main aspect about the boundary conditions is whether or not, the theory as $f(R)$ generates an extra-scalar degree of freedom in the theory. With our work, the derivative $\frac{\mathrm{d} f}{\mathrm{~d} R}$ seems to carry all the information of the scalar aspect of the theory. It is mandatory to continue with the mathematical aspects of $f(R)$ gravity. In general, the equation of motion in ETGs are of higher order than second order coming from GR and it opens a vast field of research in both physics and mathematics.

In this thesis and at least in the known literature by the author, we generalized for the first time the GDE to metric $f(R)$ gravity. The GDE is one of the most powerful tools to study geometrical aspects in manifold theory. In gravity, very important aspects as singularities of the spacetime and curvature properties are studied with the GDE. One important aspect is related with the example shown in the thesis when the GDE is employed in the particular case of the FLRW cosmologies. We have introduced two methods, the coordinate method where the $3+1$ slicing of the FLRW is employed. In the $3+1$ formalism, the spacetime is sliced into spacelike surfaces with normal vector $n^{\alpha}$ and a proper set of coordinates $\left\{x^{0}, x^{i}\right\}$ specifying also the extra-temporal coordinate $x^{0}$. We addressed the problem of the cosmological distances for a generic cosmological model in metric $f(R)$ gravity. The result is in a new parameter $w_{\text {eff }}$ [43] which contains all the information about the $f(R)$ function. Further numerical
analysis in necessary to consider our results as a standard tool to test cosmological models and make restrictions about the functional form of $f(R)$ gravity. As a complement for the thesis, a complete framework for cosmological models in the $1+3$ formalism is introduced. In the $1+3$ formalism, instead of slicing the spacetime, we use a timelike vector field $u^{a}$ to threading the spacetime. We have summarized the main aspects of the WKB approximation for geometrical optics in the $1+3$ formalism and the optical Sachs's equations are presented. We have demonstrated that for the FLRW spacetime the $1+3$ and the $3+1$ approaches are equivalent.
The best summary about chapter about cosmic magnetic fields is given by the comments from the referee of our publication [49]:
This is an interesting study of the evolution of seed magnetic fields in the universe using cosmological perturbation theory. Two different models are considered: one with standard FLRW metric background and magnetic field as perturbation, and second, where magnetic field is already present in the background model.
The work takes on an extensive task and derive nicely energy-momentum tensor to second order using gauge invariant quantities. The authors derive gauge invariant form of equation that couples metric perturbations with magnetic fields that can be effectively interpreted as the cosmological dynamo equation. Results are novel and intriguing, opening new prospects for the analysis of the magnetic field amplification at early stages of the universe expansion.
New research coming from our analysis about magnetic fields has been recently published [199]. The next step is to consider the possibility to incorporate our dynamo proposal in a MHD-code. The PENCIL code is one of the best candidates to start with this task ${ }^{1}$. The main goal is to introduce our cosmological dynamo proposal in the code. For this purpose, several projects for students in the Grupo de Gravitación y Cosmología have started.
A very intriguing question about the equivalence between $1+3$ and gauge invariant formalisms related with cosmological perturbation theory is work in progress, for further information about the topic see [6].
The last chapter of the thesis is about the stellar and gas kinematics in the core of HCG90. As it was mentioned, this chapter is the first attempt by the author to write a PhD thesis in astronomy. We have obtained the rotation curves and velocity dispersion profiles for the three galaxies in the core of HCG90 from our spectroscopic data set. Unfortunately the photometric data for the group are useless for any scientific purpose. Very important consequences about of the matter distribution could be addressed with the kinematical information.
Fortunately the situation respect to available data to perform kinematical analysis has change in time. Our purpose with this topic is to write a proposal to carry a deep study of the kinematical properties of galaxy groups. A very important question to be studied is about the dark matter distribution in galaxy groups. Nowadays is not clear if each galaxy in a galaxy group is embedded in a dark matter halo or there is a common dark matter halo hosting all the galaxies. The models for the three spatial distribution of dark matter are still a problem in galactic dynamics and combined techniques as kinematics, dynamics and gravitational lensing have proved be a viable way to face the problem. Working with ideas as combined stellar templates and high resolution rotation curves together with velocity dispersion profiles could give us understanding about the distribution of baryonic and dark matter content in galaxy groups. It should be mention that even it is not completely surprise for the author, while this thesis is written, important changes as well known groups have started to report results using numerical $N$-body simulations in $f(R)$ gravity at cosmological scales, it is also important to think about how these theories work at galactic scales. Many open problem are now in the Gravity Group at Universidad Nacional de

[^20]Colombia, some of them coming from ideas exposed in the thesis.

## appendix A

## Notation and conventions

For this work, the metric signature is $(-,+,+,+)$. The spacetime coordinates are $x^{\mu}$ with $\mu=0,1,2,3$ and latin indices $x^{i}(\mathrm{i}=1,2,3)$ label the spatial coordinates. In a general basis the tensor indices are denoted by a,b, $\cdots=0,1,2,3 ; i, j, \cdots=1,2,3$ whilst in a coordinate basis by $\mu, v, \cdots=0,1,2,3 ; i, j, \cdots=$ $1,2,3$. The most used conventions and symbols are:

| $G$ | Gravitation constant $\left(6.67 \times 10^{-11} \mathrm{~m}^{2} / \mathrm{kgs}^{2}\right)$ |
| :--- | :--- |
| $c$ | Light velocity $\left(3.00 \times 10^{8} \mathrm{~km} \mathrm{~s}^{-1}\right)$ |
| $\hbar$ | Planck constant $\left(1.05 \times 10^{-27} \mathrm{erg}-\mathrm{sec}\right)$ |
| $g_{\alpha \beta}$ | Metric tensor |
| $g$ | Metric tensor determinant |
| $R_{\alpha \beta \gamma \delta}$ | Riemann tensor |
| $R_{\alpha \beta}$ | Ricci tensor |
| $R$ | Ricci Scalar |
| $\Gamma_{\beta \gamma}^{\alpha}$ | Christoffel symbol |
| $G_{\alpha \beta}^{\alpha}$ | Einstein tensor |
| $\partial_{\alpha}$ | Partial derivative $x^{\alpha}$ |
| ,$\alpha$ | Partial derivative $x^{\alpha}$ |
| $\nabla_{\alpha}$ | Covariant derivative |
| $\square$ | d'Alambertiano $\quad=\nabla^{\gamma} \nabla_{\gamma}$ |
| $\frac{D}{D v}$ | Covariant derivative along a curve |
| $A_{(\alpha \beta)}$ | Symmetrization |
| $A_{\lceil\alpha \beta]}$ | Antisymetrization |
| $\cdot$ | Temporal derivative |
| $T_{\alpha \beta}$ | Energy-Momentum tensor |
| $a(t)$ | Dimensionless scala factor |
| $t$ | Cosmic time |
| $\eta$ | Conformal time |
| $z$ | Redshift |
| $H$ | Hubble parameter |
| $k$ | Spatial curvature |


| $\rho$ | Energy density |
| :--- | :--- |
| $p$ | Pressure |
| $\Lambda$ | Cosmological constant |
| $d_{L}$ | Luminosity distance |
| $D_{A}$ | Angular diameter distance |

For the Einstein Field equations, we should choose one of the following conventions

$$
\begin{gathered}
\eta^{\mu \nu}=[s 1] \times(-1,1,1,1) \\
R_{\alpha \beta \gamma}^{\mu}=[s 2] \times\left[\Gamma_{\alpha \gamma, \beta}^{\mu}-\Gamma_{\alpha \beta, \gamma}^{\mu}+\Gamma_{\sigma \beta}^{\mu} \Gamma_{\gamma \alpha}^{\sigma}-\Gamma_{\sigma \gamma}^{\mu} \Gamma_{\beta \alpha}^{\sigma}\right] \\
G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=[s 3] \times \kappa T_{\mu \nu}
\end{gathered}
$$

The $[s 3]$ sign is related with the convention

$$
R_{\mu \nu}=[s 2] \times[s 3] \times R_{\mu \alpha \nu}^{\alpha} .
$$

Here, we choose $(+,+,+)$. The $\kappa$ factor depends which units for the coordinates ( $x^{\mu}$ ) is used. Usually when $c=1$ is straightforward to write $(\kappa=8 \pi G)$, otherwise one should write $\left(\kappa=\frac{8 \pi G}{c^{2}}\right)$ or $\left(\kappa=\frac{8 \pi G}{c^{4}}\right)$ when time or length units are employed for physical quantities.

## appendix B

## Basic definitions

In this appendix, we introduce the notation and conventions used in this thesis from [1]. Most of the definitions and mathematical tools are the standard ones, but the purpose is to make the text selfconsistent.

## B. 1 Basic definitions

Definition 1 (Spacetime manifold) The mathematical model for the spacetime, i.e. the collection for all the physical events is a pair $(\mathcal{M}, \mathbf{g})$, with $\mathcal{M}$ a four-dimensional connected Hausdorff $C^{\infty}$ manifold and $\mathbf{g}$ a Lorentz metric with signature $(-,+,+,+)$ on $\mathcal{M}$.

Definition 2 Let $\mathcal{F}$ the set offunctions on $\mathcal{M}$

$$
\begin{array}{r}
\mathcal{F}: f \rightarrow R \\
\left.f\right|_{p \in \mathcal{M}}:=f\left(x^{\alpha}(p)\right), \tag{B.2}
\end{array}
$$

with $\left\{x^{\alpha} \in R^{4}\right\}$ the set of coordinates of $p \in \mathcal{M}$.

Definition 3 (Tangent vector) A tangent vector in $p \in \mathcal{M}$ is a differential directional operator acting on $\mathcal{F}$. The tangent vector $\mathbf{V}$ obeys the usual differentiation rules of sums and products. The set of tangent vectors at $p$ is called the tangent space $T_{p}(\mathcal{M})$ and is a vector space with the usual rules of linear combinations. Writing in a coordinate basis

$$
\begin{equation*}
\mathbf{V}(f)=V^{\alpha} \frac{\partial f\left(x^{\beta}\right)}{\partial x^{\alpha}} \tag{B.3}
\end{equation*}
$$

In (B.3) the Einstein summation convention is used: an repeated index exactly twice in a product, once as superscript and once a subscript is to be summed over all its possible values.

Definition 4 (Maps between manifolds) Let h be a function between a m-dimensional manifold $\mathcal{M}$
and a $n$-dimensional manifold $N$

$$
\begin{array}{r}
h: \mathcal{M} \rightarrow \mathcal{N}, \\
p \in \mathcal{M} \rightarrow q \in \mathcal{N}, \\
h(p)=q . \tag{B.6}
\end{array}
$$

The equation (B.4) induces a map $h_{*}$ between tangent spaces

$$
\begin{array}{r}
h_{*}: T_{p} \mathcal{M} \rightarrow T_{q} \mathcal{N}, \\
V \in T_{p} \rightarrow h_{*} V \in T_{q}, \\
h_{*} V(f):=V(f(h(p))), \quad \forall f \in \mathcal{N} . \tag{B.10}
\end{array}
$$

The equation (B.8) defines the push-forward-map.

Definition 5 (1-forms or covariant vector) The dual-space vector $T_{p}^{*} \mathcal{M}$ defines the 1 -forms or covariant vector as the set of the linear operators on $T_{p} \mathcal{M}$

$$
\begin{array}{r}
\omega \in T_{p}^{*} \mathcal{M}, \\
\forall \mathbf{V} \in T_{p} \mathcal{M}, \\
\omega(\mathbf{V}) \rightarrow R . \tag{B.13}
\end{array}
$$

The equation (B.4) defines a natural map $h^{*}$ as

$$
\begin{array}{r}
h^{*}: T_{q}^{*} \mathcal{N} \rightarrow T_{p}^{*}(\mathcal{M}), \\
\omega\left(h_{*} \mathbf{V}\right):=\left(h^{*} \omega\right)(\mathbf{V}) \tag{B.15}
\end{array}
$$

denoted as the pullback.

Definition 6 A tensor of type $(p, q)$ is an operator acting linearly on each of a number of copies of a vector space $V$ and its dual $V^{*}$, giving a real number $T\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{q}, \omega^{1}, \ldots \omega^{q}\right)$.

Definition 7 The metric tensor is a $T_{2}^{0}$ tensor with the properties

$$
\begin{array}{r}
g(X, Y)=g(Y, X)=g_{\alpha \beta} X^{\alpha} Y^{\beta} \quad(X, Y) \in T_{p} \mathcal{M} \\
g(X, \alpha Y+\beta Z)=\alpha g(X, Y)+\beta g(X, Z) \quad(X, Y, Z) \in T_{p} \mathcal{M},(\alpha, \beta \in R) . \tag{B.17}
\end{array}
$$

Definition 8 The metric determinant is defined by

$$
\begin{equation*}
g \equiv \operatorname{det}\left[g_{\alpha \beta}\right], \tag{B.18}
\end{equation*}
$$

defines the invariant volume element

$$
\begin{equation*}
\sqrt{-g} d^{4} x \tag{B.19}
\end{equation*}
$$

Definition 9 (Lie Derivatives) The manifold structure admits a naturally differential operator called
"Lie differentiation". Let V a smooth vector field on $\mathcal{M}$. The vector field $V$ defines the operator

$$
\begin{array}{r}
\mathcal{L}_{\mathbf{V}} f=f_{, a} V^{a}, \\
\left(\mathcal{L}_{\mathbf{V}} W\right)^{d}=[V, W]^{d}=\left(V^{c} W_{, c}^{d}-W^{c} V_{, c}^{d}\right), \\
\left(\mathcal{L}_{\mathbf{V}} T\right)_{a b}=T_{a b, c} V^{c}+T_{c b} V_{, a}^{c}+T_{a c} V_{, b}^{c} . \tag{B.22}
\end{array}
$$

The equation (B.20) is the fundamental tool to study the cosmological perturbation theory in the active approach where in the extended manifold $\mathcal{N}$ the higher orders are defined in a natural way, for details see chapter 4.

Definition 10 (Covariant derivative) The covariant derivative $\nabla_{c}$ is a differential operation obeying the Leibniz rule and

- The covariant derivative for a scalar function $f$

$$
\begin{equation*}
\nabla_{a} f=\partial_{a} f \equiv f_{, a} \tag{B.23}
\end{equation*}
$$

with $f \in F(M)$ and, $F(M)$, the set of scalar functions defined on $\mathcal{M}$.

- For vectors fields, the covariant derivative defines the connection $\Gamma$ in the following form:

$$
\begin{equation*}
\nabla_{a} V^{b}=\partial_{a} V^{b}+\Gamma_{c a}^{b} V^{c} \tag{B.24}
\end{equation*}
$$

and for the 1 -forms field $\omega_{b}$

$$
\begin{equation*}
\nabla_{b} \omega_{c}=\partial_{b} \omega_{c}-\Gamma_{c b}^{d} \omega_{d} \tag{B.25}
\end{equation*}
$$

- In the general case, for a tensor field

$$
\begin{array}{r}
\nabla_{d} T^{a b c \ldots e}{ }_{f g \ldots h}=T^{a b c \ldots e}{ }_{f g h, d}+\Gamma_{r d}^{a} T^{r b c \ldots e}{ }_{f g \ldots h} \cdots+\Gamma_{r d}^{e} T^{a b c \ldots}{ }_{f g h} \\
-\Gamma_{f d}^{r} T^{a b c \ldots e}{ }_{r g \ldots h} \cdots-\Gamma_{h d}^{r} T^{a b c \ldots e}{ }_{f g r} \equiv T^{a b c \ldots e}{ }_{f g \ldots h ; d} \tag{B.26}
\end{array}
$$

- The covariant derivative naturally induces a map between vector fields $\mathbf{V}$ and differential operators by

$$
\begin{equation*}
\nabla_{\mathbf{V}} T_{k l \ldots m}^{a b \ldots c}=T_{k l \ldots m ; r}^{a b \ldots c} V^{r} \tag{B.27}
\end{equation*}
$$

When $V^{r}$ is the tangent vector to a curve with parameter $\lambda$, for any quantity $Q$

$$
\begin{equation*}
\frac{D Q}{D \lambda}=Q_{; b} V^{b} \tag{B.28}
\end{equation*}
$$

- The equation (B.27) for the special case

$$
\begin{equation*}
V_{; b}^{a} V^{b}=0 \tag{B.29}
\end{equation*}
$$

selects a special family of curves on $M$ named geodesics. In components (B.29) takes the form

$$
\begin{equation*}
\frac{d^{2} x^{a}}{d \lambda^{2}}+\Gamma_{b c}^{a} \frac{d x^{b}}{d \lambda} \frac{d x^{c}}{d \lambda}=0 \tag{B.30}
\end{equation*}
$$

with $V^{a}=\frac{d x^{a}}{d \lambda}$.

- The connection adds an additional tensor on M, the torsion, $T_{b c}^{a}$ defined by

$$
\begin{equation*}
T_{b c}^{a} \equiv \Gamma_{b c}^{a}-\Gamma_{c b}^{a} . \tag{B.31}
\end{equation*}
$$

- The Levi-Civita connection is torsion free $T_{b c}^{a}=0$, or equivalently $\Gamma_{b c}^{a}=\Gamma_{c d}^{a}$. In this thesis, we work under this condition.
- The metric tensor $g_{a b}$ satisfaces the metricity condition, $\nabla_{c} g_{a b}=0$, and for the torsion free condition defines the Christoffel symbols:

$$
\begin{equation*}
\Gamma_{b c}^{a}=\frac{1}{2} g^{a d}\left(g_{b d, c}+g_{d c, b}-g_{b c, a}\right), \tag{B.32}
\end{equation*}
$$

The non-commutation of the covariant derivatives defines the curvature, $R_{a b c}^{d}$, or Riemann tensor given by

$$
\begin{equation*}
\left[\nabla_{b}, \nabla_{c}\right] V^{d} \equiv \nabla_{b} \nabla_{c} V^{d}-\nabla_{c} \nabla_{b} V^{d}=-R_{a b c}^{d} V^{a} . \tag{B.33}
\end{equation*}
$$

The equation (B.33) in components is

$$
\begin{equation*}
R_{a b c}^{d}=\Gamma_{a c, b}^{d}-\Gamma_{a b, c}^{d}+\Gamma_{e b}^{d} \Gamma_{a c}^{e}-\Gamma_{e c}^{d} \Gamma_{a b}^{e}, \tag{B.34}
\end{equation*}
$$

where we used

$$
\begin{array}{r}
\nabla_{b} \nabla_{c} V^{d}=\partial_{b} \partial_{c} V^{d}+\Gamma_{e b, c}^{d} V^{e}+\Gamma_{e b}^{d} V_{, c}^{e}-\partial_{e} V^{d} \Gamma_{b c}^{e} \\
-\Gamma_{b c}^{f} \Gamma_{e f}^{d} V^{e}+\partial_{b} V^{e} \Gamma_{e c}^{d}+\Gamma_{f c}^{d} \Gamma_{e b}^{f} V^{e}, \tag{B.35}
\end{array}
$$

together with the torsion free condition. From (B.33) the Ricci tensor is defined as

$$
\begin{equation*}
R_{a c} \equiv R_{b d c}^{d}=\Gamma_{a c, d}^{d}-\Gamma_{a d, c}^{d}+\Gamma_{e d}^{d} \Gamma_{a c}^{e}-\Gamma_{e c}^{d} \Gamma_{a d}^{e}, \tag{B.36}
\end{equation*}
$$

and the Ricci scalar

$$
\begin{equation*}
R \equiv g^{a c} R_{a c}=g^{a c} \Gamma_{a c, d}^{d}-g^{a c} \Gamma_{a d, c}^{d}+g^{a c} \Gamma_{e d}^{d} \Gamma_{a c}^{e}-g^{a c} \Gamma_{e c}^{d} \Gamma_{a d}^{e} . \tag{B.3}
\end{equation*}
$$

## B.1.1 Hypersurfaces

One of the most used concepts when we are dealing with boundary problems in a field theory is the "hypersurface" in a spacetime. Mathematically a hypersurface $\Sigma$ in an $n$-dimensional $\mathcal{M}$ manifold is an $n$ - 1dimensional submanifold. We can cover $\Sigma$ by a set of local coordinates ( $u^{1}, \ldots, u^{n-1}, y$ ) with the condition for a family of non-intersecting surfaces $y=$ const. Given the mathematical structure in $\mathcal{M}$, several natural definitions an extensions can be defined on $\Sigma$. There is a injection map

$$
\begin{array}{r}
i: \Sigma \rightarrow \mathcal{M} \\
p \in \Sigma \rightarrow i(p) \equiv p \in \mathcal{M}, \tag{B.39}
\end{array}
$$

which identifies a point on $\Sigma$ with itself in $\mathcal{M}$. Also a map between vector and tensor fields are defined by $i$, named $i^{*}$. One particular case is the three-dimensional metric induced by the four-dimensional metric tensor $g$

$$
\begin{equation*}
i^{*} g=h, \tag{B.40}
\end{equation*}
$$

with $h$ the metric on $\Sigma$. The tensor field $h$ is called first fundamental form of $\Sigma$. We restrict our analysis to $n=4$, but natural extensions to $n$-dimensions can be easily made with mathematical careful. In the local coordinates $\left(u^{1}, u^{2}, u^{3}\right)$, the components for $h$ are

$$
\begin{equation*}
h_{i j}=g_{a b} e_{i}^{a} e_{j}^{b} \quad \text { with }\{i, j=1,2,3\}, \tag{B.41}
\end{equation*}
$$

where $e_{j}^{a}$ are the components for the basis vectors $\left\{e^{a}\right\}$. The set $\{i, j\}$ only denotes the dimension of the submanifold, in this case does not mean spatial components, because we are not restricted to spacelike surfaces. There are two important mathematical facts about hypersurfaces. When exist a non null unit vector $n^{a}$, with $n_{a} n^{a}=\epsilon$ orthogonal to $\Sigma$, we can classify the hypersurfaces as

$$
\begin{array}{r}
\epsilon=-1 \quad \Longrightarrow \quad \Sigma \text { is spacelike },  \tag{B.42}\\
\epsilon=1 \quad \Longrightarrow \quad \Sigma \text { is timelike. }
\end{array}
$$

Given a set of coordinates $\left\{x^{\alpha}\right\}$ in $\mathcal{M}$, the hypersurfaces can be generated by a function $\Phi\left(x^{\alpha}\right)$ with the condition (see fig B.1)

$$
\begin{equation*}
\Phi\left(x^{\alpha}\right)=\text { constant } \tag{B.43}
\end{equation*}
$$

and it induces a set of parametric equations $x^{\alpha}=x^{\alpha}\left(u_{i}\right)$. The normal vector $n^{\alpha}$ is then the gradient to the $\Phi$ function

$$
\begin{equation*}
n^{\alpha}=\frac{\epsilon \Phi_{, \alpha}}{\left|g^{\alpha \beta} \Phi_{, \alpha} \Phi_{, \beta}\right|^{1 / 2}} \tag{B.44}
\end{equation*}
$$

where $n^{\alpha}$ points in the direction of increasing $\Phi$. The unit vector $n^{\alpha}$ enables a definition for the four-


Figure B.1: Hypersurface in $\mathcal{M}$
dimensional projector

$$
\begin{equation*}
h_{a b}=g_{a b}-\frac{n_{a} n_{b}}{n_{a} n^{a}}, \tag{B.45}
\end{equation*}
$$

which projects geometrical objects from $\mathcal{M}$ to $\Sigma$. Other very important consequence from the vector field $n^{\alpha}$ is the second fundamental form or extrinsic curvature on $\Sigma$. Taking the map

$$
\begin{equation*}
\mathbf{K}:=i^{*}(\nabla \mathbf{n}), \tag{B.46}
\end{equation*}
$$

is a second rank tensor with components in $\left(u^{1}, u^{2}, u^{3}\right)$

$$
\begin{equation*}
K_{i j}=e_{i}^{a} e_{j}^{b} n_{a ; b} \tag{B.47}
\end{equation*}
$$

and is symmetric because the connection in the covariant derivative is; it can be calculate entirely on $\Sigma$. When $n^{\alpha}$ is non null, $\mathbf{K}$ can be considered as a four-dimensional tensor using the projector (B.45)

$$
\begin{equation*}
K_{a b}=h_{a}^{c} h_{b}^{d} n_{c ; d} \tag{B.48}
\end{equation*}
$$

When the normal vector $n^{\alpha}$ is null, one can get a projection from $M$ to $\Sigma$ using a non-zero vector field $\mathbf{l}$ not lying in $\Sigma$, it can be chosen with the condition $\mathbf{n}(\mathbf{l})=1$ and building a projector tensor $P_{b}^{a}=\delta_{b}^{a}-l^{a} n_{b}$ , which maps any vector $V^{b}$ to

$$
\begin{equation*}
P_{b}^{a} V^{b}=\delta_{b}^{a} V^{b}-l^{a} n_{b} V^{b}=V^{a}-l^{a}\left(n_{b} V^{b}\right), \tag{B.49}
\end{equation*}
$$

in $\Sigma$, because

$$
\begin{equation*}
V^{a} n_{a}-l^{a}\left(n_{b} V^{b}\right) n_{a}=0 \tag{B.50}
\end{equation*}
$$

For some physical applications [1](cosmology, gravitational collapse, ...), the case when $\Sigma$ is spacelike is of fundamental interest. Denoting | the covariant derivative on $\Sigma$, the Riemann tensor obeys the usual rule for each vector orthogonal to $n^{\alpha}\left(n^{\alpha} V_{\alpha}=0\right)$

$$
\begin{equation*}
{ }^{3} R_{i j k l} V^{i}=V_{j \mid k l}-V_{j \mid k}, \tag{B.51}
\end{equation*}
$$

and using the projector (B.45) for the second covariant derivative together with (B.47), we get the Gauss equation

$$
\begin{equation*}
{ }^{3} R_{i j k l}=R_{i j k l}-K_{i k} K_{j l}+K_{j k} K_{l i}, \tag{B.52}
\end{equation*}
$$

showing the relation between the three-dimensional curvature with the four-dimensional curvature through the extrinsic curvature. Another important result for a spacelike surface is

$$
\begin{equation*}
R_{j k m}^{a} n_{a}=K_{j m \mid k}-K_{j k \mid m} \tag{B.53}
\end{equation*}
$$

which is known in the literature as the Codazzi equation.
The trace for (B.48) gives the important relation

$$
\begin{equation*}
K:=g^{a b} K_{a b}=h^{a b} K_{a b} . \tag{B.54}
\end{equation*}
$$

While the induced metric $h_{a b}$ deals with the intrinsic properties of the hypersurface, the tensor $K_{a b}$ characterizes the extrinsic aspects, it means, the way in which the hypersurface is embedded in the spacetime manifold.

## B.1.2 Gauss-Stokes theorem

Theorem 1 (Gauss theorem) Let $\mathcal{V}$ a finite region of the spacetime $\mathcal{M}$, bounded by a closed hypersurface $\partial \mathcal{V}$ with not restrictions about the signature of the hypersurface (see figure B.1). For any vector field $A^{\alpha}$ defined within $\mathcal{V}$,

$$
\begin{equation*}
\int_{\mathcal{V}} A_{; \alpha}^{\alpha} \sqrt{-g} d^{4} x=\oint_{\partial \mathcal{V}} A^{\alpha} d \Sigma_{\alpha} \tag{B.55}
\end{equation*}
$$

with $d \Sigma_{\alpha}:=\epsilon n_{\alpha} d \Sigma$ when $n^{\alpha}$ is non null and the "surface element" $d \Sigma \equiv|h|^{1 / 2} d^{3} u$. The equation (B.55) is the Gauss-Stokes theorem. For an excellent review and proof in a general case see [29]. It is important to notice that $\partial \mathcal{V}$ may have sections that are timelike, spacelike or null, for the last case, one should choose the proper volume- orientation.

## B. 2 A note on the variational principle in field theories

Variational methods play a big role in physics and mathematics and gravity is not the exception. Field theories, including GR and extended theories have been formulated in terms of the Lagrangian and Hamiltonian approaches. One of the motivations for our work [10] is the generally missing fact of a well-posed mathematical problem. Indeed, we have to include the boundary conditions in any field theory in order to have a well established set of equations for the variables in the theory. Despite the mathematical formal requirement to have a well posed mathematical problem, boundaries are also necessary in order to account for deep physical reasons, as an example, the GHY term in GR is required to define properly the path integral in GR [12]. In black hole theory, the entropy comes from entirely from the boundary term when the semiclassical approach is used. The direct way to get the field equations in a field theory is start from the local Lagrangian density in the form

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}\left([\phi], x^{\alpha}\right), \tag{B.56}
\end{equation*}
$$

with $[\phi] \equiv \phi, \partial_{a} \phi, \ldots$ denotes the field dependence for the Lagrangian density and $x^{a}$ are the coordinates for the spacetime. The action $\mathcal{S}$ is introduced formally as

$$
\begin{equation*}
S=\int \sqrt{-g} \mathrm{~d}^{4} x \mathcal{L}\left([\phi], x^{\alpha}\right) \tag{B.57}
\end{equation*}
$$

One then get the equation of motion varying the equation (B.57) respect to $\phi^{i}$

$$
\begin{equation*}
\delta S=0 \tag{B.58}
\end{equation*}
$$

and when the boundaries are ignored due to the fact that physical boundaries do not exist or their effects can be ignored in the local dynamics, the equation (B.58) could be integrated by part and ignoring all the boundary contributions is equivalent to

$$
\begin{equation*}
\frac{\delta \mathcal{L}\left([\phi], x^{\alpha}\right)}{\delta \phi^{i}}=\frac{\partial \mathcal{L}\left([\phi], x^{\alpha}\right)}{\partial \phi^{i}}-\partial_{\mu} \frac{\partial \mathcal{L}\left([\phi], x^{\alpha}\right)}{\partial\left(\partial_{\mu} \phi^{i}\right)}+\partial_{\mu} \partial_{\nu} \frac{\partial^{S} \mathcal{L}\left([\phi], x^{\alpha}\right)}{\partial\left(\partial_{\mu} \partial_{\nu} \phi^{i}\right)}+\ldots=0 \tag{B.59}
\end{equation*}
$$

known in the literature as the Euler-Lagrange equations. The notation in (B.59) for high-order derivatives respect to the fields is

$$
\begin{equation*}
\frac{\partial^{S}}{\partial\left(\partial_{\mu_{1}} \ldots \partial_{\mu_{k}} \phi^{i}\right)} \partial_{v_{1}} . . \partial_{v_{k}} \phi^{j}=\delta_{i}^{j} \delta_{\left(v_{1}\right.}^{\mu_{1}} \ldots \delta_{\left.v_{k}\right)}^{\mu_{k}}, \tag{B.60}
\end{equation*}
$$

the symmetrization avoids overcounting multiple derivatives in (B.59). The formal solution to (B.59) offers the possibility to find symmetries and conserved Noether quantities from the Lagrangian density [9, 200]. However, without boundary conditions formally the system (B.59) (has for a consistent Lagrangian density) many solutions. The boundary conditions should bring the true solution for the theory. The boundary conditions must work properly in both directions, setting the true solution for (B.59) and making the system wellposed. The sentence well posed must be treated carefully, we follow [9] and the
condition for a well posed problem is based in the existence of a class of boundary conditions such that given a choice within this class, there exist a unique solution for (B.59) compatible with such choice. The Euler-Lagrange system for a wide range of applications is hyperbolic demanding the specification of all possible choices of initial conditions and velocities for the fields, and all possible choices of spatial boundary conditions at all times.

To gain some insight about of a well-formulated problem in GR or any ETGs the mathematicalrequirement can be described as: Using the $3+1$ set of equations of motion for the theory, a wellformulated problem consists in take the equations of motion to the form [3]

$$
\begin{equation*}
\partial_{t} \mathbf{u}+M^{i} \nabla_{i} \mathbf{u}=\mathbf{S}(\mathbf{u}) \tag{B.61}
\end{equation*}
$$

where $\mathbf{u}$ denotes the fundamental variables $\left\{h_{i j}, K_{i j}, \ldots\right\}$ of the Arnowitt-Deser-Misner (ADM) splitting, $M^{i}$ is the characteristic matrix of the system and $\mathbf{S}(\mathbf{u})$ is the source and it contains the fundamental variables but not their derivatives. The initial value formulation is well-posed if the system (B.61) is symmetric hyperbolic ( $M^{i}$ is symmetric) and strongly hyperbolic (i.e., $M^{i} s_{i}$ has a real set of eigenvalues and a complete set of eigenvectors $s_{i}$, and obeys some boundedness conditions). In the case of metric $f(R)$ gravity the ADM system analogous to (B.61) is given in the chapter 3 of [3]. One can use the GYH term in the ETGs and analyze the connection with the initial-value problem. For a special case of the Holst action and applications to Loop Quantum Gravity see [201].

The action (B.57) encodes more information than be a formal device to get the equation of motion for a theory. The main aspect in the formulation of a field theory is that among all the possible field configurations given boundary conditions, the true configuration extremizes the action [9]. For a bounded region $\mathcal{V}$ with a general boundary with timelike region $\mathcal{V}$ representing the spatial boundary and spacelike edges $\Sigma$ where we set the generic initial conditions. The criteria for a well-posed problem is: when we restrict the field configurations consistent with the boundary condition $\{\phi(\mathcal{V}), \phi(\Sigma)\}$, the unique solution to the (B.59) system should be the extremum for the action

$$
\begin{equation*}
S[\phi(\mathcal{V})]=\int_{\mathcal{V}} d^{4} x \sqrt{-g} \mathcal{L}\left(\phi, x^{\alpha}\right) \tag{B.62}
\end{equation*}
$$

For a complete revision and examples from classical mechanics to quantum field theory with some comments about GR see [9, 200] and references therein. We only emphasize that there is a well established and powerful procedure in field theory where the variational methods together with the correct treatment of the boundaries achieves the goal for the well posed mathematical problem.

Einstein Field Equations are a postulate in GR and they can be derived from the Einstein-Hilbert action. However, the Einstein-Hilbert action is not the only one which gives the bulk equations. As we showed, a GYH term produces the same set of equations but makes the action well posed. But a modification for the Einstein-Hilbert action with a GYH term is not unique, as is point out in [9]. Einstein himself used instead of a Lagrangian with the Ricci scalar $R$ (B.37) an action of the form

$$
\begin{equation*}
H=g^{\alpha \beta}\left(\Gamma_{\mu \alpha}^{v} \Gamma_{\nu \beta}^{\mu}-\Gamma_{\mu \nu}^{\mu} \Gamma_{\alpha \beta}^{\alpha}\right)=R-\nabla_{\alpha} A^{\alpha}, \tag{B.63}
\end{equation*}
$$

where we must use $\nabla_{\alpha} g^{\beta \delta}=0$ and the four-vector

$$
\begin{equation*}
A^{\alpha}=g^{\mu \nu} \Gamma_{\mu \nu}^{\alpha}-g^{\alpha \mu} \Gamma_{\mu v}^{v} . \tag{B.64}
\end{equation*}
$$

The four-vector (B.64) divergence is

$$
\begin{equation*}
\nabla_{\alpha} A^{\alpha}=g^{\mu \nu} \Gamma_{\mu v, \alpha}^{\alpha}-g^{\alpha \mu} \Gamma_{\mu \nu, \alpha}^{\mu}+g_{, \alpha}^{\mu \nu} \Gamma_{\mu \nu}^{\alpha}-g_{, \alpha}^{\alpha \mu} \Gamma_{\mu \nu}^{\nu}+g^{\mu v} \Gamma_{\alpha \delta}^{\alpha} \Gamma_{\mu \nu}^{\delta}-g^{\delta \mu} \Gamma_{\mu \nu}^{\nu} \Gamma_{\alpha \delta}^{\alpha} . \tag{B.65}
\end{equation*}
$$

and combining (B.65) with the metric compatibility expressed as

$$
\begin{equation*}
g_{, \alpha}^{\mu v}=-\Gamma_{\alpha \sigma}^{\mu} g^{\sigma v}-\Gamma_{\alpha \sigma}^{v} g^{\mu \sigma} \tag{B.66}
\end{equation*}
$$

the Lagrangian (B.63) is recovered. When we vary the equation (B.63) it reproduces the Einstein equations with the boundary condition $\left.\delta g^{\mu v}\right|_{\partial v}=0$. The modified Einstein-Hilbert action from (B.63) is now

$$
\begin{equation*}
\int_{\mathcal{V}} \sqrt{-g} \mathrm{~d}^{4} x H=\int_{\mathcal{V}} \sqrt{-g} \mathrm{~d}^{4} x\left(R-\nabla_{\alpha} A^{\alpha}\right) \tag{B.67}
\end{equation*}
$$

and using (B.55) the boundary contribution arises as

$$
\begin{equation*}
\int_{\mathcal{V}} \sqrt{-g} \mathrm{~d}^{4} x H=\int_{\mathcal{V}} \sqrt{-g} \mathrm{~d}^{4} x R-\oint_{\partial \mathcal{V}} A^{\alpha} n_{\alpha} \sqrt{|h|} \mathrm{d}^{3} y \tag{B.68}
\end{equation*}
$$

and employing (B.45) the contraction

$$
\begin{equation*}
A^{\alpha} n_{\alpha}=-2 K+2 h^{\alpha \beta} \partial_{\beta} n_{\alpha}-n^{\mu} h^{\nu \sigma} \partial_{\nu} g_{\sigma \mu} \tag{B.69}
\end{equation*}
$$

gives the GYH term for GR plus a function

$$
\begin{equation*}
2 h^{\alpha \beta} \partial_{\beta} n_{\alpha}-n^{\mu} h^{\nu \sigma} \partial_{\nu} g_{\sigma \mu} \tag{B.70}
\end{equation*}
$$

clearly showing that the GYH term is not the only choice which reproduces the Einstein field equations in the bulk. The Lagrangian (B.63) only contains first order terms in the metric. The variation with respect to $g^{\mu \nu}$ of (B.70) vanishes with the boundary condition $\left.\delta g_{\alpha \beta}\right|_{\partial v}=0$. The induced metric on the boundary has six independent components as unconstrained variables. The gauge invariance of the theory, as is the case of GR, leaves only two independent components, it means, the boundary term does not affect the number of freedom of the theory. In $f(R)$ gravity or in scalar-tensor theory there are more constraints on the boundary. In the scalar-tensor theory, the extra boundary condition is in the scalar field $\left.\delta \phi\right|_{\partial \mathcal{V}}=0$. When we consider an action only coming only from geometric invariants, as we described in ([10]), the constraint $\left.\delta R\right|_{\partial v}=0$ is claimed to carry the scalar degree of freedom of the theory [9, 24].

## B. 3 " $1+3$ definitions"

The " $1+3$ " formalism requires some definitions. We summarize the most used in this thesis, for a complete reference see [1].

Definition 11 (Alternating volume tensor) The totally skew pseudotensor

$$
\begin{equation*}
\eta^{a b c d} \equiv \eta^{[a b c d]} \quad, \eta^{0123}=(-g)^{-1 / 2} \tag{B.71}
\end{equation*}
$$

or equivalently, the equation (B.71) defines the alternating volume tensor

$$
\begin{equation*}
\eta_{a b c d}=-\sqrt{-g} \delta_{[a}^{0} \delta_{b}^{1} \delta_{c} \delta^{2} \delta_{d]}^{3} . \tag{B.72}
\end{equation*}
$$

The tensor (B.71) is preserved under parallel transport, it means

$$
\begin{equation*}
\eta_{; e}^{a b c d}=0 . \tag{B.73}
\end{equation*}
$$

Definition 12 (Projected symmetric tracefree (PSTF) parts) The projector $h_{a b}$ enables the following definitions

$$
\begin{equation*}
V_{\langle a\rangle} \equiv h_{a}^{b} V_{b}, \tag{B.74}
\end{equation*}
$$

and for a second rank tensor

$$
\begin{equation*}
S_{\langle a b\rangle} \equiv\left[h_{(a}^{c} h_{b)}^{d}-\frac{1}{3} h_{a b} h^{c d}\right] S_{c d} . \tag{B.75}
\end{equation*}
$$

Definition 13 (Covariant spatial curl) The tensor (B.71) generalizes

$$
\begin{array}{r}
\operatorname{curl} V_{a}=\eta_{a b c} \bar{\nabla}^{b} V^{c}, \\
\operatorname{curl} S_{a b}=\eta_{c d(a \bar{\nabla}} \bar{\nabla}^{c} S_{b)},  \tag{B.76}\\
\eta_{a b c} \equiv \eta_{a b c d} u^{d} .
\end{array}
$$

Definition 14 (Covariant divergence) The covariant divergence is defined by

$$
\begin{array}{r}
d i v V=\bar{\nabla}^{a} V_{a}, \\
(d i v S)_{a}=\bar{\nabla}^{b} S_{a b} . \tag{B.77}
\end{array}
$$

It is very important to mention that the operations (B.76) and (B.77) are defined as operators on a 3manifold only if the vorticity vanishes. When the vorticity is non-zero, they are operators in the tangent hyperplane at each point and not on a manifold [1, 46].

## B.3.1 Useful identities

In order to write the field equations in $f(R)$ gravity, we can use the following identities

$$
\begin{array}{r}
\nabla_{\mu} f^{\prime}(R)=f^{\prime \prime}(R) \nabla_{\mu} R, \\
\nabla_{\nu} \nabla_{\mu} f^{\prime}=f^{\prime \prime \prime \prime} \nabla_{v} R \nabla_{\mu} R+f^{\prime \prime} \nabla_{\nu} \nabla_{\mu} R,  \tag{B.78}\\
\square f^{\prime}=f^{\prime \prime \prime} \nabla_{\sigma} R \nabla^{\sigma} R+f^{\prime \prime} \square R .
\end{array}
$$

The contraction of equation (3.91) is

$$
\begin{equation*}
R_{\mu \nu} u^{\mu} u^{\nu}=\frac{1}{f^{\prime}}\left[-\frac{1}{2} f+f^{\prime \prime} h^{\mu \nu} \nabla_{\mu} \nabla_{\nu} R+f^{\prime \prime \prime} h^{\mu \nu} \nabla_{\mu} R \nabla_{\nu} R+\kappa T_{\mu \nu} u^{\mu} u^{\nu}\right], \tag{B.79}
\end{equation*}
$$

where we have used $u^{\mu} u^{\nu}=h^{\mu \nu}-g^{\mu \nu}$ and $g^{\mu \nu} u_{\mu} u_{\nu}=-1$. There are some results needed to deal with the GDE.
The first derivative is

$$
\begin{equation*}
\nabla_{b} f^{\prime}=U_{b}^{c} \nabla_{c} f^{\prime}+h_{b}^{c} \nabla_{c} f^{\prime}=-u_{b} \dot{f}^{\prime}+\bar{\nabla}_{b} f^{\prime} \tag{B.80}
\end{equation*}
$$

The second covariant derivative for general spacetimes [43]

$$
\begin{equation*}
\nabla_{a} \nabla_{b} f^{\prime}=-\dot{f}^{\prime}\left(\frac{1}{3} \Theta h_{a b}+\sigma_{a b}+\omega_{a b}-u_{a} \dot{u}_{b}\right)+u_{a} u_{b} \ddot{f}^{\prime} \tag{B.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{a} \nabla_{a} f^{\prime}=\square f^{\prime}=g^{a b} \nabla_{a} \nabla_{b} f^{\prime}=-\dot{f}^{\prime} \Theta-\ddot{f^{\prime}} . \tag{B.82}
\end{equation*}
$$

## B.3.2 Curvature energy momentum stress tensor

We can define the energy momentum tensor associate to the curvature as

$$
\begin{equation*}
T_{a b}^{\mathrm{curv}}=\frac{1}{f^{\prime}}\left(\frac{f-R f}{2} g_{a b}+\nabla_{a} \nabla_{b} f^{\prime}-g_{a b} \square f^{\prime}\right) \tag{B.83}
\end{equation*}
$$

and from (B.83) an effective energy density as

$$
\begin{equation*}
\rho^{R}:=T_{a b}^{\mathrm{curv}} u^{a} u^{b}=\frac{1}{f^{\prime}}\left[\frac{R f^{\prime}-f}{2}-\theta \dot{f}^{\prime}\right], \tag{B.84}
\end{equation*}
$$

and the pressure

$$
\begin{equation*}
p^{R}:=\frac{1}{3} T_{a b}^{\text {curv }} h^{a b}=\frac{1}{f^{\prime}}\left[\frac{f-R f^{\prime}}{2}+f^{\prime \prime}\left(\ddot{R}+\frac{2}{3} \Theta \dot{R}\right)+\dot{R}^{2} f^{\prime \prime \prime}\right] . \tag{B.85}
\end{equation*}
$$

## B. 4 Electrodynamics in the $1+3$ formalism

The $1+3$ splitting can also be applied to the electromagnetic field. The Faraday tensor $F_{a b}=F_{[a b]}$ defines the electric field for an observer with 4 -velocity $u^{a}$ as $[1,46]$

$$
\begin{equation*}
E_{a}:=F_{a b} u^{b}=E_{\langle a\rangle}, \tag{B.86}
\end{equation*}
$$

and the magnetic field,

$$
\begin{equation*}
B_{a}=\frac{1}{2} \eta_{a c d} F^{c d}=F_{a b}^{*} b^{b}=B_{<a>}, \tag{B.87}
\end{equation*}
$$

with $F_{a b}^{*}$ the dual. The Faraday tensor is given by

$$
\begin{equation*}
F_{a b}=2 u_{[a} E_{b]}+\eta_{a b c} B^{c} . \tag{B.88}
\end{equation*}
$$

A charge particle with mass $m$ and electric charge $e$ experiences a Lorentz force

$$
\begin{equation*}
V^{a} \nabla_{a} V^{b}=(e / m) F^{b c} V_{c} . \tag{B.89}
\end{equation*}
$$

## B.4.1 Maxwell equations

The Maxwell equations in curved backgrounds are

$$
\begin{equation*}
\nabla_{b} F^{a b}=J^{a}, \quad \nabla_{[a} F_{b c]}=0, \tag{B.90}
\end{equation*}
$$

When a 4-velocity is chosen the 4 -current $J^{a}$ is written as

$$
\begin{equation*}
J^{a}=h_{b}^{a} J^{b}-u^{a} u_{b} J^{b}=j^{a}+\mu u^{a} \tag{B.91}
\end{equation*}
$$

where the tri-current is $j^{a}:=h_{b}^{a} J^{b}$ and the charge density $\mu:=-\left(u_{b} J^{b}\right)$. In the $1+3$ formalism the Maxwell equations (B.90) are

$$
\begin{array}{r}
\bar{\nabla}_{a} E^{a}=\mu-2 \omega_{a} B^{a}, \\
\bar{\nabla}_{a} B^{a}=2 \omega_{a} E^{a}, \\
\dot{E}_{<a>}=\left(\sigma_{a b}+\eta_{a b c} \omega^{c}-\frac{2}{3} \Theta h_{a b}\right) E^{b}+\eta_{a b c} \dot{u}^{b} B^{c}+\operatorname{curl} B_{a}-j_{a}, \\
\dot{B}_{<a>}=\left(\sigma_{a b}+\eta_{a b c} \omega^{c}-\frac{2}{3} \Theta h_{a b}\right) B^{b}-\eta_{a b c} \dot{u}^{b} E^{c}+\operatorname{curl} E_{a} . \tag{B.95}
\end{array}
$$

The equation (B.90) implies

$$
\begin{gather*}
\nabla_{a} J^{a}=\nabla_{a} \nabla_{b} F^{a b}=\frac{1}{2}\left(\nabla_{a} \nabla_{b} F^{a b}-\nabla_{b} \nabla_{a} F^{a b}\right) \\
\quad=\frac{1}{2}\left(-R_{b a e}^{b} F^{e a}+R_{a b e}^{b} F^{e a}\right)=R_{a e} F^{e a}=0 . \tag{B.96}
\end{gather*}
$$

The equation (B.96) in the $1+3$ language becomes

$$
\begin{equation*}
\dot{\mu}+\mu \Theta+\bar{\nabla}_{a} j^{a}+\dot{u}^{a} j_{a}=0 . \tag{B.97}
\end{equation*}
$$

The set of equations (B.92) is equivalent to (B.90). The energy-momentum tensor for the electromagnetic field is

$$
\begin{equation*}
T_{\mathrm{em}}^{a b}=-F^{a c} F_{c}^{b}-\frac{1}{4} g_{a b} F_{c d} F^{c d} \tag{B.98}
\end{equation*}
$$

and (B.98) together with (B.90) implies

$$
\begin{equation*}
\nabla_{b} T_{\mathrm{em}}^{a b}=-F^{a b} J_{b} . \tag{B.99}
\end{equation*}
$$

## B.4.2 Contractions in the GDE: $1+3$ formalism

The GDE gives the following contributions

$$
\begin{equation*}
\left[\frac{1}{2}\left(g_{c}^{a} R_{b d}-g_{d}^{a} R_{b c}+g_{b d} R_{c}^{a}-g_{b c} R_{d}^{c}\right)-\frac{R}{6}\left(g_{c}^{a} g_{b d}-g_{d}^{a} g_{b c}\right)\right] V^{b} X^{c} V^{d} \tag{B.100}
\end{equation*}
$$

or

$$
\begin{array}{r}
g_{c}^{a} R_{b d} V^{b} X^{c} V^{d}=R_{b d} V^{b} X^{a} V^{d}, \\
g_{d}^{a} R_{b c} V^{b} X^{c} V^{d}=R_{b c} V^{b} X^{c} V^{a}, \\
g_{b d} R_{c}^{a} V^{b} X^{c} V^{d}=R_{c}^{a} V_{d} V^{d} X^{c}=\epsilon R_{c}^{a} X^{c}, \\
g_{b c} R_{d}^{a} V^{b} X^{c} V^{d}=R_{c}^{a} V_{c} X^{c} V^{d}=0, \\
-\frac{R}{6} g^{a}{ }_{c} g_{b d} V^{b} X^{c} V^{d}=-\frac{R}{6} g_{b d} V^{b} X^{a} V^{d}=-\frac{R}{6} \epsilon X^{a}, \\
\frac{R}{6} g_{b}^{a} g_{b c} V^{b} X^{c} V^{d}=\frac{R}{6} g_{b c} V^{b} X^{c} V^{a}=\frac{R}{6} V_{c} X^{c} V^{a}=0, \tag{B.106}
\end{array}
$$

In terms of the energy momentum tensor the equation (B.101)

$$
\begin{gather*}
R_{b d} V^{b} X^{a} V^{d}=\frac{1}{f^{\prime}}\left[\kappa T_{b d}+\frac{f}{2} g_{b d}-g_{b d} \square f^{\prime}+\nabla_{b} \nabla_{d} f^{\prime}\right] V^{b} X^{a} V^{d}=  \tag{B.107}\\
=\frac{1}{f^{\prime}}\left[\left\{\kappa\left(\rho_{m}+p_{m}\right)-\frac{1}{3} \Theta \dot{f}^{\prime}+\ddot{f}^{\prime}\right\} E^{2}+\epsilon\left\{\kappa p_{m}+\frac{f}{2}+\frac{2}{3} \Theta \dot{f}^{\prime}+\ddot{f}^{\prime}\right\}\right] X^{a},
\end{gather*}
$$

the rest of the contractions are

$$
\begin{gather*}
R_{b c} V^{b} X^{c} V^{a}=\nabla_{b} \nabla_{c} f^{\prime} V^{b} X^{c} V^{a}=0,  \tag{B.108}\\
R_{c}^{a} X^{c}=\frac{1}{f^{\prime}}\left[\kappa p_{m}+\frac{f}{2}+\ddot{f}^{\prime}+\frac{2}{3} \Theta \dot{f}^{\prime}\right] X^{a},  \tag{B.109}\\
\frac{R}{6} X^{a}=\frac{1}{6 f^{\prime}}\left[\kappa\left(3 p_{m}-\rho_{m}\right)+2 f+3 \dot{f}^{\prime} \Theta+3 \ddot{f}^{\prime}\right] X^{a} . \tag{B.110}
\end{gather*}
$$

## B.4.3 Contractions in GDE: coordinate method

Expanding explicitly the contractions for the GDE in the coordinate method we get

$$
\begin{align*}
\left(\nabla_{\delta} \nabla_{\beta} f^{\prime}\right) V^{\beta} V^{\delta} & =\left(\nabla_{0} \nabla_{0} f^{\prime}\right) V^{0} V^{0}+\left(\nabla_{i} \nabla_{j} f^{\prime}\right) V^{i} V^{j} \\
& =\left(f^{\prime \prime} \ddot{R}+f^{\prime \prime \prime} \dot{R}^{2}\right) E^{2}-H f^{\prime \prime} \dot{R} g_{i j} V^{i} V^{j} \\
& =\left(f^{\prime \prime} \ddot{R}+f^{\prime \prime \prime} \dot{R}^{2}\right) E^{2}-H f^{\prime \prime} \dot{R} V_{j} V^{j} \\
& =\left(f^{\prime \prime} \ddot{R}+f^{\prime \prime \prime} \dot{R}^{2}\right) E^{2}-H f^{\prime \prime} \dot{R}\left(\epsilon-V_{0} V^{0}\right) \\
& =\left(f^{\prime \prime} \ddot{R}+f^{\prime \prime \prime} \dot{R}^{2}\right) E^{2}-H f^{\prime \prime} \dot{R}\left(\epsilon+E^{2}\right) \tag{B.111}
\end{align*}
$$

$$
\begin{align*}
\left(\nabla_{\gamma} \nabla_{\beta} f^{\prime}\right) V^{\beta} \eta^{\gamma} V^{\alpha} & =\left(\nabla_{0} \nabla_{0} f^{\prime}\right) V^{0} \eta^{\phi} V^{\alpha}+\left(\nabla_{i} \nabla_{j} f^{\prime}\right) V^{i} \eta^{j} V^{\alpha}, \\
& =-H f^{\prime \prime} \dot{R} g_{i j} V^{i} \eta^{j} V^{\alpha}, \\
& =-H f^{\prime \prime} \dot{R} V_{j} \eta^{j} V^{\alpha}, \\
& =0 . \tag{B.112}
\end{align*}
$$

$$
\begin{align*}
\left(\nabla_{\gamma} \nabla^{\alpha} f^{\prime}\right) \eta^{\gamma} & =\left(\nabla_{\gamma} g^{\alpha \sigma} \nabla_{\sigma} f^{\prime}\right) \eta^{\gamma}, \\
& =g^{\alpha \sigma}\left(\nabla_{\gamma} \nabla_{\sigma} f^{\prime}\right) \eta^{\gamma}, \\
& =g^{\alpha 0}\left(\nabla_{0} \nabla_{0} f^{\prime}\right) \eta^{\phi^{\prime}}+g^{\alpha j}\left(\nabla_{i} \nabla_{j} f^{\prime}\right) \eta^{i}, \\
& =-H f^{\prime \prime} \dot{R} g^{\alpha j} g_{i j} \eta^{i} \\
& =-H f^{\prime \prime} \dot{R} \delta_{j}^{\alpha} \eta^{j}, \\
& =-H f^{\prime \prime} \dot{R} \eta^{\alpha} . \tag{B.113}
\end{align*}
$$

Then we see that in comparison with our results in [42], both formulations for the FLRW spacetime agree. The method used in [43], which relies in the $1+3$ decomposition, gives the contribution in a more straightforward way but we have shown the equivalence for the GDE. However, the $1+3$ formulation of the GDE offers advantages for more general spacetimes than FLRW.

## appendix C

## Some useful results

In this appendix, we describe some results used in the framework of Covariant Nonlinear and GaugeInvariant approach (CGI) [1].

## C. 1 1+3 quantities in CPT

The fundamental difference between the CGI approach and the standard CPT is that the CGI starts from the fully nonlinear equations, rather than from the background. One full nonlinear exact set of equations is found and so we can choose a physically motivated $1+3$ splitting of the key variables to describe the dynamics of the system. In the following sections some results specially from [1, 85] are shown.
The comoving-volume expansion gradient is defined as

$$
\begin{equation*}
Z_{a} \equiv a \bar{\nabla}_{a} \Theta \tag{C.1}
\end{equation*}
$$

we can see

$$
\begin{equation*}
Z_{\langle a\rangle}=a h_{a}^{b} \bar{\nabla}_{b} \Theta=a h_{a}^{b} h_{b}^{d} \nabla_{d} \Theta=a h_{a}^{d} \nabla_{d} \Theta=Z_{a} . \tag{C.2}
\end{equation*}
$$

We can obtain the equation of motion for (C.1)

$$
\begin{equation*}
\dot{Z}_{a}=\left(a \bar{\nabla}_{a} \Theta\right)=\dot{a} \nabla_{a} \Theta+a\left(\bar{\nabla}_{a} \Theta\right) \tag{C.3}
\end{equation*}
$$

and from the identity

$$
\begin{equation*}
\left(\bar{\nabla}_{a} \Theta\right)=\bar{\nabla}_{a} \dot{\Theta}+\left(\dot{u}^{b} \bar{\nabla}_{b} \Theta\right) u_{a}+\dot{u}_{a} \dot{\Theta}-\frac{1}{3} \Theta \bar{\nabla}_{a} \Theta-\sigma_{a b} \bar{\nabla}^{b} \Theta+\eta_{a b c} \omega^{b} \bar{\nabla}^{c} \Theta \tag{C.4}
\end{equation*}
$$

it implies

$$
\begin{equation*}
\dot{Z}_{a}=a \bar{\nabla}_{a} \dot{\Theta}+\dot{u}^{b} Z_{b} u_{a}+a \dot{u}_{a} \dot{\Theta}-\sigma_{a b} Z^{b}+\eta_{a b c} \omega^{b} Z^{c} \tag{C.5}
\end{equation*}
$$

or for the projection

$$
\begin{equation*}
\dot{Z}_{\langle a\rangle}=a \bar{\nabla}_{a} \dot{\Theta}+a \dot{u}_{a} \dot{\Theta}-\sigma_{a b} Z^{b}+\eta_{a b c} \omega^{b} Z^{c} \tag{C.6}
\end{equation*}
$$

We can go further in (C.6) and try to see the effect of use a $f(R)$ gravity theory. For this purpose we take
advantage of the Raychaudhuri equation and together with the conservation equations

$$
\begin{equation*}
a \dot{u}_{a} \dot{\Theta}=a \dot{u}_{a}\left(-\frac{1}{3} \Theta^{2}-2\left(\sigma^{2}-\omega^{2}\right)+\bar{\nabla}_{b} \dot{u}^{b}+\dot{u}_{b} \dot{u}^{b}-R_{d e} u^{d} u^{e}\right) \tag{C.7}
\end{equation*}
$$

and for $f(R)$ gravity
$a \dot{u}_{a} \dot{\Theta}=a \dot{u}_{a}\left(-\frac{1}{3} \Theta^{2}-2\left(\sigma^{2}-\omega^{2}\right)+\bar{\nabla}_{b} \dot{u}^{b}+\dot{u}_{b} \dot{u}^{b}-\frac{1}{f^{\prime}}\left[-\frac{f}{2}+f^{\prime \prime} h^{d e} \nabla_{d} \nabla_{e} R+f^{\prime \prime \prime} h^{d e} \nabla_{d} R \nabla_{e} R+\kappa T_{e d} u^{e} u^{d}\right]\right)$.
To write (C.1) close to the literature [1] we use

$$
\begin{align*}
& a \bar{\nabla}_{a}\left(-\frac{1}{3} \Theta^{2}\right)=-\frac{2}{3} \Theta Z_{a},  \tag{C.9}\\
&-2 a \bar{\nabla}_{a}\left(\sigma^{2}-\omega^{2}\right)=-2 a \bar{\nabla}_{a}\left(\sigma^{2}-\omega^{2}\right),  \tag{C.10}\\
& a \bar{\nabla}_{a}\left(\dot{u}_{b} \dot{u}^{b}\right)=2 a \dot{u}_{b} \bar{\nabla}_{a} \dot{u}^{b} . \tag{C.11}
\end{align*}
$$

The final expression for (C.1) is

$$
\begin{array}{r}
\dot{Z}_{\langle a\rangle}=-\frac{2}{3} \Theta Z_{a}-2 a \bar{\nabla}_{a}\left(\sigma^{2}-\omega^{2}\right)+2 a \dot{u}_{b} \bar{\nabla}_{a} \dot{u}^{b}+a \bar{\nabla}_{a} \bar{\nabla}_{b} \dot{u}^{b} \\
+a \dot{u}_{a}\left(-\frac{1}{3} \Theta^{2}-2\left(\sigma^{2}-\omega^{2}\right)+\bar{\nabla}_{b} \dot{u}^{b}+\dot{u}_{b} \dot{u}^{b}-\frac{1}{f^{\prime}}\left[-\frac{f}{2}+f^{\prime \prime} h^{d e} \nabla_{d} \nabla_{e} R+f^{\prime \prime \prime} h^{d e} \nabla_{d} R \nabla_{e} R+\kappa T_{e d} u^{e} u^{d}\right]\right) \\
-a \bar{\nabla}_{a}\left[\frac{1}{f^{\prime}}\left\{-\frac{f}{2}+f^{\prime \prime} h^{d e} \nabla_{d} \nabla_{e} R+f^{\prime \prime \prime} h^{d e} \nabla_{d} R \nabla_{e} R+\kappa T_{e d} u^{e} u^{d}\right\}\right] \\
-\left(\sigma_{b a}+\omega_{b a}\right) Z^{b} . \tag{C.12}
\end{array}
$$

Now, we can check the density gradient, for GR the results are

$$
\begin{equation*}
\Delta_{a} \equiv \frac{a \overline{\nabla_{a}} \rho}{\rho} \tag{C.13}
\end{equation*}
$$

The equation of motion for (C.13) is

$$
\begin{equation*}
\dot{\Delta}_{a}=\left(\frac{\dot{a}}{a} \Delta_{a}\right)-\frac{\dot{\rho}}{\rho} \Delta_{a}+\frac{a}{\rho}\left(\bar{\nabla}_{a} \rho\right) . \tag{C.14}
\end{equation*}
$$

The terms in (C.14) are

$$
\begin{gather*}
\left(\frac{\dot{a}}{a} \Delta_{a}\right)=\frac{1}{3} \Theta \Delta_{a}  \tag{C.15}\\
\frac{\dot{\rho}}{\rho} \Delta_{a}=-\left[\frac{(\rho+p) \Theta+\Pi^{c d} \sigma_{c d}+\bar{\nabla}_{c} q^{c}+2 \dot{u}_{c} q^{c}}{\rho}\right] \Delta_{a} \tag{C.16}
\end{gather*}
$$

where we should notice that in (C.16) the conservation laws for the energy momentum of matter obeys $T_{\text {mat } ; b}^{a b}=0$. If we assume a state equation

$$
\begin{equation*}
p=\omega_{m} \rho, \tag{C.17}
\end{equation*}
$$

the equation (C.16) becomes

$$
\begin{equation*}
\frac{\dot{\rho}}{\rho} \Delta_{a}=-\left[\frac{\left(1+\omega_{m}\right) \rho \Theta+\Pi^{c d} \sigma_{c d}+\bar{\nabla}_{c} q^{c}+2 \dot{u}_{c} q^{c}}{\rho}\right] \Delta_{a} . \tag{C.18}
\end{equation*}
$$

The term

$$
\begin{equation*}
\frac{a}{\rho}\left(\nabla_{a} \rho\right)=\frac{a}{\rho}\left\{\bar{\nabla}_{a} \dot{\rho}+\left(\dot{u}^{b} \bar{\nabla}_{b} \rho\right) u_{a}+\dot{u}_{a} \dot{\rho}-\frac{1}{3} \Theta \bar{\nabla}_{a} \rho-\sigma_{a b} \bar{\nabla}^{b} \rho+\eta_{a b c} \omega^{b} \bar{\nabla}^{c} \rho\right\}, \tag{C.19}
\end{equation*}
$$

together with the conservation laws and (C.17) (i.e. $\omega_{m}=$ const) write (C.14) as

$$
\begin{array}{r}
\dot{\Delta}_{a}=\omega_{m} \Theta \Delta_{a}-\left(1+\omega_{m}\right) Z_{a}+\frac{a \Theta}{\rho}\left[\dot{q}_{<a>}+\frac{4}{3} \Theta q_{a}\right] \\
+\frac{a \Theta}{\rho}\left[\sigma_{b a}+\omega_{b a}\right] q^{b}+\frac{a \Theta}{\rho} \bar{\nabla}^{b} \Pi_{a b} \\
-\frac{a}{\rho} \bar{\nabla}_{a}\left(\Pi^{c d} \sigma_{c d}+2 \dot{u}_{c} \dot{q}^{c}\right)-\frac{a}{\rho} \bar{\nabla}_{a} \bar{\nabla}_{c} q^{c}-\left(\sigma_{b a}+\omega_{b a}\right) \Delta^{b}  \tag{C.20}\\
+\frac{a}{\rho} \Theta \dot{u}^{b} \Pi_{a b}+\frac{1}{\rho}\left(\sigma^{c d} \Pi_{c d}+2 \dot{u}_{c} q^{c}+\bar{\nabla}^{c} q_{c}\right)\left(\Delta_{a}-a \dot{u}_{a}\right) \\
+\left(\frac{a}{\rho} \dot{u}^{b} \bar{\nabla}_{b} \rho\right) u_{a},
\end{array}
$$

or equivalently

$$
\begin{array}{r}
\dot{\Delta}_{\langle a\rangle}=h_{a}^{b} \dot{\Delta}_{b}=\omega_{m} \Theta \Delta_{a}-\left(1+\omega_{m}\right) Z_{a}+\frac{a \Theta}{\rho}\left[\dot{q}_{\langle a\rangle}+\frac{4}{3} \Theta q_{a}\right] \\
+\frac{a \Theta}{\rho}\left[\sigma_{b a}+\omega_{b a}\right] q^{b}+\frac{a \Theta}{\rho} \bar{\nabla}^{b} \Pi_{a b}  \tag{C.21}\\
-\frac{a}{\rho} \bar{\nabla}_{a}\left(\Pi^{c d} \sigma_{c d}+2 \dot{u}_{c} \dot{q}^{c}\right)-\frac{a}{\rho} \bar{\nabla}_{a} \bar{\nabla}_{c} q^{c}-\left(\sigma_{b a}+\omega_{b a}\right) \Delta^{b} \\
+\frac{a}{\rho} \Theta \dot{u}^{b} \Pi_{a b}+\frac{1}{\rho}\left(\sigma^{c d} \Pi_{c d}+2 \dot{u}_{c} q^{c}+\bar{\nabla}^{c} q_{c}\right)\left(\Delta_{a}-a \dot{u}_{a}\right) .
\end{array}
$$

The equation (C.20) or (C.21) are the starting point for the analysis of how inhomogeneities behave in this framework.

## C.1.1 Magnetized fluids

Magnetized fluids are important in several applications in cosmology. One of the results in this work is associated with the evolution of magnetic fields using cosmological perturbation theory in GR.

However, one can check if we can use the $1+3$ formalism to study the presence of magnetic fields in this language in GR and its extension to $f(R)$ gravity. For this purpose, we can see from (C.12) the contribution coming from the matter fields in $T^{a b}$. The inclusion of the magnetic fields is made considering

$$
\begin{equation*}
T^{a b}=T_{\mathrm{mat}}^{a b}+T_{e m}^{a b} \tag{C.22}
\end{equation*}
$$

One of the most widely used physical assumptions is to work in the ideal MHD limit which is expressed in the Ohm's law in the rest frame of the fluid

$$
\begin{equation*}
j^{a}=\sigma E^{a} \tag{C.23}
\end{equation*}
$$

with the condition $\sigma \rightarrow \infty$. The ideal MHD condition implies $E^{a} \rightarrow 0$ and the conservation laws

$$
\begin{equation*}
\nabla_{b}\left(T_{\text {mat }}^{a b}+T_{\text {mag }}^{a b}\right)=0 \tag{C.24}
\end{equation*}
$$

for a perfect fluid and an electromagnetic fields are

$$
\begin{equation*}
\dot{\rho}+\Theta(\rho+p)=E^{a} j_{a}=0, \tag{C.25}
\end{equation*}
$$

and

$$
\begin{equation*}
(\rho+p) \dot{u}^{a}+\bar{\nabla}_{a} p=\mu E_{a}+\eta_{a b c} j^{b} B^{c}=\eta_{a b c} j^{b} B^{c} . \tag{C.26}
\end{equation*}
$$

The right side of (C.26) is the Lorentz force density. The equations (C.25) and (C.26) are slightly different written in [85] but are equivalent. To write the expressions for the quantities (C.13) and (C.6) including the magnetic fields we should use in (C.8) the energy-momentum tensor

$$
\begin{equation*}
\tilde{T}^{a b}=\left(\rho+\frac{1}{2} B^{2}\right) u^{a} u^{b}+\left(p+\frac{1}{6} B^{2}\right) h^{a b}+\Pi_{\text {mag }}^{a b} . \tag{C.27}
\end{equation*}
$$

The propagation equations for $Z_{a}$

$$
\begin{array}{r}
\dot{Z}_{\langle a\rangle}=-\frac{2}{3} \Theta Z_{a}-2 a \bar{\nabla}_{a}\left(\sigma^{2}-\omega^{2}\right)+2 a \dot{u}_{b} \bar{\nabla}_{a} \dot{u}^{b}+a \bar{\nabla}_{a} \bar{\nabla}_{b} \dot{u}^{b} \\
+a \dot{u}_{a}\left(-\frac{1}{3} \Theta^{2}-2\left(\sigma^{2}-\omega^{2}\right)+\bar{\nabla}_{b} \dot{u}^{b}+\dot{u}_{b} \dot{u}^{b}-\frac{1}{f^{\prime}}\left[-\frac{f}{2}+f^{\prime \prime} h^{d e} \nabla_{d} \nabla_{e} R+f^{\prime \prime \prime} h^{d e} \nabla_{d} R \nabla_{e} R+\kappa \tilde{T}_{e d} u^{e} u^{d}\right]\right) \\
-a \bar{\nabla}_{a}\left[\frac{1}{f^{\prime}}\left\{-\frac{f}{2}+f^{\prime \prime} h^{d e} \nabla_{d} \nabla_{e} R+f^{\prime \prime \prime} h^{d e} \nabla_{d} R \nabla_{e} R+\kappa \tilde{T}_{e d} u^{e} u^{d}\right\}\right] \\
-\left(\sigma_{b a}+\omega_{b a}\right) Z^{b} . \tag{C.28}
\end{array}
$$

Where $\tilde{T}^{a b}$ includes the matter components and the electromagnetic field. For a perfect fluid with equation of state $p=\omega(\rho) \rho$ and in the ideal MHD limit, the equation (C.28) for GR is [1]

$$
\begin{array}{r}
\dot{Z}_{\langle a\rangle}=-\frac{2}{3} \Theta Z_{a}-4 \pi G\left(\rho \Delta_{a}+B^{2} \mathcal{B}_{a}\right) \\
+12 \pi G a \eta_{a b c} B^{b} \operatorname{curl} B^{c}+a \bar{\nabla}_{a} \bar{\nabla}_{b} \dot{u}^{b} \\
+2 a \dot{u}^{b} \bar{\nabla}_{a} \dot{u}_{b}+\left[\frac{1}{2}{ }^{3} R-3\left(\sigma^{2}-\omega^{2}\right)+\bar{\nabla}^{b} \dot{u}_{b}+\dot{u}_{b} \dot{u}^{b}\right] a \dot{u}_{a}  \tag{C.29}\\
-\left(\sigma_{b a}+\omega_{b a}\right) Z^{b}+12 \pi G a \Pi_{a b}^{\mathrm{mag}} \dot{u}^{b}-2 a \bar{\nabla}_{a}\left(\sigma^{2}-\omega^{2}\right),
\end{array}
$$

with $\mathcal{B}_{a}$ defined in (C.31) and

$$
\begin{array}{r}
\dot{\Delta}_{<a>}=\omega \Theta \Delta_{a}-(1+\omega) Z_{a}+\frac{a \Theta}{\rho} \eta_{a b c} B^{b} \text { curl } B^{c}  \tag{C.30}\\
\quad+\frac{2 a \Theta}{3} \frac{B^{2}}{\rho} \dot{u}_{a}-\left(\sigma_{b a}+\omega_{b a}\right) \Delta^{b}+\frac{a \Theta}{\rho} \Pi_{a b}^{\mathrm{mag}} \dot{u}^{b} .
\end{array}
$$

with $\pi_{B}^{a b}=-B^{<a} B^{b>}$. Inhomogeneities associated with the magnetic field may be described with the
comoving fractional gradient [1]

$$
\begin{equation*}
\mathcal{B}_{a} \equiv \frac{a}{B^{2}} \bar{\nabla}_{a} B^{2}, \tag{C.31}
\end{equation*}
$$

with the same methodology we can compute the equation of motion for (C.31)

$$
\begin{equation*}
\dot{\mathcal{B}}_{a}=\frac{1}{3} \Theta \mathcal{B}_{a}-\frac{\left(B^{2}\right)}{B^{2}} \mathcal{B}_{a}+\frac{a}{B^{2}}\left(\bar{\nabla}_{a} B^{2}\right), \tag{C.32}
\end{equation*}
$$

the contributions in the equation (C.32) in the ideal MHD limit and using the Maxwell equations can be written as [1]

$$
\begin{equation*}
(\dot{B})^{2}=\left(B_{c} B^{c}\right)=2 \dot{B}_{\langle c\rangle} B^{\langle c\rangle}=2\left(\sigma_{c b} B^{b} B^{c}+\eta_{c b d} \omega^{d} B^{b} B^{c}-\frac{4 \Theta}{3} B_{c} B^{c}\right)=-2 \sigma_{c d} \Pi_{\mathrm{mag}}^{c d}-\frac{4 \Theta}{3} B^{2} . \tag{C.33}
\end{equation*}
$$

The equation (C.32) finally becomes (for GR [1])

$$
\begin{array}{r}
\dot{\mathcal{B}}_{<a>}=\frac{4}{3(1+w)} \dot{\Delta}_{<a>}-\frac{4 w \Theta}{3(1+w)} \Delta_{a} \\
-\frac{4 a \Theta}{3 \rho(1+w)} \eta_{a b c} B^{b} \operatorname{curl} B^{c}-\frac{4}{3} a \Theta\left(1+\frac{2 B^{2}}{3 \rho(1+w)}\right) \dot{u}_{a}-\left(\sigma_{b a}+\omega_{b a}\right) \mathcal{B}^{b}  \tag{C.34}\\
+\frac{4}{3(1+w)}\left(\sigma_{b a}+\omega_{b a}\right) \Delta^{b}-\frac{4 a \Theta}{3 \rho(1+w)} \Pi_{a b}^{B} \dot{u}^{b}-\frac{2 a}{B^{2}} \Pi_{B}^{b c} \bar{\nabla}_{a} \sigma_{b c} \\
-\frac{2 a}{B^{2}} \sigma^{b c} \bar{\nabla}_{a} \Pi_{b c}^{B}+\frac{2}{B^{2}} \pi_{B}^{b c} \sigma_{b c} \mathcal{B}_{a}-\frac{2 a}{B^{2}} \sigma_{b c} \Pi_{B}^{b c} \dot{u}_{a} .
\end{array}
$$

The idea to study the propagation equations to $f(R)$ gravity and see its consequences is work in progress.
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[^9]:    ${ }^{1}$ Not confuse $h_{i j}$ with the projector $h_{a b}$.

[^10]:    ${ }^{2}$ This difference should be taken in the same physical point.

[^11]:    ${ }^{3}$ This is the active approach where transformations of the perturbed quantities are evaluated at the same coordinate point.
    ${ }^{4}$ In (4.34), $g_{\lambda}$ and $T_{\lambda}$ are the metric and the matter fields on $\mathcal{M}_{\lambda}$, similarly $F_{\lambda}$ and $J_{\lambda}$ are the electromagnetic field and the four-current on $\mathcal{M}_{\lambda}$.
    ${ }^{5}$ Here we introduce a coordinate system $x^{\alpha}$ through a chart on $\mathcal{M}_{\lambda}$ with $\alpha=0,1,2,3$, thus, giving a vector field on $\mathcal{N}$, which has the property that $X^{4}=\lambda$ in this chart, while the other components remain arbitrary.

[^12]:    ${ }^{6}$ With the property $B_{(0)}^{2} \ll \mu_{(0)}$.

[^13]:    ${ }^{7}$ This happens because the average evolves exactly like $B^{2}$ [130].
    ${ }^{8}$ With $\partial^{i} \chi_{i j}^{(k) \top}=0, \chi_{i}^{(k) i}=0$ and $D_{i j} \equiv \partial_{i} \partial_{j}-\frac{1}{3} \delta_{i j} \partial_{k} \partial^{k}$.

[^14]:    ${ }^{9}$ Therefore the magnetic field should be split as $B^{i}=\frac{1}{a(7)^{2}}\left(B_{\left(\frac{1}{2}\right)}^{i}+B_{(1)}^{i}+B_{\left(\frac{3}{2}\right)}^{i}+\ldots.\right)$, see [132-134].

[^15]:    ${ }^{1} h$ is the dimensionless Hubble's constant $\frac{H_{0}}{100 \mathrm{~km} / \mathrm{s} / \mathrm{Mpc}}$

[^16]:    ${ }^{2}$ For a detailed description see http://www.eso.org/sci/facilities/paranal/instruments/fors/inst/grisms. html

[^17]:    ${ }^{3}$ Image Reduction and Analysis Facility (IRAF) package. Distributed by the National Optical Astronomy Observatories (NOAO), which is operated by AURA (Association of Universities for research in Astronomy) under cooperative agreement with the National Science Foundation

[^18]:    ${ }^{4}$ Longo et al. [162] have data from a slit connecting HCG90C and HCG90D missing in this work.

[^19]:    ${ }^{5}$ We assume $h=0.7$

[^20]:    ${ }^{1}$ http://pencil-code.nordita.org/

