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Abstract—In this paper, we investigate joint beamforming and power allocation in multicell multiple-input single-output (MISO) downlink networks. Our goal is to maximize the utility function defined as the ratio between the system weighted sum rate and the total power consumption subject to the users’ quality of service requirements and per-base-station (BS) power constraints. The considered problem is nonconvex and its objective is in a fractional form. To circumvent this problem, we first resort to an virtual uplink formulations of the primal problem by introducing an auxiliary variable and applying the uplink-downlink duality theory. By exploiting the analytic structure of the optimal beamformers in the dual uplink problem, an efficient algorithm is then developed to solve the considered problem. Furthermore, to reduce further the exchange overhead between coordinated BSs in a large-scale antenna system, an effective coordinated power allocation solution only based on statistical channel state information is reached by deriving the asymptotic optimization problem, which is used to obtain the power allocation in a long-term timescale. Numerical results validate the effectiveness of our proposed schemes and show that both the spectral efficiency and the energy efficiency can be simultaneously improved over traditional downlink coordinated schemes, especially in the middle-high transmit power region.
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1. INTRODUCTION

MULTIPLE-INPUT multiple-output (MIMO) technologies have attracted much research interest in the past decade due to the potential of significantly enhancing the link reliability and improving the spectral efficiency (SE) without requiring additional transmit power and bandwidth resources [1]. Among those, multiuser MIMO and coordinated multipoint transmission and reception (CoMP) have been intensively studied for advanced cellular systems [2]. The cooperation between the base stations (BSs) offers great advantages in suppressing the inter-cell interference and enabling efficient resource allocation to significantly increase the SE by exploiting the spatial diversity and multiplexing gain [3]–[5].

Recently, besides the objective of improving the SE, energy efficiency (EE) has become a main focus in mobile communications, due to the explosive growth of energy consumption resulting from the exponential increase in mobile multimedia data traffic and mobile terminals [6], [7]. Motivated by these, advanced technologies aiming at much improved EE have emerged as an important topic both in industry and academia [8].

EE is usually defined as the ratio of the system weighted sum rate (WSR) to the system total power consumption. Recently energy-efficient resource allocation has been widely studied for orthogonal frequency division multiple access (OFDMA) downlink networks with single antenna transceiver or fixed transmit beamformers [9]–[13]. On the other hand, there have been tremendous research efforts to improve the system EE by using multiple antenna technologies [14]–[19]. In [14] the authors studied the power allocation problem in the uplink of multiuser MIMO systems and showed that the EE is maximized by adaptively switching off some of the user antennas. The EE of multiuser MIMO downlink systems was also studied in [15]–[19]. In particular, in [15], the energy-efficient multiuser beamforming optimization problem was solved by approximating the objective with a convex and tight upper bound function. In [16] a zero-gradient-based energy-efficient iterative approach was developed which was guaranteed to converge to a local maximum for MIMO interference channel. The authors in [17] addressed the EE optimization problem by solving three subproblems and choosing the best one. Focusing on the downlink of multicell multiuser systems, we addressed in [18], [19] the energy-efficient beamforming problem with per-BS power constraints by using jointly fractional programming.
[20]–[22] and the relationship between the user rate and the minimum mean square error (MMSE). The research results in the above literature have shown that in many cases, the system EE is improved at the cost of decreasing system SE. This means that it is crucial to achieve a reasonable tradeoff between EE and SE in the design of a wireless communications system.

Recently, massive MIMO technology has emerged as a promising solution to improve both SE and EE and is well analyzed especially for the uncorrelated channel model [23]–[25]. Particularly its achievable performance in metrics such as the SINR and sum rate (SR) has been derived with closed-form expressions for some special cases. For instance, the deterministic quantity of the SINR for zero-forcing (ZF) and regularized ZF (RZF) precoding were derived under channel uncertainty for the multiple-input single-output (MISO) broadcast system [26], showing that the performance of massive MIMO systems mainly depends on the channel statistics and the channel small fading has little effect. By exploiting the asymptotic behavior of the achievable performance of massive MIMO system, recently a number of coordinated beamforming algorithms have been developed for multicell systems, which usually have reduced inter-cell communication burden. In [27], [28], the signal to interference plus noise ratio (SINR) balancing problem for the multicell massive MIMO system was solved by deriving the asymptotic expression of the achievable SINR based on large-dimension random matrix theory (RMT) [29]–[32]. Furthermore, the asymptotic properties of the SINR were also used to address the power minimization problem subject to some predefined SINR constraints [33]–[35]. More recently, energy-efficient transmission design for massive MIMO systems has also drawn much attention. In [36], the energy-efficient resource allocation problem was studied in OFDMA downlink network with a large number of transmit antennas and fixed maximum ratio transmission (MRT) beamforming. The tradeoff between SE and EE was investigated in a massive MIMO uplink system with fixed receiver, such as maximum-ratio combining (MRC) or zero-forcing (ZF) [37]. More recently, the authors in [38]–[40] investigated the energy efficiency of massive MIMO systems with non-ideal hardware. The research results illustrated that the maximal EE is achieved at some finite number of transceiver antennas when there is a non-zero circuit power per antenna. Similarly, the studies in [41] also demonstrated that it is optimal from the perspective of EE to have a few transceiver antennas when the transceiver design is power inefficient.

In this paper, we investigate joint beamforming optimization and power allocation (JBOPA) for coordinated multicell downlink systems. First, the problem of interest is formulated as maximizing the network utility function defined as the ratio of system weighted sum rate to total power consumption subject to predefined user rate requirements and per-BS power constraints. Due to the non-convex nature of the user rate and the fractional form in the objective, the problem is hard to solve directly. To circumvent this problem, we first resort to an virtual uplink formulations of the the primal problem by introducing an auxiliary variable and the uplink-downlink duality theory. By exploiting the property that the dual problem has an analytic beamforming solution, we propose to further solve the power allocation using a convex approximation. By this means, the dual problem can be efficiently solved and its solution is converted into the downlink using the conventional uplink-downlink theory. We show that the developed algorithm has provable convergence. Then, in order to further reduce the exchange of signalling overhead between coordinated BSs, especially in a large-scale system, a new algorithm used to update the downlink power based on the statistical channel information is developed by exploiting the property of a massive MIMO system. Numerical results validate the effectiveness of our proposed schemes and show that both the spectral efficiency and the energy efficiency can be simultaneously improved traditional downlink coordinated schemes, especially in the middle-high transmit power region.

The remainder of this paper is organized as follows. The system model is described in Section II. Section III reveals the dual uplink form of the primal optimization problem via some necessary optimization transformations. An effective optimization algorithm based on instantaneous channel information is proposed in Section IV by exploiting the newly derived uplink-downlink duality. An extended effective optimization algorithm based on statistical channel information is further proposed in Section V to reduce the overhead of information exchange between coordinated BSs. In Section VI, numerical evaluations of these algorithms are carried out and conclusions are finally drawn in Section VII.

The following notations are used throughout this paper. Bold lowercase and uppercase letters represent column vectors and matrices, respectively. The superscripts $(\cdot)^H$, and $(\cdot)^{-1}$ represent the conjugate transpose operator, and the matrix inverse, respectively. $||A||$ denotes the Euclidean norm for vectors and the Frobenius norm of matrix $A$. The probability density function (pdf) of a circular complex Gaussian random vector with mean $\mu$ and covariance matrix $\Sigma$ is denoted as $CN(\mu, \Sigma)$. The function $cell(x)$ rounds the elements of $x$ to the nearest integers greater than or equal to $x$. The function $floor(x)$ rounds the elements of $x$ to the nearest integers less than $x$. $(x,y)_+$ $= \max(x,y)$. $\mathbb{I}_N$ denotes $N$ dimensions column vector with all elements equal one and $\rightarrow_{as}$ denotes almost sure convergence.

II. System Model

Consider a $K$-cell MU-MISO downlink system where the BS in cell $j$ ($j = 1, \ldots, K$) is equipped with $M_j$ transmit antennas and serves $N_j$ single-antenna user. We assume $M_j \geq N_j, \forall j$, thus, user scheduling is not taken into account. Let the $k$-th user in cell $j$ be User-$(j,k)$ and the BS in cell $m$ be BS-$m$, respectively. Then, the received signal of the User-$(j,k)$ is denoted as

$$ y_{j,k} = \sum_{m=1}^{K} h_{m,j,k}^H \sum_{n=1}^{N_j} \sqrt{p_{m,n}} w_{m,n} x_{m,n} + z_{j,k}, \tag{1} $$

where $h_{m,j,k} \in \mathbb{C}^{M_m \times 1} = \sigma_{m,j,k} \tilde{h}_{m,j,k}$ denotes the flat fading channel coefficient from BS-$m$ to User-$(j,k)$, in which $\sigma_{m,j,k}$

\footnote{For time division duplex (TDD) system, the transmitters can estimate the channels from the sounding signals received in the reverse link. For frequency division duplex (FDD) system, the transmitters are provided with quantized CSI via feedback.}
represents the large-scale channel information from BS-m to User-\((j, k)\), and \(R_{m,j,k}\) has i.i.d. complex entries of zero mean and variance \(\frac{1}{\alpha_m}\) [26], [28], \(w_{j,k} \in \mathbb{C}^{M_{k} \times 1}\) denotes the unit-norm beamforming vector for User-\((j, k)\), \(p_{j,k}\) and \(x_{j,k}\) denote respectively the transmit power and the information signal intended for User-\((j, k)\), and \(z_{j,k}\) is a zero-mean circularly symmetric complex Gaussian random noise with power spectrum density \(\alpha_{n,j,k}^2\). Without loss of generality, in the rest of our paper, we assume that each BS serves the same number of users in each cell, i.e., \(N_j = N, \forall j\).

For notational convenience, define \(\overline{R}_{m,n} = \frac{H_m[n_j]}{\sqrt{\mathbb{E}[|w_{n}|^2]}}\) as the normalized channel flat fading coefficient from BS-\(n\) to User-\((m, j)\), where \(\mathbb{E}[\cdot]\) represents the occupied bandwidth, \([\cdot]\) and \(\langle\cdot\rangle\) denote respectively the function ceil (\(\cdot\)) and the function floor (\(\cdot\)), \(n = 1, \ldots, \mathcal{N}\), \(m = 1, \ldots, N\). Then, the instantaneous rate of User-\((m, j)\) is calculated as
\[
\overline{\gamma}_m = \mathbb{W} \log \left(1 + \frac{p_m}{\sum_{n=1, n \neq m}^{\mathcal{N}} p_n \|\overline{R}_{m,n} w_n\| + 1}\right) + 1,
\]
where \(\overline{\gamma}_m\) denotes the SINR of User-\((m, j)\) and is given as
\[
\overline{\gamma}_m = \mathbb{W} \log \left(1 + \frac{p_m}{\sum_{n=1, n \neq m}^{\mathcal{N}} p_n \|\overline{R}_{m,n} w_n\|^2 + 1}\right),
\]
with \(p_m = P_j, \forall j \in \mathbb{K}\) and \(w_m = w[m, m-N]\) denoting the transmit power and transmit beamforming vector for User-\((m, j)\), respectively. In this paper, the EE of interest is defined as the ratio of the weighted sum rate to the total power consumption, given by
\[
\mathcal{J}(w, p) = \frac{\sum_{m=1}^{\mathcal{N}} \alpha_m \overline{\gamma}_m}{\xi \sum_{m=1}^{\mathcal{N}} p_m + \sum_{j=1}^{K} (M_j P_j + P_0)},
\]
where \(w\) denotes the collection of all beamforming vectors, \(p = [p_1, \ldots, p_m, \ldots, p_{\mathcal{K}}]^T\), \(\xi \geq 1\) is a constant which accounts for the inefficiency of the power amplifier, \(P_j\) is the constant power consumption per antenna which includes the power dissipations in the transmit filter, the mixer, the frequency synthesizer, and the digital-to-analog converter, \(P_0\) is the basic power consumed at the BS which is independent of the number of transmit antennas\(^3\) [36], \(\alpha_m = \mathcal{W} m, m-N\) denotes the weighting factor that is used to represent the priority of User-\((m, j)\), \(m - N\) in the system, which is typically included to achieve a certain fairness index among the users. For example, to obtain the proportional fairness, we can set \(\alpha_m = \frac{1}{R_{m}}\), where \(R_{m}\) is the average data rate of User-\((m, j)\) in the previous time slots [42], [43].

In order to balance the SE and the EE, our goal is to maximize the EE of the \(K\)-cell MU-MISO downlink transmission system subject to some predefined user rate requirements and per-BS transmit power constraints, i.e.,
\[
\max_{w,p} \quad \mathcal{J}(w, p) \\
\text{s.t.} \quad \sum_{m=(j-1)N+1}^{jN} p_m \leq P_j, \forall j \in \mathbb{K}, \\
\overline{\gamma}_m \geq \gamma_{m}, \|w_m\| = 1, p_m \geq 0, \forall m \in \mathbb{U}, \\
\sum_{m=1}^{\mathcal{N}} p_m \leq \beta K, \beta^* \leq \beta \leq 1,
\]
where \(\mathbb{K} = \{1, \ldots, K\}, \mathbb{U} = \{1, \ldots, \mathcal{N}\}, P_j\) is the transmit power constraint of BS-\(j\), and \(\gamma_{m}\) represents the target SINR of User-\((m, j)\). Note that, different from the EE optimization problem considered in the existing literature [14]–[19], the per-user minimum rate requirements are considered in our problem formulation making more challenging. In what follows, we attempt to find its solution from the perspective of uplink-downlink duality and then design an effective algorithm. Also, it is worth mentioning that though there is a feasibility issue in the above optimization problem (5), it is similar to the power minimization problem subject to a given minimum target rate demand set as in [34]. Throughout this paper, we assume that the set of per-user target rate requirements is feasible and only focus on finding the solution to the problem.

### III. Problem Transformations

It is easy to understand that problem (5) is non-convex in the optimization variables and therefore it is difficult to find the globally optimal solution, since the user rate is non-convex in general for the MISO interference channel. Furthermore, the objective function in a fractional form brings more obstacles to solve the problem directly. In what follows, we focus on finding an efficient optimization method to solve problem (5) by extending the conventional uplink-downlink duality with reformulating it into the following form based on the per-BS constraints.

\[
\max_{w,p,\beta} \quad \mathcal{J}(w, p, \beta) \\
\text{s.t.} \quad \sum_{m=(j-1)N+1}^{jN} p_m \leq P_j, \forall j \in \mathbb{K}, \\
\overline{\gamma}_m \geq \gamma_{m}, \|w_m\| = 1, p_m \geq 0, \forall m \in \mathbb{U}, \\
\sum_{m=1}^{\mathcal{N}} p_m \leq \beta K, \beta^* \leq \beta \leq 1,
\]
where $\beta$ is a newly introduced auxiliary variable, $\beta^*$ denotes the ratio of the minimum total transmit power that needs to satisfy the target SINR constraints to the total power constraints$^4$, and

$$
\bar{g}(\mathbf{w}, \mathbf{p}, \beta) = \frac{\sum_{m=1}^{N} \alpha_m \bar{R}_m}{\xi \beta \sum_{j=1}^{K} P_j + \sum_{j=1}^{K} (M_j P_c + P_0)}.
$$

The equivalent relation between problem (5) and problem (6) is given by the following theorem.

**Theorem 1:** Problems (5) and (6) have the same optimal objective value and the same optimal solutions.

**Proof:** Let $\mathbf{w}^{opt}$ and $\mathbf{p}^{opt}$ be the optimal solution to problem (5) and let $\tilde{\mathbf{w}}^{opt}$, $\tilde{\mathbf{p}}^{opt}$ and $\tilde{\beta}^{opt}$ be the optimal solution to problem (6), respectively. One can easily prove by contradiction that $\sum_{m=1}^{N} \tilde{p}_m^{opt} = \tilde{\beta}^{opt} \sum_{j=1}^{K} P_j$. Otherwise, $\tilde{\beta}^{opt}$ can be scaled down to achieve a better objective value. On the one hand, it is easy to know that $\mathbf{w}^{opt}$ and $\tilde{\mathbf{w}}^{opt}$ are also a feasible solution to problem (5) due to the fact that the constraint sets of problem (5) is a subset of the constraint sets of problem (6). On the other hand, let $\bar{\beta} = \frac{1}{K} \sum_{j=1}^{K} P_j$, recalling the per-BS transmit power constraints, we have $0 \leq \bar{\beta} \leq 1$ and easily know that $\mathbf{w}^{opt}$ and $\tilde{\mathbf{w}}^{opt}$ are also a feasible solution to problem (6) in conjunction with the rate constraints. With these two observations, we can prove by contradiction that $\tilde{f}(\mathbf{w}^{opt}, \mathbf{p}^{opt}) = \bar{g}(\tilde{\mathbf{w}}^{opt}, \tilde{\mathbf{p}}^{opt}, \tilde{\beta}^{opt})$ must hold and the same objective is achieved with the same beamforming and power solution. Otherwise, the objective with a lower value can be improved by replacing the beamforming matrix and power vector with the solution of the other problem, which contradicts the assumption that these two objective values are both optimal ones.

It is easy to verify that the achievable objective value of (6) monotonically increases with the auxiliary variable $\beta$ in the range $\beta^* \leq \beta \leq \tilde{\beta}^{opt}$, and monotonically decreases with the auxiliary variable $\beta$ in the range $\tilde{\beta}^{opt} \leq \beta \leq 1$. Thus the optimal value of $\beta$ can be efficiently obtained through a one dimension search method such as the simulated annealing algorithm, or the hill-climbing method in the range $\beta^* \leq \beta \leq 1$ [44], [45]. Based on these analysis, in what follows, the original EE optimization problem is first transformed into a sum-rate maximization problem subject to per-BS transmit power constraints, per-user target rate requirements and additional sum power consumption, i.e., (8), where the value of the auxiliary variable $\beta$ is fixed. Then, we solve iteratively (8) by updating $\beta$ via a one dimension search method to obtain the solution to the energy efficiency optimization problem (6).

$^4$The value of $\beta^*$ can be determined by solving a power minimization problem (PMP) subject to the same per-BS transmit power constraints and the same per-user minimum rate demand constraints [34]. Note that the solution to the PMP is not necessarily the solution to problem (5) [17], [18].

$^5$Note that the interior point method requires the twice continuously differentiable property, however, the function $\psi(\lambda)$ is a convex function but is not necessarily differentiable, so the interior point method cannot be used to solve the problem of interest.
where \( p^{(s)} \) is the optimal solution of problem (9) with fixed parameters \( \lambda = \tilde{\lambda} \) and \( \beta \).

The conventional uplink-downlink duality theory in [49], [50] shows that problem (9) is dual to the following virtual uplink problem:

\[
\max_{\mathbf{w}, \mathbf{q}} \sum_{m=1}^{N} q_m \tilde{R}_m
\]

subject to

\[
\sum_{m=1}^{N} q_m \geq \gamma_m, \quad ||\mathbf{w}_m|| = 1, \quad q_m \geq 0, \quad \forall m \in \mathbb{U},
\]

\[
\sum_{m=1}^{N} q_m \leq \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j,
\]

where \( \mathbf{q} \in \mathbb{R}_{++}^{N \times 1} \) denotes the virtual uplink transmit power vector with \( q_m = q(\frac{\mathbb{N}}{\mathbb{N}}, m - N \lceil \frac{\mathbb{N}}{\mathbb{N}} \rceil) \), and \( \tilde{R}_m = \tilde{R}(\frac{\mathbb{N}}{\mathbb{N}}, m - N \lceil \frac{\mathbb{N}}{\mathbb{N}} \rceil) \) denotes the virtual uplink rate of User-\( m \), and is given by

\[
\tilde{R}_m = \mathbb{W} \log \left( 1 + \frac{\gamma_m}{\mathbb{N}} \right),
\]

where \( \gamma_m = \gamma(\frac{\mathbb{N}}{\mathbb{N}}, m - N \lceil \frac{\mathbb{N}}{\mathbb{N}} \rceil) \) denotes the virtual uplink SINR of User-\( m \), and is calculated as

\[
\gamma_m = \frac{q_m \| \tilde{H}_{m,n} \| \mathbf{w}_m \|^2}{\sum_{n=1, n \neq m}^{N} q_n \| \tilde{H}_{m,n} \| \mathbf{w}_m \|^2 + \tilde{\lambda}_m}.
\]

Adding the term \( q_m P_m \| \tilde{H}_{m,m} \| \mathbf{w}_m \|^2 \) on both sides of (15) and summing with respect to the subscript \( m \), we have

\[
\sum_{m=1}^{N} \tilde{\lambda}_m P_m = \sum_{m=1}^{N} q_m.
\]

The above equalities can be used to calculate the downlink power solution from the corresponding uplink solution.

IV. JBOPA ALGORITHM WITH INSTANTANEOUS CHANNEL INFORMATION

In this section, we focus on finding the solution to the rate constrained EE maximization problem (5). Section III has revealed that solving (5) is equivalent to iteratively solving the extended WSRMax problem (8) for fixed \( \beta \) and searching for the optimal value of \( \beta \), which can be further recast to solve the virtual uplink problem (11).

A. Algorithm Design

It is well known that the optimal receiver beamforming vector that maximizes the uplink SINR expressed in (13) is the MMSE filter, which is in general calculated as\(^6\) [50]

\[
\mathbf{w}_m = \frac{(\Sigma_m + \tilde{\lambda}_m I)^{-1} \tilde{H}_{m,m}}{(\Sigma_m + \tilde{\lambda}_m I)^{-1}}, \quad \forall m \in \mathbb{U},
\]

where \( \Sigma_m = \sum_{n=1, n \neq m}^{N} q_n \tilde{H}_{m,n} \tilde{H}_{m,n}^H \). In what follows, we focus on the maximization over \( \mathbf{q} \) of problem (11) for fixed \( \mathbf{w} \) and \( \beta \) that can be formulated as follows:

\[
\min_{\mathbf{q}, \mathbf{f}} \prod_{m=1}^{N} (1 + \gamma_m)^{-q_m}
\]

subject to

\[
\gamma_m \geq \gamma_m, \quad \gamma_m \geq \gamma_m, \quad q_m \geq 0, \quad \forall m \in \mathbb{U},
\]

\[
\sum_{m=1}^{N} q_m \leq \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j,
\]

\(^6\)Note that though the constants \( P_0 \), \( P_c \) and \( \zeta \) which model the power consumption in transceiver circuits and the power amplifier efficiency affect the energy efficiency through the denominator of the energy efficiency defined in (4), \( P_0 \) and \( P_c \) are independent of the expression of the normalized beamformer \( \mathbf{w} \), as shown in (17). In other words, they are only related with the search over \( \beta \) and thus has an impact on the value of energy efficiency. It also means that a possible mismatch between the true value of \( P_c \), \( P_0 \) and the value that is used to design the proposed beamformer only impacts the value of energy efficiency but does not impact the expression of the beamformer. Furthermore, it is worth mentioning that the considered problem (5) is more complex than the energy efficient design in [15]–[19] where the user rate requirements is not taking into account. Different from them, we solve the complex energy efficiency optimization problem from the perspective of uplink-downlink duality by iteratively updating an auxiliary variable. In addition, we would like to point out that the solution of the beamforming vector \( \mathbf{w} \) given by (17) is the optimal receiver to the dual problem (11) of the extended WSRMax problem with a fixed \( \beta \), as a result \( \zeta \) is not included in the structure of the normalized beamformer \( \mathbf{w} \).
where \( \tilde{\gamma} \) denotes the collection of the auxiliary variables \( \{\tilde{\gamma}_m\} \). The optimization problem (18) is a signomial optimization problem and is non-convex in general. Fortunately, note that, all constraints are monomial function in problem (18). If therefore the objective function can reformulated as a monomial function, problem (18) become a GP problem in standard form. Motivated by this observation, a successive convex approximation approach is first presented in the following proposition, for the proof please see [52].

Lemma 1: Let \( \phi(\gamma) = \kappa \gamma^\vartheta \) be a function used to approximate function \( \varphi(\gamma) = 1 + \gamma \), near the point \( \tilde{\gamma} \). The parameters \( \kappa \) and \( \vartheta \) of the best monomial local approximation are given by

\[
\vartheta = \frac{\tilde{\gamma}}{1 + \tilde{\gamma}}, \quad \kappa = \frac{1 + \tilde{\gamma}}{\tilde{\gamma}^\vartheta},
\]

and \( \phi(\gamma) < \varphi(\gamma), \forall \gamma > 0 \).

To overcome the non-convex nature of problem (18), we start with reformulating problem (18) by applying the local approximation of Lemma 1 in its objective function, yielding

\[
\min_{\gamma} \prod_{m=1}^{\mathcal{N}} \tilde{\gamma}_m^{	ext{q}_m - \text{q}_m^*} \tilde{\gamma}_m^* \quad \text{s.t.} \quad \tilde{\gamma}_m \geq \gamma_m, \quad \gamma_m \geq 0, \forall m \in \mathbb{U},
\]

\[
\sum_{m=1}^{\mathcal{N}} \text{q}_m \leq \sum_{j=1}^{\mathcal{K}} (\lambda_{j, \vartheta} + \beta \lambda_{j, K+1}) P_j,
\]

\[
(1 - \delta) \tilde{\gamma}_m \leq \tilde{\gamma} \leq (1 + \delta) \tilde{\gamma}_m, \forall m \in \mathbb{U},
\]

where \( \delta \) is a small constant used to control the desired approximation accuracy, typically set to be \( \delta = 0.1 \). Notice that problem (20) is lower bound problem of the original problem (18) that is difficult to solve directly. It has been proven in [53] that problem (20) can be reformulated as a convex GP problem in standard form by using jointly the logarithmic change of the variable and a logarithmic transformation of the objective function and constraints, respectively. In other words, problem (20) can be easily solved by using the powerful GP optimization tool packets [54]. Furthermore, the results in [52] have shown that by starting from an initial point, we can search for a close local optimum by solving a sequence of GPs that locally approximate the original problem (18).

Based on the above analysis, an effective JBOPA optimization algorithm is developed to solve the virtual uplink problem (8) with fixed \( \beta \) and is summarized as Algorithm 1.

\[\text{Algorithm 1. JBOPA Algorithm With Instantaneous Channel Information}\]

1: Initialize the uplink transmit power \( \text{q}_0 \) and the beamformers \( \text{w}_0 \) such that the SINR constraints and the power constraint are satisfied, and calculate the approximation point \( \tilde{\gamma}_0 \) with \( \text{q}_0 \) and \( \text{w}_0 \).

2: Initialize the auxiliary variable \( \lambda_\text{q} \), \( \text{q}_\text{w} = 0 \), \( \text{R}_\text{w} = 0 \), \( \tilde{\gamma}_\text{w} = \text{w}_0 \), and \( \text{q}_\text{w} = \text{w}_0 \).

3: Calculate the approximation constants with (19) and \( \tilde{\gamma}_\text{w} \).

4: If \( \max_m \left| \frac{\tilde{\gamma}_\text{w} - \tilde{\gamma}_\text{w}}{\text{q}_\text{w} - \text{w}_\text{w}} \right| \leq \zeta \), then let \( \tilde{\gamma}_\text{w} = \text{q}_\text{w} \) and \( \text{q}_\text{w} = \text{w}_\text{w} \), and go to step 6, otherwise, let \( \tilde{\gamma}_\text{w} = \text{q}_\text{w} \) and \( \text{q}_\text{w} = \text{w}_\text{w} \), and go to step 3.

5: Update the beamformers \( \text{w} \) with \( \text{q}_\text{w} \) and (17), then obtain \( \text{w}_\text{w} \), \( \text{q}_\text{w} \), \( \text{R}_\text{w} \), and \( \text{q}_\text{w} \).

6: Judge whether the stop criterion of the ellipsoid method is satisfied or not. If yes, then stop the loop, otherwise update the auxiliary variables \( \lambda \) with \( \text{w}_\text{w} \), \( \text{q}_\text{w} \) and \( \tilde{\gamma}_\text{w} \) by using the ellipsoid method, then obtain the updated \( \lambda_\text{q} \) and \( \text{q}_\text{w} \) and go to step 3.

problem, we need to iteratively run Algorithm 1 to obtain the solution of \( \beta \) by using a one dimension search method that usually only requires a limited number of iterations. Let \( O \) be the computational complexity of Algorithm 1, the computational complexity of our proposed EE maximization algorithm is \( O(N_d O) \) where \( N_d \) is the required number of iterations in searching for an optimal \( \beta \) [44], [45].

### B. Downlink Transmit Power Computation

It is necessary to point out that the sub-gradient given in (10) is calculated based on a given downlink transmit power \( p \). Therefore, it is important to compute the downlink transmit power from the obtained uplink transmit power \( q \) and transmit beamforming vector \( w \). Combining (14) with (16), we have

\[
\gamma_m = \gamma_m^*, \forall m \in \mathbb{U},
\]

\[
\sum_{m=1}^{\mathcal{N}} \gamma_m p_m = P_{\text{max}},
\]

where \( P_{\text{max}} = \sum_{m=1}^{\mathcal{N}} q_m \). After some basic manipulations, we have

\[
p = D G p + D \mathbf{1} \gamma,
\]

\[
\sum_{m=1}^{\mathcal{N}} \gamma_m p_m = P_{\text{max}},
\]

Remark 1: Note that when the value of \( \beta \) equals to one, Algorithm 1 is equivalent to solving the conventional WSRMax problem. In order to solve the original EE maximization

\[\text{Remark 1: Note that when the value of } \beta \text{ equals to one, Algorithm 1 is equivalent to solving the conventional WSRMax problem. In order to solve the original EE maximization}\]
where matrices $G$ and $D$ are given by, respectively

$$[G]_{m,n} = \begin{cases} 0, & m = n, \\ \|H_{m,n}^H w_n\|^2, & m \neq n. \end{cases}$$

(23)

$$[D]_{m,n} = \begin{cases} \gamma m, & m = n, \\ 0, & m \neq n. \end{cases}$$

(24)

Multiplying both sides of (22a) by $\tilde{\lambda}^T = [\tilde{\lambda}_1, \ldots, \tilde{\lambda}_m, \ldots, \tilde{\lambda}_N]^T$ and using (22), we have

$$1 = \frac{1}{P_{max}} \tilde{\lambda}^T DG \rho + \frac{1}{P_{max}} \tilde{\lambda}^T D1_N.$$  

(25)

Defining an extended power vector $\bar{\rho} = [\rho, 1]$ and an extended coupling matrix

$$Q(w, \tilde{\lambda}, \gamma, P_{max}) = \begin{bmatrix} DG & D1_N \\ \frac{1}{P_{max}} \tilde{\lambda}^T DG & \frac{1}{P_{max}} \tilde{\lambda}^T D1_N \end{bmatrix}.$$  

(26)

Thus, we have the following eigensystem by combining (22a) and (26):

$$\bar{\rho} = Q(w, \tilde{\lambda}, \gamma, P_{max}) \bar{\rho}, \text{ with } \bar{\rho}_{N+1} = 1.$$  

(27)

According to the conclusions in [51], we can easily obtain the optimal power vector $\bar{\rho}$ as the first components of the dominant eigenvector of $Q(w, \tilde{\lambda}, \gamma, P_{max})$, which can be scaled so that its last component equals one.

C. Algorithm Convergence and Complexity Analysis

Notice that at each iteration the achieved virtual uplink energy efficiency is monotonically non-decreasing due to the fact that steps 3 and 5 in Algorithm 1 all aim to maximize the objective function in problem (7), i.e., $\tilde{\psi}(0) \leq \tilde{\psi}(1) \leq \ldots \leq \tilde{\psi}(m) \leq \ldots$. Since the achievable rate region under the sum power constraint is bounded, the convergence of Algorithm 1 is guaranteed by the monotonic convergence theorem [56]. Meanwhile, the studies in [46] have revealed that the convergence of the proposed update method based on the sub-gradient ellipsoid method for the auxiliary variables $\tilde{\lambda}$ is guaranteed to minimize $\psi(\lambda)$. Thus, the convergence of the whole algorithm is guaranteed and the convergence speed of our proposed algorithm is similar with that of the proposed algorithm developed in [46]. It is easy to see that the major computational load involes steps 3 and 5 in Algorithm 1. The GP operation at step 3 fortunately has very fast convergence speed and low computational complexity [53]. The matrix inversion at step 5 can be computed efficiently with $O(M^{2.736})$ [55].

V. JBOPA ALGORITHM WITH STATISTICAL CHANNEL INFORMATION

In this section, the joint beamforming optimization and power allocation are studied based on the statistical channel information to reduce the frequency of power updates and the overhead of signal exchange between coordinated BSs.

The results in [26]–[28] have shown that the SINR of each user converges to different deterministic values when BS is equipped with a large number of transmit antennas. In what follows, these observations can be used to obtain an approximated power allocation problem related only to the statistical channel information which is used to optimize the transmit power. By plugging (17) in the expression of the virtual uplink SINR of User $(m/N, m - N(m/N))$, the asymptotic approximation for $\bar{\gamma}_m$ is given in the following Theorem 2.

**Theorem 2:** The instantaneous random variable $\bar{\gamma}_m$ can be approximated by a deterministic quantity $\bar{\gamma}_m$ such that $\bar{\gamma}_m - \bar{\gamma}_m \xrightarrow{a.s.} 0$ as the system dimension $M \rightarrow \infty$. $\bar{\gamma}_m$ is given by:

$$\bar{\gamma}_m = \frac{q_m \sigma^2_{m,m}}{\sigma^2_{m,m}} M \Sigma_m \left(\tilde{\lambda}_m\right).$$  

(28)

where $\Sigma_m = \sum_{n=1, n \neq m}^N q_n \tilde{\rho}_{m,n} \tilde{\rho}_{m,n}^H$, and $\Sigma_m (\cdot)$ denotes the Stieltjes transform of the matrix $\Sigma_m$ evaluated at the point $z$. Also, $\bar{\gamma}_m$ can be obtained by solving the following fixed-point equation

$$\bar{\gamma}_m = \frac{1}{\alpha^2} \bar{\gamma}_m + \frac{1}{M} \sum_{n=1}^N \frac{q_n \sigma^2_{m,m}}{\sigma^2_{m,m}} + \frac{q_n \sigma^2_{m,m}}{\sigma^2_{m,m}} \bar{\gamma}_m.$$  

(29)

**Proof:** Please refer to Appendix A.

In order to reduce the overhead of signal exchange between coordinated BSs and apply the conclusion obtained in Theorem 2, in the sequel, we resort to achieve the power allocation solution by solving an approximated new power allocation problem directly defined as (30) which only relies on the large scale fading coefficients in place of solving problem (11) which is related with the instantaneous CSI.

$$\max_q \sum_{m=1}^N \alpha_m \log_2 \left(1 + \bar{\gamma}_m\right)$$

s.t. $\bar{\gamma}_m \geq \gamma_m, q_m \geq 0, \forall m \in \mathbb{U},$

$$\sum_{j=1}^K q_m \leq \sum_{j=1}^K \left(\lambda_j + \beta \lambda_{j+1}\right) P_j.$$  

(30)

In this subsection, both the number of transmit antennas $M_j$ and the number of serving users per cell $N$ go to infinity while the ratio (load factor) $\lim_{N \to \infty} \frac{N}{M_j}$ remains bounded, i.e., the notation $M_j \rightarrow \infty$ denotes that both $M_j$ and $N$ become large, while $\lim \inf \frac{N}{M_j} = 0$ and $\lim \sup \frac{N}{M_j} < \infty, \forall j \in \{26, 28\}$.

In what follows, we assume that the target SINR $\gamma_m, \forall m$ are achievable in the communication system with statistical CSI.
Defining \( q_m = \frac{\sigma^2}{s_{m}} M_{\Sigma_{m}} (\tilde{\lambda}_{m}) \), \( \forall m \), problem (30) is then reformulated as follows:

\[
\min_q \left\{ \sum_{m=1}^{N} \alpha_m \log_2 (1 + q_m \varphi_m) \right\} \\
\text{s.t. } q_m \geq \frac{\gamma_m}{\varphi_m}, q_m \geq 0, \forall m \in U, \\
\sum_{m=1}^{N} q_m \leq \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j. 
\]

(31)

It is easy to verify that problem (31) is convex and thus can be tackled using standard convex approaches [45]. Particularly, the power constraint meets with equality in the optimal solution. The corresponding Lagrange function is given by

\[
\mathcal{L} (q, \xi, \zeta) = - \sum_{m=1}^{N} \alpha_m \log_2 (1 + q_m \varphi_m) - \sum_{m=1}^{N} \xi_m \left( \frac{\gamma_m}{\varphi_m} - q_m \right) \\
+ \zeta \left( \sum_{m=1}^{N} q_m - \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j \right),
\]

(32)

where \( \xi \) and \( \zeta \) are respectively the Lagrange multipliers associated with the SINR constraints and the power constraint. The Karush-Kuhn-Tucker (KKT) conditions are then given by

\[
\begin{align*}
q_m \geq \frac{\gamma_m}{\varphi_m}, & \quad q_m \geq 0, \quad \xi_m \geq 0, \quad \zeta \geq 0, \quad \text{(33a)} \\
- \frac{\alpha_m \varphi_m}{(1 + q_m \varphi_m) \ln(2)} - \xi_m + \zeta = 0, & \quad \text{(33b)} \\
\xi_m \left( \frac{\gamma_m}{\varphi_m} - q_m \right) = 0, & \quad \text{(33c)} \\
\sum_{m=1}^{N} q_m = \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j. & \quad \text{(33d)}
\end{align*}
\]

Note that \( \zeta \geq 0 \) acts as a slack variable in the last equation and therefore can be removed. The above equations are rewritten as

\[
\begin{align*}
q_m \geq \frac{\gamma_m}{\varphi_m}, & \quad \zeta \geq 0, \quad \text{(34a)} \\
- \frac{\alpha_m \varphi_m}{(1 + q_m \varphi_m) \ln(2)} \leq \zeta, & \quad \text{(34b)} \\
\zeta \left( \frac{\gamma_m}{\varphi_m} - q_m \right) = 0, \quad & \quad \text{(34c)} \\
\sum_{m=1}^{N} q_m = \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j. & \quad \text{(34d)}
\end{align*}
\]

Using a similar approach as in [45, pp. 245–246], we have

\[
q_m = \left\{ \begin{array}{ll}
\frac{\alpha_m}{\ln(2) \varphi_m} - 1, & \gamma_m \leq \alpha_m \varphi_m (1 + \gamma_m) \ln(2), \\
\frac{\gamma_m}{\varphi_m}, & \alpha_m \varphi_m (1 + \gamma_m) \ln(2), \\
\end{array} \right.
\]

(35)

or, simply expressed as \( q_m = \left( \frac{\alpha_m}{\ln(2) \varphi_m} - 1 \right) \frac{\gamma_m}{\varphi_m} \). Substituting this expression into the condition (34d), it yields

\[
\sum_{m=1}^{N} \left( \frac{\alpha_m}{\ln(2) \varphi_m} - 1 \right) \frac{\gamma_m}{\varphi_m} = \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j - \zeta \left( \sum_{m=1}^{N} q_m - \sum_{j=1}^{K} (\lambda_j + \beta \lambda_{K+1}) P_j \right),
\]

(36)

It is seen that the power solution in the energy-efficient large-scale system is water-filling-like power allocation algorithm. As noted in Proposition 1 and Algorithm 1 the update of auxiliary variables \( \lambda \) needs to know the downlink transmit power \( p \) obtained with \( \tilde{p} = Q (w, \tilde{\lambda}, \tilde{\omega}, P_{\text{max}}) \tilde{p} \). A similar procedure for analyzing the instantaneous random variable \( \tilde{\gamma}_m \) can be applied to the matrices \( G \) and \( D \) such that \( [G]_{m,n} \rightarrow 0 \) and \( [D]_{m,n} \rightarrow 0 \), as the system dimension \( M \) \( \rightarrow \infty \), \( \forall m, n \), the element \( [G]_{m,n} \) is given by

\[
[G]_{m,n} = \left\{ \begin{array}{ll}
0, & m = n, \\
\frac{\sigma^2}{\ln(2) s_{m}^2} \sum_{n=1}^{N} \phi_n (q), & m \neq n.
\end{array} \right.
\]

(37)

and the element \( [D]_{m,n} \) is given by (38), shown at the bottom of the page, where \( \phi_n (q) = \tilde{\gamma}_n \tilde{\omega}_n \tilde{s}_n \sigma^2 / \ln(2) s_{m}^2 \) and \( \Sigma_{m} (-\tilde{\lambda}_{m}), \forall m \).

Proof: Please refer to Appendix A. ■

In what follows, in order to realize the ideas of power allocation based on statistical channel information, the extended coupling matrix \( Q (w, \tilde{\lambda}, \tilde{\omega}, P_{\text{max}}) \) is approximated by the following matrix.

\[
Q (w, \tilde{\lambda}, \tilde{\omega}, P_{\text{max}}) = \left[ \begin{array}{ccc}
D & G & \tilde{D}
\end{array} \right], 
\]

(39)

\[
[\tilde{D}]_{m,n} = \left\{ \begin{array}{ll}
\frac{\sigma^2 \ln(2) s_{m}^2}{\alpha_m} \left( \tilde{\gamma}_m + \frac{1}{\ln(2) s_{m}^2} \sum_{n=1}^{N} \phi_n (q) \right), & m = n, \\
0, & m \neq n.
\end{array} \right.
\]

(38)
Algorithm 2. JBOPA Algorithm With Statistical Channel Information

1: Initialize the uplink transmit power \( q^{(0)} \) by solving the PMP such that the SINR constraints and the power constraint are satisfied.
2: Initialize the auxiliary variable \( \lambda^{(s)} \), let \( \Upsilon^{(s)} = 0 \) and \( q^{(s)} = q^{(0)} \), and compute the objective values of problem (31) with \( q^{(s)} \) and \( \lambda^{(s)} \), then obtain \( \varrho^{(s)} \).
3: Solve problem (36) with \( q^{(s)} \), \( \lambda^{(s)} \) and \( \beta \), and then obtain \( q^{(ss)} \), and compute the objective values of problem (31) with \( q^{(ss)} \) and \( \lambda^{(s)} \), then obtain \( \varrho^{(ss)} \) and \( \Upsilon^{(ss)} \). If \( |q^{(ss)} - q^{(s)}| \leq \eta \), let \( q^{(s)} = q^{(ss)} \), \( \Upsilon^{(s)} = \Upsilon^{(ss)} \) and then go to step 4, otherwise let \( q^{(s)} = q^{(ss)} \), \( \Upsilon^{(s)} = \Upsilon^{(ss)} \) and go to step 3.
4: Judge whether satisfying the stop criterion of the ellipsoid method or not. If yes, the stop the loop and go to step 5, otherwise update the auxiliary variables \( \lambda \) with \( q^{(ss)} \) and \( \Upsilon^{(ss)} \) by using the ellipsoid method, then obtain the updated \( \lambda^{(s)} \) and go to step 3.
5: Calculate the beamformers \( w \) with (17).

TABLE I

<table>
<thead>
<tr>
<th>( M_j ), ( N_j )</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>percentage(%)</td>
<td>62.91</td>
<td>65.85</td>
<td>69.51</td>
<td>71.49</td>
<td>72.03</td>
</tr>
</tbody>
</table>

Based on the above analysis, the power allocation problem (30) can be solved via the alternating optimization approach. To be more specific, we solve the power allocation problem (30) by sequentially fixing two of the three variables \( \beta \), \( \lambda \), \( q \) and updating the third. The details of the alternating optimization algorithm based on duality theorem that is used to solve the power allocation problem (30) with fixed \( \beta \) based on statistical channel information is summarized as Algorithm 2, where \( \rho \) and \( \varrho \) denote the large-scale system EE and the objective value of problem (31), respectively.

Remark 2: In Algorithm 2, the power allocation is optimized based on statistical channel information and thereby is carried out in a long-term timescale, in which only the large-scale channel information and a few real numbers are exchanged between the BSs. While the beamforming vector \( w_{kn} \) can be updated based on local instantaneous channel state information, i.e., \( \overline{h}_{m,n} \), \( \forall n \) and thereby on a short-term basis. Compared with Algorithm 1, the computational complexity can be significantly reduce due to the long-term timescale power allocation update. In addition, Algorithm 2 only needs one time beamforming vector computation for each change of the instantaneous CSI and only needs the local CSI to compute the beamforming vector. Table I lists the achieved SR in terms of \( 10^7 \) bps of Algorithm 1 and Algorithm 2 for several antenna configurations over 1000 random channel realizations. It is easy to see that the difference between the achieved SR of Algorithm 1 and that of Algorithm 2 decreases with an increasing number of transmit antennas indicated by the percentage between the achieved SR of Algorithm 2 and that of Algorithm 1.

VI. Numerical Results

In this section, we investigate the performance of the proposed JBOPA algorithms via numerical simulations. We consider a cooperative cluster of \( K = 3 \) hexagonal adjacent cells each consisting of one BS and multiple users. In cell \( j \), BS-\( j \) is equipped with \( M \) transmit antennas and serves \( N \) single antenna users. The cell radius is set to 500 m and each user randomly locates in the cooperation region and has a least 400 m distance from its serving BS as shown in Fig. 1. The channel vector \( h_{m,j,k} \) from BS-\( m \) to User-\( (j,k) \) is generated based on the formulation \( h_{m,j,k} = \beta_{m,j,k} h_{m,j,k}^w \), where \( h_{m,j,k}^w \) denotes the small scale fading part and is assumed to be Gaussian distributed with zero mean and variance \( \frac{1}{M} \), and \( \beta_{m,j,k} \) denotes the large scale fading factor which in decibels is given as \( 10 \log_{10} (\beta_{m,j,k}) = -38 \log_{10} (d_{m,j,k}) - 34.5 + \eta_{j,k} \), where \( \eta_{j,k} \) represents the log-normal shadow fading with zero mean and standard deviation 8 dB, \( d_{m,j,k} \) denotes the distance between the BS-\( m \) and User-\( (j,k) \) [57]. The circuit power per antenna is \( P_c = 30 \) dBm, and the basic power consumed at the BS is \( P_b = 40 \) dBm [36]. The noise power spectrum density \( \alpha_n^2 = -174 \) dBm/Hz, \( \forall j,k \) and the occupied bandwidth \( W = 10 \) MHz. For simply, we assume that each BS has the same transmit power budget \( P \), i.e., \( P_j = P, \forall j \). The noise figure is 9 dB [4]. The weighting factor \( \alpha \) and the inefficiency factor of power amplifier \( \xi \) are all set to unit.

For comparison, several related existing algorithms are also evaluated in our numerical simulations, including the
power minimization algorithm that aims to minimize the transmit power subject to the same constraints, the conventional WSRMax algorithm that aims to maximize the SE with the same constraints, the performance of an extension of the algorithm developed in [15] that is described in Appendix D, and the normalized MRT beamforming transmission with equal power allocation at each BS and subject to no rate constraints. In our simulations, the target rate of each user is set respectively to be 70% of the user rate achieved by the normalized MRT beamforming with equal power allocation.

Fig. 2 illustrates the average EE of the above coordinated beamforming algorithms for finite-size system over 1000 random channel realizations. It can be seen that our proposed Algorithm 1 achieves the best EE performance among all algorithms, with a considerable gain at the high transmit power region. It is interesting to see that the Algorithm 1 and the SRMax algorithm achieve the same EE performance in the lower transmit power region such as 26–38 dBm. This implies that in this region it is possible to simultaneously achieve the optimal EE and SE, while in other regions a reasonable tradeoff between SE and EE is desired, which is the goal of our algorithm design. The results also show that our proposed Algorithm 1 outperforms the power minimization algorithm in all regions. This suggests that the power minimization subject to rate constraints in general cannot achieve the optimal EE, in which all the achieved user rates exactly meet with the constraints. In other words, it is very possible that achieving rates greater than the constraints also bring improved SE.

Fig. 3 illustrates the average WSR performances of some coordinated beamforming algorithms for finite-size system over 1000 random channel realizations. It can be seen that Algorithm 1 and the SRMax algorithm achieve the same SE performance in the lower transmit power region. In other words, the optimal EE algorithm also achieves the optimal system SE in the lower transmit power region, and vice versa. However, in terms of the SR, in the middle-high transmit region, the SRMax algorithm achieves the best WSR performance at the cost of a certain EE loss.

Fig. 4 illustrates the average EE of the above coordinated beamforming algorithms for finite-size system over 1000 random channel realizations. It can be seen that our proposed Algorithm 1 outperforms the power minimization algorithm in all regions. This suggests that the power minimization subject to rate constraints in general cannot achieve the optimal EE, in which all the achieved user rates exactly meet with the constraints. In other words, it is very possible that achieving rates greater than the constraints also bring improved SE.
that under different levels of imperfect CSI, the EE performance achieved by Algorithm 1 is always better than that of the WSRMax Algorithm at the high transmit power region.

Fig. 5 illustrates the performance comparison of the two developed coordinated beamforming algorithms versus the number of transmit antennas over over 1000 random channel realizations, where the the ratio between the number of transmit antennas and the number of served users is set to be 16. Numerical results show that the performance achieved by the proposed Algorithm 2 is very close to that of the proposed Algorithm 1 with lower computational complexity and limited scale information between the coordinated BSs. This suggests that the proposed Algorithm 2 based on statistical state channel information is feasible for using the determination approximate expression of SINR to optimize the transmit power while the beamformers are calculated based on the instantaneous channel information.

VII. CONCLUSIONS

In this paper we have studied joint beamforming and power allocation in multicell downlink systems to maximize the system energy efficiency subject to per-BS transmit power constraints and per-user target SINR requirements. The considered objective function in fractional form is non-convex and it is hard to find the globally optimal solution. In order to obtain a tractable form, the primal problem was investigated from the viewpoint of the uplink-downlink duality by introducing some auxiliary variables. Furthermore, the uplink power allocation problem with fixed beamformers can be efficiently solved by using standard GP solvers. The convergence of the proposed JBOPA Algorithm 1 has been proven with the monotonic boundary theorem and the property of sub-gradient of convex problem. To reduce the overhead of the CSI collection, a new power allocation algorithm based on statistical channel information has been further developed. Numerical results have validated the effectiveness of our proposed schemes and shown that both SE and EE performance can be simultaneously improved over traditional downlink coordinated schemes, especially in the middle-high transmit power region.

APPENDIX

A. Related Proof

Useful Results from Random Matrix Theory: We reproduce the following Lemmas [29]–[32].

Lemma 2: Let \( x \in \mathbb{C}^N \), independent and identically distributed (i.i.d.), with zero mean and variance \( \frac{1}{N} \), \( A \in \mathbb{C}^{N \times N} \) Hermitian with bounded spectral norm whose elements are independent of \( x \), then

\[
\begin{align*}
\mathbf{E} \left[ x^H A x \right] &= \frac{1}{N} \operatorname{tr}(A) \xrightarrow{a.s.} 0. \quad (41)
\end{align*}
\]

Lemma 3: Consider an \( N \times M \) random matrix \( A = (A_{i,j})_{i=1,j=1}^{N,M} \) whose the entries are given by: \( A_{i,j} = \frac{\sigma_{i,j}}{\sqrt{M}} B_{i,j} \), where \( B_{i,j} \) is i.i.d., with the following assumptions hold.

1. The complex random variables \( B_{i,j} \) are i.i.d. with \( \mathbb{E} [B_{i,j}] = 0, \mathbb{E} [B_{i,j}^2] = 0, \mathbb{E} [B_{i,j}] = 1 \) and \( \mathbb{E} [B_{i,j}^8] < \infty \).

2. There exists a real number \( \sigma_{\text{max}} < \infty \) such that:

\[
\sup_{M \geq 1} \frac{\max_{1 \leq i \leq N} |B_{i,j}|}{\sigma_{\text{max}}} \leq 1.
\]

There exists a deterministic \( N \times N \) matrix-value function \( \Psi(z) = \text{diag}(\Psi_1(z), \ldots, \Psi_N(z)) \) analytic in \( \mathbb{C} \) such that:

\[
\frac{1}{N} \operatorname{tr} \left( AA^H - zI \right)^{-1} \xrightarrow{a.s.} 0. \quad (42)
\]

whose elements are the unique solutions of the deterministic system of \( N + M \) equations

\[
\Psi_i(z) = \frac{-1}{z \left( 1 + \frac{1}{M} \sum_{j=1}^M \sigma_{i,j}^2 \Phi_j(z) \right)}, 1 \leq i \leq N, \quad (43)
\]

\[
\Phi_j(z) = \frac{-1}{z \left( 1 + \frac{1}{N} \sum_{i=1}^N \sigma_{i,j}^2 \Psi_i(z) \right)}, 1 \leq j \leq M, \quad (44)
\]

where \( \frac{1}{N} \operatorname{tr} (\Psi(z)) \) is the Stieltjes transform [31] of the probability measure.

The values of \( \Psi_i(z) \) and \( \Phi_j(z) \), \( \forall i,j \), can be obtained by initializing them to known values and iterating over equations (43) and (44) until their values converge. Furthermore, the differential of the Stieltjes transform of the matrix \( AA^H \) can be calculated with the method used in [33].

Proof of Theorem 2: Plugging (13) in the expression of the virtual uplink SINR of User-\( \left( \bigg[ \frac{m}{M} \bigg], m \right) \), and employing Lemma 2 and Lemma 3, we have

\[
\begin{align*}
\gamma_m &= q_m \tilde{r}_{m,m}^H (\Sigma_m + \tilde{\lambda}_m I)^{-1} \tilde{h}_{m,m} \\
&\xrightarrow{a.s.} \frac{q_m \sigma_m^2}{M \left[ \frac{m}{M} \right]} \operatorname{tr} (\Sigma_m + \tilde{\lambda}_m I)^{-1} \\
&\xrightarrow{M \left[ \frac{m}{M} \right] \rightarrow \infty} \frac{q_m \sigma_m^2}{\omega_m^2} M \Sigma_m \left( -\tilde{\lambda}_m \right) \triangleq \tilde{\gamma}_m.
\end{align*}
\]
where $M_{\Sigma_m}(z)$ denotes the Stieltjes transform of the matrix $\Sigma_m$ evaluated at the point $z$ which can be computed using Lemma 3. Let $\phi_m(q) = \sum_{n=1, n \neq m}^{N} \frac{q_n \sigma_{m,n}^2}{\omega_{n}^2 + q_n \sigma_{m,n}^2}$, we can obtain the following fixed-point equation by employing Lemma 3:

$$\phi_m(q) = \frac{1}{\bar{\lambda}_m + \frac{1}{M[\frac{m}{N}]} \sum_{n=1, n \neq m}^{N} \frac{q_n \sigma_{m,n}^2}{\omega_{n}^2 + q_n \sigma_{m,n}^2} \phi_m(q)}.$$  \hspace{1cm} (46)

This completes the proof of Theorem 2.

Proof of Theorem 3: To mitigate the impact of the small scale fading coefficients on the matrix $G$, we firstly obtain the asymptotic determine expression of $\|\tilde{h}_{m,m}^{H} w_m\|^2$ and $\|\tilde{h}_{n,m}^{H} w_m\|^2$ based on the large dimension random theory. Then the asymptotic approximation of the uplink-downlink transformation matrix $G$ is obtained and is denoted as $\mathbb{G}$. Similar to the derivations of (45), we have the following two asymptotic determine expressions of $\|\tilde{h}_{m,m}^{H} w_m\|^2$ and $\|\tilde{h}_{n,m}^{H} w_m\|^2$ [28]:

$$\|\tilde{h}_{m,m}^{H} w_m\|^2 = \left( \tilde{h}_{m,m}^{H} (\Sigma_m + \bar{\lambda}_m I)^{-1/2} \right)^2 = \frac{\sigma_m^2}{M[\frac{m}{N}] \rightarrow \infty} \sum_{n=1, n \neq m}^{N} \frac{q_n \sigma_{m,n}^2}{\omega_{n}^2 + q_n \sigma_{m,n}^2} \phi_m(q).$$

where $\Sigma_m = \sum_{n=1, n \neq m}^{N} q_n \tilde{h}_{m,n} \tilde{h}_{n,m}^{H}$, $M_{\Sigma_m}(z)$ denotes the Stieltjes transform of the matrix $\Sigma_m$ evaluated at the point $z$, and $M'_{\Sigma_m}(z)$ denotes the differential of $M_{\Sigma_m}(z)$ with respect to $z$ evaluated at the point $z$ and $\phi_m(q)$ is given by

$$\phi_m(q) = \frac{-\phi_m(q)}{\bar{\lambda}_m + \frac{1}{M[\frac{m}{N}]} \sum_{n=1, n \neq m}^{N} \frac{q_n \sigma_{m,n}^2}{\omega_{n}^2 + q_n \sigma_{m,n}^2} \phi_m(q)}.$$  \hspace{1cm} (48)

By using jointly the Rank-1 perturbation Lemma [29] and Lemma 3, we have

$$\|\tilde{h}_{n,m}^{H} w_m\|^2 = \frac{\tilde{h}_{n,m}^{H} \tilde{h}_{n,m}}{\tilde{h}_{n,m}^{H} \tilde{h}_{n,m}} = \frac{\sigma_m^2}{M[\frac{m}{N}] \rightarrow \infty} \sum_{n=1, n \neq m}^{N} \frac{q_n \sigma_{m,n}^2}{\omega_{n}^2 + q_n \sigma_{m,n}^2} \phi_m(q).$$

where $\Theta_m = \sum_{k=1, k \neq m}^{N} q_k \tilde{h}_{k,m} \tilde{h}_{m,k}^{H} + \bar{\lambda}_m I$. Thus, the elements of the matrix $\mathbb{G}$ can be calculated as follows:

$$[\mathbb{G}]_{m,n} = \begin{cases} 0, & m = n, \\ \frac{\sigma_m^2}{M[\frac{m}{N}]} \left( 1 + \frac{q_m \sigma_m^2}{\omega_m^2} \phi_m(q) \right)^2, & m \neq n. \end{cases}$$  \hspace{1cm} (50)

$$[\mathbb{D}]_{m,n} = \begin{cases} \frac{\sigma_m^2}{M[\frac{m}{N}]} \left( 1 + \frac{q_m \sigma_m^2}{\omega_m^2} \phi_m(q) \right)^2, & m = n, \\ 0, & m \neq n. \end{cases}$$  \hspace{1cm} (51)

Plugging (48) in (51) yields the deterministic uplink-downlink power transformation matrix $\mathbb{G}$ in Theorem 3. This completes the proof of Theorem 3.

B. JBOPA Initialization Algorithm With Instantaneous Channel Information

Before proceeding to propose an effective method to solve problem (11), we would like to discuss the feasibility of the target SINRs in the considered systems [51]. In general, the PMP subject to SINR constraints can be adopted to validate the feasibility of some given SINR subject to transmit power constraint in wireless communications. Herein, we propose to solve the PMP that is formulated as (17) for fixed feasible target SINRs, given by

$$\min_{w, \sigma} \sum_{j=1}^{K} P_j s.t. \|\tilde{h}_{m,m}^{H} w_m\|^2 \geq \gamma_m, \forall m \in \mathbb{U}, \sum_{j=1}^{K} (1 - v_j) P_j = 0.$$  \hspace{1cm} (52)

By using the similar derivation method used in [27], [50], we can obtain the dual problem of problem (14) that is given by the following optimization problem:

$$\max_{\nu} \min_{q} \sum_{m=1}^{N} q_m s.t. \nu_m \geq \gamma_m, q_m \geq 0, \forall m \in \mathbb{U}, \sum_{j=1}^{K} (1 - v_j) P_j = 0.$$  \hspace{1cm} (53)

where $\nu_m$ denotes the SINR of User-($\frac{m}{N}$), $m - N \cdot \frac{m}{N}$) and is calculated as

$$\nu_m = \frac{q_m \|\tilde{h}_{m,m}^{H} w_m\|^2}{\sum_{n=1, n \neq m}^{N} q_n \|\tilde{h}_{n,m}^{H} w_m\|^2 + v[\frac{m}{N}]}.$$  \hspace{1cm} (54)
where \( q_m \) represents the dual uplink power of User-\((\frac{m}{N}), m = N \cdot \lfloor \frac{m}{N} \rfloor \), \( v[\frac{m}{N}] \) denotes the virtual uplink noise variance of BS-\((\frac{m}{N}) \). Similarly, it is easily known that the maximization over \( w \) in (53) can be solved explicitly for fixed power \( q \). In particular, the optimal receiver beamforming vector \( w_k \) that maximizes the SINR is the MMSE filter. According to the Sherman-Morrison identity, the MMSE receiver filter can be equivalent to the following form:

\[
w_m = \left( \Sigma_m + \nu[\frac{m}{N}] I \right)^{-1} \tilde{F}_{m,m}, \quad \forall m \in \mathbb{U}. \tag{55} \]

Bases on this, problem (53) can be equivalent to the following optimization problem by substituting the expression of beamformers \( w \) given by (55) into the target SINR constraints:

\[
\max_{\nu} \min_q \sum_{m=1}^{\mathcal{N}} q_m \\
\text{s.t.} \quad q_m \geq \frac{\gamma_m}{\nu \left( \Sigma_m + \nu[\frac{m}{N}] I \right)^{-1} \tilde{h}_{m,m}}, \quad \forall m \in \mathbb{U}, \\
\quad \sum_{j=1}^{K} (1 - v_j) P_j = 0, q_m \geq 0, \forall m \in \mathbb{U}. \tag{56} \]

It is easy to see that the inner optimization of problem (53) over variable \( q \) can be realized by using the fixed-point equation. The optimal beamforming vectors on the downlink are of the form \( \tilde{w}_m = \sqrt{P_m} w_m \), where \( \sqrt{P_m} \) is the power allocated to the beamforming vector \( w_m \) [27]. From the downlink-uplink SINR relations for all users, we have

\[
\left\{ \begin{array}{l}
\| P_m \tilde{h}_{m,m} w_m \|_2 = \sqrt{\nu} m \sum_{n=1}^{\mathcal{N}} p_n \| \tilde{h}_{n,m} w_m \|_2 + \sqrt{\nu} m, \\
\sum_{n=1, n \neq m}^{\mathcal{N}} \nu[\frac{n}{N}] P_m = \sum_{m=1}^{\mathcal{N}} q_m.
\end{array} \right. \tag{57} \]

Similarly, we have the following eigensystem

\[
\tilde{p} = Q(\tilde{w}, \tilde{\nu}, \tilde{\nu}_{\text{max}}) \tilde{p}, \quad \text{with} \quad \tilde{p}_{\nu+1} = 1, \tag{58} \]

where \( \tilde{\nu}_{\text{max}} = \sum_{m=1}^{\mathcal{N}} q_m, \tilde{\nu} \) is a \( \mathcal{N} \) dimension column vector and is defined as \( \tilde{\nu}_m = \nu[\frac{m}{N}] \), \( \forall m \). The details of the optimal uplink power allocation algorithm for finite-size system are summarized as Algorithm 3 where \( \underline{\nu} \) denotes the subgradient of variables \( \nu \) given by \( \underline{\nu} = [\underline{\nu}_1, \ldots, \underline{\nu}_j, \ldots, \underline{\nu}_K] \) with \( \underline{\nu}_j = \sum_{m=(j-1)N+1}^{jN} p_m \) and \( S_\nu = \{ \nu: \nu \geq 0, \sum_{j=1}^{K} (1 - v_j) P_j = 0 \} \) [50]. Furthermore, the convergence of Algorithm 3 can be guaranteed by the fixed function theorem [49].

### Algorithm 3. JBOPA Initialization Algorithm With Instantaneous Channel Information

1. Initialize the auxiliary variable \( \nu^{(s)} > 0, q^{(s)} = 0 \) and \( q^{(0)} = 0 \).
2. Update the virtual uplink transmit power \( q \), i.e., \( q^{(s+1)} = \frac{q^{(s)}}{h_{m}^H (\Sigma_m + \nu^{(s)}[\frac{m}{N}] I)^{-1} \tilde{h}_{m,m}} \), with \( q^{(s)} \), then obtain \( q^{(s+1)} \).
3. If \( \| q^{(s+1)} - q^{(s)} \| \leq \zeta \), then let \( q^{(s)} = q^{(s+1)} \) and go to step 4, otherwise let \( q^{(s)} = q^{(s+1)} \) and go to step 2.
4. If \( \| q^{(s)} - q^{(0)} \| \leq \zeta \), then stop, otherwise, calculate the downlink power \( p \), i.e., \( \tilde{p} = Q(\tilde{w}, \tilde{\nu}^{(s)}, \tilde{\nu}_{\text{max}}) \tilde{p} \) with \( q^{(s)} \) and \( \tilde{\nu}_{\text{max}} = \sum_{m=1}^{\mathcal{N}} q_m^{(s)} \), then obtain \( p^{(s)} \). Update \( \nu \) with subgradient method i.e., \( \nu^{(s+1)} = \mathbb{P}_{S_\nu} \{ \nu^{(s)} + \theta \underline{\nu}_k \} \) with \( p^{(s)} \), and obtain \( \nu^{(s+1)} \), let \( q^{(0)} = q^{(s)} \), and \( \nu^{(s)} = \nu^{(s+1)} \), then go to step 2.

### C. JBOPA Initialization Algorithm With Statistical Channel Information

Similar to the JBOPA Algorithm 1, we also need to solve the initialization problem of the virtual uplink transmit power before applying the developed power allocation optimization Algorithm 2 to solve effectively problem (6). Similar procedure for obtaining the deterministic quantity \( \tilde{\nu}_m \) of \( \tilde{\nu}_m \) can be applied also to \( \tilde{\nu}_m \) in order to examine the asymptotically optimal solution of the PMP (53) based on statistical CSI.

**Proposition 2:** The instantaneous random variable \( \tilde{\nu}_m \) can be approximated by a deterministic quantity \( \Gamma_m \) such that \( \Gamma_m - \tilde{\nu}_m \overset{a.s.}{\rightarrow} 0 \) as the system dimension \( M[\frac{m}{N}] \rightarrow \infty \). Also, \( \Gamma_m \) is given by:

\[
\Gamma_m = \frac{q_m \alpha^2 m [\frac{m}{N}]}{\omega^2 m} \Lambda_m \left( -\nu[\frac{m}{N}] \right), \tag{59} \]

where \( \Lambda_m = \sum_{n=1, n \neq m}^{\mathcal{N}} q_n \tilde{h}_{n,m} \tilde{h}_{m,n}^H \), and \( \Lambda_m (z) \) denotes the Stieltjes transform of the matrix \( \Lambda_m \) evaluated at point \( z \).

Now, instead of solving directly problem (53) to obtain initial solution, we resort to solve the following problem:

\[
\max_{\nu} \min_q \sum_{m=1}^{\mathcal{N}} q_m \\
\text{s.t.} \quad \tilde{\nu}_m \geq \gamma_m, q_m \geq 0, \forall m \in \mathbb{U}, \sum_{j=1}^{K} (1 - v_j) P_j = 0. \tag{60} \]

For fixed \( \nu \), the optimal solution of problem (60) with respect to variables \( q \) can be easily obtained by using fixed equation theory. In addition, the optimization of problem (60) with respect to variables \( \nu \) can also be solved by using the subgradient method. The details of the algorithm that is used to solve problem (60) in large-scale system is summarized as Algorithm 4.
Algorithm 4. JBOPA Initialization Algorithm With Statistical Channel Information

1: Initialize the auxiliary variable \( v^{(s)} > 0 \), \( q^{(0)} = 0 \), and \( q^{(s)} = 0 \).

2: Update the virtual uplink transmit power \( \mu \), i.e., \( \mu_n = \frac{\gamma_n}{\sum_{n=1}^{N} \lambda_n} \) with \( v^{(t)} \) and \( q^{(s)} \), then obtain \( q^{(ss)} \).

3: If \( q^{(s)} - q^{(ss)} \leq \zeta \), then let \( q^{(s)} = q^{(ss)} \) and go to step 4, otherwise let \( q^{(s)} = q^{(ss)} \) and go to step 2.

4: If \( \|q^{(s)} - q^{(0)}\| \leq \zeta \), then stop, otherwise, calculate the downlink power \( \tilde{p} \), i.e., \( \tilde{p} = \mathbb{Q}(\bar{w}, \bar{v}^{(t)}, \Gamma, \tilde{P}_{\text{max}}) \) with \( \tilde{q}^{(s)} = \sum_{m=1}^{N} q_{lm}^{(s)} \), then obtain \( q^{(ss)} \). Update \( v \) with sub-gradient method and \( p^{(s)} \) i.e., \( v_{lm}^{(s)} = \max\{v_{lm}^{(s-1)} - \theta \bar{g}_{lm}, 0\} \), then obtain \( v^{(ss)} \), let \( q^{(s)} = q^{(0)}, q^{(0)} = q^{(ss)}, v^{(s)} = v^{(ss)} \) and go to step 2.

D. An Extended JBOPA Optimization Algorithm

It is interesting to find that the authors in [15] also adopted the convex approximation method to investigate the energy efficiency optimization problem for single cell multiuser downlink broadcast channel. It is easy to see that the developed algorithm in [15] can be easily extended to solve the considered energy efficiency optimization problem. To optimize the transmit power, the following lemma is applied to approximate the objective function of problem (5).

Lemma 4: Let \( \phi(\gamma) = \frac{2\gamma}{1+\gamma} \) be a function used to approximate function \( \varphi(\gamma) = \alpha \log_{2}(1+\gamma) \), near the point \( \gamma \). The parameters \( \kappa \) and \( \theta \) of the best monomial local approximation are given by

\[
\kappa = \frac{\alpha (2+\theta \gamma)^2}{4(1+\gamma)^2}, \quad \theta = \frac{2(1+\gamma) \ln(1+\gamma) - 2\gamma}{\gamma^2}
\]

and \( \phi(\gamma) < \varphi(\gamma), \forall \gamma > 0 \).

By using the local approximation given by Lemma 4 and the arithmetic-geometric mean inequality in the objective function of problem (5), the energy efficiency optimization can be reformulated into the following classical GP problem for fixed transmit beamformers.

\[
\min_{\mu, \gamma} \sum_{m=1}^{N} \left( 2 + \vartheta m \gamma_{lm} \right)^{-1},
\]

subject to

\[
\gamma_{lm} \geq \gamma_{m}, \quad \gamma_{lm} \geq \gamma_{m}, \quad \gamma_{m} \geq 0, \quad \forall m \in \mathbb{U}, \quad j \in \mathbb{K}, \quad \sum_{m=(j-1)N+1}^{jN} \gamma_{m} \leq P_j, \quad \forall j \in \mathbb{K},
\]

where \( \mu = \left( \sum_{j=1}^{N} \sum_{m=1}^{K} \left( M_j P_{\gamma} + P_0 \right) \right) \). Similar to problem (23), problem (62) can also be solved by using the powerful GP optimization tool packets. In order to solve the energy efficiency optimization problem with respect to the beamformers \( \bar{w} \), we resort to solve a power minimization problem (PMP) that is a classical SOCP problem which preserves the SINR of each user and given by

\[
\min_{\bar{w}} \sum_{m=1}^{N} \|\bar{w}_m\|^2
\]

subject to

\[
\sum_{m=1}^{N} \|\bar{h}_{lm}^{H} \bar{w}_m\|^2 \geq \gamma_m, \quad \forall m \in \mathbb{U},
\]

\[
\sum_{n=1, n \neq m}^{N} \|\bar{h}_{lm}^{H} \bar{w}_n\|^2 + 1 \geq \gamma_m, \quad \forall m \in \mathbb{U},
\]

\[
\sum_{m=(j-1)N+1}^{jN} \|ar{w}_m\|^2 \leq P_j, \quad \forall j.
\]

Algorithm 5. An Extended JBOPA Algorithm

1: Let \( l = 0 \), initial the downlink transmit power \( p^{(l)} \) and the beamformers \( \bar{w}^{(l)} \) such that the SINR constraints and the power constraint are satisfied, \( \gamma^{(l)} = 0 \), calculate the approximation point \( \gamma^{(l)} \) with \( p^{(l)} \) and \( \bar{w}^{(l)} \), and calculate the approximation constants \( \vartheta^{(l)}_m \) and \( \kappa^{(l)}_m \) with \( \gamma^{(l)}_m, \forall m \).

2: Let \( l = l + 1 \), solve problem (62) with approximation point \( \gamma^{(l)}_m \) for fixed \( \bar{w}^{(l)}_m \), and obtain the optimal transmit power \( p^{(l)}_m \) and the optimal SINR \( \gamma^{(l)}_m \).

3: Solve problem (63) with the target user SINRs are set to be \( \gamma^{(l)}_m \) and obtain the update beamformers \( \bar{w}^{(l)}_m \).

4: Compute \( \gamma^{(l)} = \gamma^{(l)}_m \) and go to step 2, otherwise stop.

Note that at step 2, the objective value of problem (62) is further minimized at current approximation point, i.e., obtaining an improvement of the energy efficiency. The improvement at step 3 is that less or at most equal power is used for each beam as that at step 2, which in turn satisfies power constraints and all user rate that achieved in step 2 constraints. In other words, an increasing or equal energy efficiency can be obtained after the update of step 3 of Algorithm 5. Therefore, the sequence generated by Algorithm 5 is a monotonic sequence. Since the achievable SINR region under the transmit power constraint is bounded, the sum rate is also bounded. In other word, the achieved system energy efficiency is also bounded. Based on

\[10\text{We would like to point out that this method can also be used to initialize the initial beamformers and power allocation.} \]
this, the convergence of Algorithm 5 is also guaranteed by the monotonic boundary theorem [56].

In addition, problem (60) has \( \tilde{M} = 2N \sum_{j=1}^{K} M_j \), real optimization variables, \( \tilde{N} + 1 \) second-order-cone (SOC) constraints where each of them consists of \( \tilde{M} \) real dimensions. It is known from [48] that the computational complexity of the power minimization problem in terms of number of iterations is upper bounded by \( O \left( \sqrt{\tilde{N} + 1} \right) \), and the complexity of each iteration is within the order of \( O \left( 2M^2 \tilde{N} \right) \). Thus, the total worst-case computational complexity of PMP is given by \( O \left( 2\sqrt{\tilde{N} + 1} M^2 \tilde{N} \right) \). Also, since both the Algorithm 1 and the extended Algorithm 5 include a GP step, we ignore this GP step in the complexity analysis.

REFERENCES


Shiwen He (M’14) received the M.S degree from Chengdu University of Technology, Chengdu, China, and the Ph.D. degree in information and communication engineering from Southeast University, Nanjing, China, in 2009 and 2013, respectively. From 2013 to 2015, he was a Postdoctoral Researcher with the State Key Laboratory of Millimeter Waves, Department of Radio Engineering, Southeast University. Since October 2015, he has been with the School of Information Science and Engineering, Southeast University. His research interests include MIMO communication, cooperative communications, energy efficient communications, millimeter wave communication, and optimization theory.

Yongming Huang (M’10) received the B.S. and M.S. degrees from Nanjing University, Nanjing, China, and the Ph.D. degree in electrical engineering from Southeast University, Nanjing, China, in 2000, 2003 and 2007, respectively. Since March 2007, he has been a Faculty of the School of Information Science and Engineering, Southeast University. From 2008 to 2009, he visited the Signal Processing Laboratory, Electrical Engineering, Royal Institute of Technology (KTH), Stockholm, Sweden. His research interests include space time wireless communications, cooperative wireless communications, energy efficient wireless communications, and optimization theory. He serves as an Associate Editor for the IEEE TRANSACTIONS ON SIGNAL PROCESSING, EURASIP Journal on Advances in Signal Processing, and EURASIP Journal on Wireless Communications and Networking.