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Abstract

This chapter is dedicated to the application of cooperaglaying in heterogeneous land mobile
satellite (LMS) systems. The aim of cooperation in this eghts to help providing the missing coverage
in harsh propagation environments characterized by a higle mlensity such as urban areas. We study
benefits and limits of the cooperative approach adopting tevatk model that is at the same time
tractable and of practical interest. We derive an anallytamaer bound on the coverage and show that
there is a trade-off between this and the rate at which therimdition can be injected in the network. We
also describe a possible implementation scheme for cotiyereoverage extension in heterogeneous
satellite LMS systems adopting the ETSI Digital Video Broasting - Satellite services to Handheld
(DVB-SH) standard in the space segment.

I. INTRODUCTION

Satellite broadcasting and relaying capabilities allovert®ate mobile broadcast systems over
wide geographical areas, which opens large market passibifor both handheld and vehicular
user terminals. Mobile broadcasting is of paramount ingureé for services such as digital
TV or machine-to-machine (M2M) communication, a new pagadiwhich will bring about a

tremendous increase in the number of deployed wirelessralsn[1].
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Proprietary solutions as well as open standards, such dsTiBé Digital Video Broadcasting
- Satellite to Handhelds (DVB-SH) [2], have been developethan last decade to enable data
broadcasting via satellite to mobile users. As of today i#viand mobile satellite (LMS)
solutions have been already implemented for maritime anonaetical communications [3].

Coverage, intended as the possibility for all nodes to ctyreeceive the data transmitted by
a central node (like a satellite or a base station), is a nsaune for networks with a large number
of terminals. As an example, in M2M networks reliable braestctransmission is of primary
importance for terminal software and firmware update, inclhall terminals need to correctly
receive all the data or, for instance, navigation maps w@datvehicle-mounted positioning
systems. Protocols such like the Automatic Repeat-reQUdR0Qj, although very effective in
point-to-point communication ([4, section 7.1.5]), mayt he applicable in a multicast context
due to feedback implosion issues [5]. If terminals have bodsh communication and satellite
reception capabilities [6], then a cooperative approack beaviable.

A lot of work has been done on the use of cooperation in mdtiaad broadcast communica-
tions in both terrestrial [7][8] and satellite networks[B[10]. Many of the proposed solutions
[5][11][12] are based on network coding [13], that can achithe Max-flow Min-cut capacity
bound in ad-hoc networks. Rateless codes have also beetigiaged, for instance in the context
of cooperative content dissemination from road side uwitgehicular networks [14] [15].

The importance of coverage extension in LMS systems steons tine fact that only terminals
with an adequate channel quality are able to access satlivices and poor channel conditions
frequently occur in urban areas due to the shadowing effestiwounding obstacles, especially
in case of low satellite elevation angles. In order to cowatiechannel impairments, terrestrial
repeaters, calledap-fillers and a link-level forward error correction LL-FEC [2] arevesaged
in DVB-SH. However, the deployment of gap-fillers is very ¢psh terms of investment and
management. A hybrid satellite-terrestrial networkingraach could help to provide an adequate
service level while reducing the number (or the &psf the gap-fillers as we will argue later.

In the present chapter we consider the application of nétwoding for cooperative coverage
extension in satellite broadcast channels. We carry outnaitytical study on the benefits and

the limits of a cooperative approach in providing missingezage in broadcast networks. We

the cost reduction is related to the fact that gap fillers with lower power doeildsed
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consider a mathematically tractable and yet practicaltgresting network model, in which
fading and shadowing in the communication channels as weha medium access mechanism
of the ad-hoc network are taken into account. By applying thexdfflow Min-cut theorem we
derive an analytical lower bound on the coverage as a fumdfdoth the transmission rate at
physical level and the rate of innovative packets per umetat link level. Our results show
a tradeoff between the coverage and the rate at which themiatmn can be injected in the
network, and at the same time quantify the gain deriving famoperation, giving hints on how
to tune important parameters such as the medium accessbgityba

We also give an example of a possible way to implement a catiperscheme based on
network coding that is compatible with existing standamsd specifically with the DVB-SH
[2], which we adopt as a reference for the satellite link. \Weuks on vehicular terminals and
adopt the IEEE 802.11p as reference standard for nodede-communication. In the proposed
scheme no modification is required to the DVB-SH since netwam#ting is merged with the
DVB-SH LL-FEC in the terrestrial nodes.

Il. SYSTEM MODEL

Let us consider a network in which a sourSerepresenting the satellite (or more precisely
a node generating the data broadcasted by the satellite)ahset of K source messages
wi, ..., wg, each ofk bits, to broadcast to a population 6f terminal nodes. Terminal nodes
have both satellite reception and ad-hoc networking céipabi No feedback is assumed from
the terminals to the source and no channel state inform&®ins assumed &, which implies
a non-zero packet loss probability. channel-encodes each message in order to decrease the
probability of packet loss on the channel. Another level oftgction is also applied by at
packet level in order to compensate for eventual packeefosshe encoding at packet level
takes place before the channel encoding> K coded packets are created Byapplying a
random linear network code (RLNC) to th€ source messages. We defike= K/N as the
rate of the network coding (NC) encoderstNetwork coding operates in a finite field of size
(GF(q)), so that each message is treated as a vectby big,(¢) symbols. Source messages are

linearly combined to produce encoded packets. An encodekkepa is generated as follows:
K
T = Z 0;W;,
=1
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where o;, i = 1,..., K are random coefficients drawn at random according to a unifor
distribution inGF'(¢). The coefficientg;, i = 1,..., K, are appended to each messageefore
its transmission. The set of appended coefficients repiedbe coordinates of the encoded
messager in GF'(q) with respect to the basigw;}, i = 1,..., K, and is calledjlobal encoding
vector.

The encoding at the physical layer is applied on networledad packets, each consisting
of of k bits. The transmitter encodes each packet using a Gaussibeok of size"", with
r = % bits per second per Hz (bit/s/Hz), associating a codewgydf »n independently and
identically distributed (i.i.d.) symbols drawn accordit@ya Gaussian distribution to eaah,,
m=1..., N [4]. The time needed fof to transmit a packet is calledansmission slot (TS)

The terminal nodes cooperate with each other in order tovezdbe packets that are lost in
the link from the satellite (forward link). We assume thatmaals have high mobility, which
is the case, for instance, in vehicular networks. In suchteeddmodes have little time to set
up a communication link with each other. For this, and in ortdeexploit the broadcast nature
of the wireless medium, nodes act pnomiscuous modebroadcasting packets to all terminals
within reach. Similarly as in the broadcast mode of IEEE &0Xtandards, no request to send
(RTS)/clear to send (CTS) mechanism is assumed [16]. No CSssnaed at the transmitter
in the terminal-to-terminal communication, so that thesealways a non zero probability of
packet loss. Like the source, each terminal uses two leveénooding, that are described in
the following.

Let L be the number of packets correctly decoded at the physieal ey a terminal. The
terminal selects thd/ < L packets which constitute the largest set of linearly indepat
packets with respect to the basis, i = 1,..., K. Without loss of generality we assume that
such set ber,,...,x; .. Linear independence is verified through the global enapdiectors
of the packets. Thd. packets are re-encoded together using RLNC, and then re-ethcud
the physical layer. RLNC encoding at the terminals works #svis. Given the set of received

packetsz,,...,z;, the message = ZL'

m=1

omx,, IS generatedg,,, m = 1,..., L/, being
coefficients drawn at random according to a uniform distidouin GF'(¢). Each time a new
encoded message is created, it has its global encodingrvappended. The overhead this

introduces is negligible if messages are sufficiently lohg].[ The new global encoding vector
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1 can be easily calculated by the transmitting node as fotlows
n=o¥,

whereo = [0; --- o] is thelocal encoding vectgri.e., the vector of random coefficients
chosen by the transmitting node, whiie is an I’ x K matrix that has the global encoding
vector ofx,,, m = 1,..., L', as rowm. We assume that the transmission of a message by a
terminal is completed within one TS. The physical layer elieg at a mobile node takes place

in the same way as at the source, and using the same averagmigsion rate-.

A. Source-to-Node Channel Model

The channel from the sourcg to a generic terminalV; (S-N channel) is affected by both
Rayleigh fading and log-normal shadowing. The power of tigaali received at the terminal is
modeled as the product of a unit-mean exponential randorablary and a log-normal random
variableI's which accounts for large scale fading. This model has besyeljaused to model
propagation in urban scenarios [18] and, with some modifinaf in LMS systems [19]. The
fading coefficienty takes into account the fast channel variations due to thmiri@l motion
and is assumed to remain constant within a TS, while chanigiran i.i.d. fashion at the end
of each channel block. The shadowing coeffici€gtincludes the transmitted power &tand
accounts for the obstruction of buildings in the line of $igimd changes much slowly with
respect toy. For mathematical tractability we assume thgtremains constant foN channel
blocks, i.e., until all encoded packets relative to fkiesource messages have been transmitted
by S. We call the time needed to transmit messages generation period (GR)The fading and
shadowing processes of two different nodes are assumeditalependent. We further assume
that shadowing and fading statistics are the same for alesodhich is the case if nodes are
located at approximately the same distance frem

A message is lost in the S-N channel if the instantaneousnehamapacity is lower than the
transmission rate at the physical layefThus the packet loss probability in the S-N channel for

a generic node is:
Psn = Pr{logy(1 +T's) <71}, Q)

wherey ~ exp(1) while T's = e with X ~ A(u,02). Iy is constant within a GP, while

changes independently at the end of each channel blockd-ike value ofl's, the packet loss
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probability Psy in the S-N link is:

1-2"

PSNzl—eﬁ. (2)

In the rest of the chapter we will use the expressions “patibest rate” and “probability of
packet loss” interchangeably. Due to shadowihg, changes randomly and independently at
each generation period and, within a generation, from orgerio the other. Thus the packet
loss ratePsy is also a random variable that remains constant within argéioa and changes

in an i.i.d. fashion across generations and terminals.

B. Node-to-Node Channel Model

We model the channels between the transmitting terminaleaicti of the receiving terminals
(N-N channel) as independent block fading channels, he.fading coefficient of each channel
changes in an i.i.d. fashion at the end of each channel bibo&.probability of packet loss in

the N-N channelPy  is:

T

Pun = Pr{logy(1+7Ty) <7} =1—eTv 3)

wherel'y accounts for path loss and transmitted power, and is asstoneniain constant for
a whole generation period and across terminals. In ordetansaturate the terrestrial channel,
we assume that a node can transmit at most one packet witkimT 8nNote thatPyy (unlike

Psy) is not a random variable sindéy is a deterministic constant.

I1l. NON-COOPERATIVE SCENARIO

Let us consider a network with a souréeand M terminals. We define theoveragef? as
the probability that allA/ terminals correctly decode the whole set if source messages
AssumingK large enough and using the results in [5], the probabiligt ttode/V; can decode

all the K source messages of a given generation in case of no coapersiti
PT{PSNZ'<1_R}:FPS]\”<]‘_R)7 (4)

Fp,, being the cumulative density function (cdf) 6y and R = K/N being the rate of the

NC encoder at5. We recall that, due to the shadowing, the packet loss Fafe is a random

%for correctness we point out that this is a slight misuse of the term “agegr since in satellite communications the term

has usually a geographical connotation.
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variable which changes in an i.i.d. fashion across gemersitand terminals. Plugging Eqgn. (2)
into Egn. (4) we find:
Pr{1—e%<1—f{}. (5)
The coverage, intended as the probability that each of tliesidecodes all source messages,
¥
Q:PT{PSNl<1—R,...,PSNM<1—R}, (6)

wherePsy; is the packet loss rate in the S-N link of nodg ¢ = 1, ..., M. Under the assumption

of i.i.d. channels we havép, . = Fp,,, Vi € {1,..., M}. Thus Egn. (6) can be written as:

Q= (Pr{Psy <1—-R})" = F}

Psn

(1-R), (7)

Fp,, (y) being the cdf ofPsy, which can be obtained as follows.
Let us rewrite the log-normal variabley as:I's = e, where X ~ A (u, 02). Fixing the

variable X the packet loss rat€sy = Y is:
Y =1- e(1*2r)'671X7°.
The cdf ofY can be derived as:
Fy(y) = Pri{Y <y}

- Pr {1 _ 12 B < y}

= Pr {ln(l —y) < (1-2")- e‘%}

= Pr {X > 101n {lnl(l_——Qy)H
— 1-Fy (101n {ﬁ})

1-2"
L1 100 [25%5] — w
= — — —er
2 2° 207 ’

for y € (0,1), whereerf(z) is the error function, defined as- [ e~ dt.

Finally, plugging Eqgn. (8) into Eqn. (7), we find the coveragehe non cooperative case:

1 1-27 M

101In [;] —

1 n

QO=—|1—erf () ,
2M 202

(8)
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for R € (0,1). Note that, fixingR and M, the expression in Eqn. (8) goes @oas the rate at
physical level- goes to infinity (ormutatis mutandisfixing » and lettingR go to 1 the coverage
goes to zero). This confirms the intuition that the coveragereases as the transmission rate
increases. As said previously this result holds for any evatiy as long ask is large enough.
Thus, Egn. (8) can also be interpreted as the coverage innarkedf M nodes in presence of

fading and shadowing that can be achieved using a ratelesae@rG F'(2) with rate R.

IV. COOPERATIVE SCENARIO

The wireless network is modeled as a directed hypergfdps (N,.A), N being a set of
nodes andA a set of hyperarcs. A hyperarc is a péir.J), wherei is the head node of the
hyperarc whileJ is thetall, i.e., the subset o/ connected to the head through the hyperarc. A
hyperarc(i, J) can be used to model a broadcast transmission from htwleodes in/. Packet
losses can be taken into account. Our goal is to derive tladiagethip between the coverage
and the rate at which the information is transferred to théitaderminals, which depends on
both the rate at physical leveland the rate at which new messages are injected in the network
i.e., the rate at packet levél. In [5] (Theorem 2) it is shown that, i is large, random linear
network coding achieves the network capacity in wirelesdtioast and unicast connections,
even in case of lossy links, if the number of innovative pé&keansmitted by the source per
unit of time is lower than or equal to the flow across the mimmilow cut between the source

and each of the sink nodes. This can be expressed matheligadisa

R< 1 i 9
< M Z Z ZigT 9)

(4,)el+(Q T¢_Q

wherez; ;1 is the average injection rate of packets in the arcs degafitom : to the tail subset
T C J, Q(S,t) is the set of all cuts betweesi and¢, andI' (@) denotes the set of forward
hyperarcs of the cuf), i.e.:

(@) =A{@,J) e Alie Q,J\Q # 0} (10)

In other words I, ()) denotes the set of arcs ¢f for which the head node is on the same side
as the source, while at least one of the tail nodes of theivelayperarc belongs to the other

side of the cut. The rate ;1 is defined as:

zigr = lim AiL(T); (11)

T—00 T
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where A;;r(7) is a process representing the number of packets senttigt arrive inT" C J
in the temporal interval0, 7). The existence of an average rate is a necessary conditidghefo
applicability of the results in [5].

In the following we derive; ;1 for the considered network setup as a function of both playsic
layer and MAC layer parameters such as transmission raesmrission power and medium

access probability.

A. Medium Access

Let us consider a network with/ nodes. We assume that all nodes have independent S-N and
N-N channels. We further assume that channel statisticéhareame for all terminals (i.e., all
N-N channels have the same statistics and all the S-N chehagk he same statistics, possibly
different by the N-N channels), which is the case if the dises from nodeV; to node N,
change littleVi, j € {1,..., M}, i # j and with respect to each node’s distance to the source.

In our setup the terminals are setpnomiscuous modeso that each node can overhear the
broadcast transmissions of any other node [16]. The tetmstaare the wireless medium, i.e.,
they transmit in the same frequency band. We assume that a @S&Mgrotocol is adopted by
the nodes and that all nodes hear each other, so that the mé&dghared among the terminals
willing to transmit but no collision happens.

We now derive an expression for the communication rate. We start by deriving the
communication rate;; between a transmitting nod€; and a single receiving nod¥;. By the
symmetry of the problem all links have the same average Guasider the generic transmitting

node N;. The average transmission rate from nadeto nodel; is:
zi; = pa-Pr{No one else transmi}g1 — Pyy)
= p. - [Pr{No one else tries to transnjit- Pr {N; wins contentiof] (1 — Pyy)(12)

where p, is the probability that a node tries to contend for the chanwée assume, for
mathematical tractability, thai, is fixed for all nodes. The first term in the sum of Eqn. (12)
is:

Pr {No one else tries to transnit= (1 — p, )™ ~*. (13)

The second term in the sum of Eqn. (12) is the probability tmet or more other nodes contend

for the channel, bulv; transmits first. To calculate this probability, we note tlilat: other nodes
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try to access the channel (for a total/of- 1 nodes contending for the channel), the probability

for each of them to occupy the channel before the othetg (& + 1). Thus we can write:

M—-1

- . M — 1\ pk(1 — p, M1k
Pr{N; wins contentioh = E ( A )pa( kI:L)l
1 M-1
k+1 M—-1-k
1 a
Mpa — <k+1> Pa)

i

1p i( )pal_pa) h

a5

Mlpa k{l ( ) —pa)™ = (Af)pa(l—pa)M_l}

. M . M-1
Mpa [1= (1= pa)™ = Mpa(1 —pa) "] (14)
Plugging equations (13) and (14) into Egn. (12) we obtain:
1—(1—p,)M
Zij = %(1 — Pnn). (15)
Using the definition given by Eqn. (11) together with Eqn.)(Me finally find
1—(1— N M
2T = % [1— (Pvn)™], (16)

where|T| is the cardinality of7’, and the term[1 — (Pyy)”!] is the probability that at least
one of the|T'| nodes whose S-link belongs to the cut receives correcthamsinission from a
node that is in the other side of the cut. Expression (16) @imterpreted as the rate at which
packets are received by the sEtconsidered as a single node, that is, the counting process
A;;r(T) increases by one unit when at least one of the terminal$ ireceives one packet,

independently from the actual number of terminals thativeckit.

B. Coverage Analysis

In the following we derive the condition that maximizes theverage as a function of
relevant network parameters by applying the Max-flow Min-theorem [20]. We recall that
such maximum coverage can be attained by using the randoingcedheme described in
Section Il

Let us consider Eqgn. (9). For each of thé nodes we must consider all the possible cuts of

the network such that the node and the satellite are on diffesides of the cut. Let us fix a
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receiving nodeV,. We recall that a cut is a set of edges that, if removed fromaplgrseparates
the source from the destination. Fig. 1 gives an example ofétevork with four nodes where
the cutQgy, (i.€., the cut such thatv, and S are on the same side) is put into evidence. In
the example, the destination nodeNs = N;. The dotted lines represent the edges which are
to be removed in order to get the cut. Note that the set of némkesvhich the satellite link is
preserved (only nodé/, in the figure) are isolated by the cut from the nodes with Betedut
(nodesN;, N, and N3 in Fig. 1). We define asatellite edge(S-edge) as an edge of the kind
(S, N;),j #t. We further define derrestrial-edge(T-edge) as one of the kindV;, N;), j # t.

First of all, we note that in each possible cut 8 = N; the arc joining the node with the

Fig. 1. Graph model of a network with four terminals. The number ofis cuts for each of thd/ nodes is2¥~1 = 8.
The set of nodes that receive fraph(only node N, in the figure) are isolated by the cut from the nodes with satellite cut (i.e.,

nodes whose S-N link is removed from the cut).

source is always present. For the particular network tapotmnsidered, the rest of the cuts are
obtained by removing, for each of the — 1 remaining nodes, either the S-link or the T-link

between the considered node aigd The number of possible cuts is thus equalkté—!. Two
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distinct cuts differ in either the number, of S-edges which are included in the cut or the
identity of the nodes for which the S-edge is part of the cot. é&achN, € A/ and for each cut
such thatn, € {1,---, M — 1} S-links are present, the average message Rat¢ the source

must be lower than or equal to the capacity of the cut, i.e.:

11— (1 B pa)M n
R<1— [ Y+ (M =n)—————[1— (Pxn)"], (17)
JEQn,
that can be rewritten as
a(ng) — H Y; >0, (18)
JEQns
where@,,, is one of the cuts witm satellite links relative to the nod®; and we defined:
1—(1—=p )M
ang) =1—R+ (M — ns)% [1— (Pyn)™].

The right hand term of Eqn. (17) can be decomposed into twogeOne is

that can be interpreted as the amount of information thathesmthe set of nodes with satellite
cut considered as a single entity (or alternatively the gbdliy that at least one of the nodes
with satellite cut correctly receives a given packet). Teeosnd term is

1—(1—po)™
M

that can be interpreted as the information that flows fromithe n, nodes on the satellite side

(M —ny) [1 = (Pnn)™]

of the cut to the set ofi, nodes on the other side of the cut considered as a singlg.€rttis
last term is the contribution introduced by the cooperation

The condition in Eqn. (18) must hold for any number of S-edges. This is equivalent to
imposing a new condition which is the intersection of all genditions of the kind of Eqgn.
(18), i.e.:

M I[ vi<a(m)|. (19)

QHSES(HS,Nt) jEQ’ﬂs
where S(n,, N,) is the set of all subsets 0"\ NV, with n, elements. The number of elements
in S(ng, N,) is (1‘{;1), as each of them is obtained by choosingelements from a set with

cardinality M — 1. As we mentioned previously, for a giveN; to decode all messages the
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condition on the flow must be satisfied across all cuts, whiclequivalent to imposing the

condition given by expression (19) for all. Finally, in order for all nodes to decode all source

messages the condition on the minimum flow cut must heldé N. Imposing this, we obtain

the expression for the coverage that is reported in Eqn. §2@)e bottom of the page.

C. Lower Bound on Achievable Coverage

Although Eqgn. (20) might be used to evalu&tehnumerically, a closed-form expression would

give more insight into the impact of cooperation on the cdesd setup. Finding a simple closed

form expression for Eqn. (20) is a challenging task. Thushim following we derive a lower

boundQ; 5 on Q. Q2 can be lower bounded by substituting in Eqn. (20) the packss tateY

for each cut with the largest packet loss rate among all thiekS-in the network, i.e.:

Q = Pr ﬂ m ﬂ H Y; < a(n,)
NtENnSE{l ..... M} Qnses(nmﬁt) JEQn,
> Pr ﬂ m HY(]-) < oz(ns)] (21)
NieN nse{l,...M} Lj=1
> Pr ﬂ m Y(Tfi < oz(ns)] (22)
NieN nse{l,...M}
= Pr ﬂ m Yoy < % a(ns)]
NieN nse{l,...M}
= Pr {Y(l) < nsel{rii?,M} N a(”s)}
= K8, (23)
Q=prrq N N II Y, <1=R+(M—n)—————[1—(Pxn)"]| ¢
NeN nge{l,....M—1} Qns€S(ns,Ny) J€Qn,
(20)
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whereY(; is thei-th largest packet loss rate across all S-edges of the netwer, Y;) > Y

if i <j,Vi,7 € N, and we defined

— 1 ns
b=, i, Vol

Inequality (21) derives from the fact that:
1Y <[Y0), for S € S(n, 1),V n..t, (24)
jes 7j=1

i.e., we substitute the product of random variables, chosen within a set/df variables, with

the product of they, largest variables of the same set. Inequality (22) followesnf the fact that
[IYo) <Y vnt.
j=1

By plugging Eqgn. (8) into Eqn. (21) we finally find:

M

1 101n [—lnl(i;)] —

QLB =— |1—erf .
oM 202

(25)

Example: A Two-nodes Networkn order to clarify the concepts just described, in the
following we consider the case of a network with only two nedsuch as the one depicted
in Fig. 2. We start by deriving the communication rates over terrestrial edge. In each slot
node N; tries to access the channel with probability. In case only nodeV; tries to access the
channel, the transmission will be successful with proligbil — Py, where Py is the packet
loss probability in the link between the two nodes. In cagh Inodes try to access the channel in
the same slot, the CSMA/CA mechanism determines which of tbentwdes transmits. Given the
symmetry of the problem, in case of contention each of thertaaes occupies the channel with
probability 1/2 and the transmission is successfully received by the otbée mith probability

1 — Pyy. According to Eqgn. (14), the average rate on the edgge N,) can be written as:

212 = par (1= pa2)(1 = Puw) + 252 (1 = Pu)| = pa (1= 522) (1 = Paw),

while

22,1 = Pa2 (1 — %) (1 — Pny).

With reference to Fig. 2, the cuts in the network graph &¥e:in which the satellite and the

nodes lie in different sides of the cusy,, in which nodeN, is on the satellite side anQg,,
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Fig. 2. Graph model for a network with two node3s, Qsn, andQsn, are the three cuts of the networdd.s is the cut in
which the satellite and the nodes lie in different sid@s.y, is the cut in which nodeV; is on the satellite side an@snw,, is

the cut in which nodeV; is on the satellite sidez;; is the average injection rate in the edgey).

in which nodeN; is on the satellite side. The conditions on the flows acrosghhee cuts are:
Qs:1—Prsy-Prsa > R
Qsn, 1 1 — Pyno 4 Pa2(1 — par)(1 — Pyy) > R
Qsny 1 1 — Pyni 4 Pai (1 — pa2)(1 — Pyn) > R. (26)
Hence the maximum achievable rag is:

R* =min {1 — Pyn1 - Pyna2, 1 — Pyne + pa2(1 = pa1)(1 — Pyn), 1 — Pynt + Par(1 — pa2)(1 — Pyn)}
(27)
Note that in Eqn. (27)P.s1 and Prs, are i.i.d. random variables, and thus algbis a random
variable. As the paifr, R) is fixed, there is a nonzero probability th&t> R*, i.e., the packet
injection rate at the satellite is not supported, which iegpthat either one or both the terminals

are not able to recover all source packets. By definition okcamye we have:
Q= Pr{R" > R}. (28)
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If we imposep,; = p.2 = p, We havez; ; = z5;. According to the notation defined in previous

subsection we define

Yo) = max{ Pyy1, Pyna},

Y(o) = min{ Pyn1, Pyna},

Oé(l) :1—R+pa1 (1-%) (1_PNN>
1—(1—p,)?
:1_R+%(1_PNN)7
and
a2)=1-R.

Finally, applying Eqgn. (21) we derive the following lower woad on (2 for a network with2

nodes:
Q> F2 (min {a(l), a(2)}> : (29)

V. COOPERATIVE COVERAGE EXTENSION IN DVB-SH

In the following we describe a possible way to apply the coaipee approach described in

the previous section in heterogeneous satellite vehicwdéworks.

A. Space Segment

1) Satellite ChannelThe considered setup is an LMS system with a GEO satellite barid
(or low S band) broadcasting a DVB-SH-B signal to a populatbmobile terminals. In DVB-
SH-B an OFDM waveform is used at the gap-fillers while a norb®Husually called TDM)
signal is used at the satellite. Propagation conditionsexémn the presence of buildings and
trees and are classified in urban, suburban and rural. The caaise of channel impairment in
urban and suburban environments is the long-lasting shadosaused by the buildings, which
translates in intermittent satellite connectivity, whihethe rural propagation scenarios the main

source of impairment is tree shadowing.
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2) MPE-IFEC in DVB-SH:In order to counteract the harsh propagation conditionsrbal
and Suburban environments, two levels of protection aresaged in DVB-SH. One is applied at
the physical layer, which includes a long physical-layeeileaver and powerful channel codes,
while the other is applied at a higher layer. Such high-lgueltection is referred to as the
Multi-Protocol Encapsulation-Inter-burst Forward Er@orrection (MPE-IFEC), and is meant
to provide an alternative to the long physical layer intevky. The MPE-IFEC is a process
section between the IP and the transport layers introducddMB-SH in order to counteract
the disturbances in reception and transmission. This iseeett by applying FEC over multiple
groups of datagrams call@htagram burstsThe long high-layer interleaver used in IFEC allows
for significant performance enhancements with respect 16 &, as it can better counteract
long-lasting shadowing.

The encoding is made over several datagram bursts. Eachraetdurst entering the MPE-
IFEC process is reshaped in a matrixioby C' bytes called Application Data Sub-Table (ADST)
illustrated in Fig. 3 [2]. The columns of the ADST are thentdlsited in a round robin fashion

C columns R
N
o
= -
= 2
= -
S =] o
RS
5| [ S
S 9 5
,.\gr:-f — |3 =
Jlo o N7 % — éi
H %ga eoocoe Q_FS 9':
o U,Egv e 0Q
b= o ) &~ o
1Bl = 2 S
[e—
2|9 =3
:c—r
0% o
o g 8
oV o
S =] &
0Q =
e &
o
=} >
N o
w
v

Fig. 3. ADST reshaping of datagram bursts.

DRAFT



18

among B matrices called Application Data Tables (ADT). An ADT isTaby K matrix. The
FEC, always systematic, is applied on the ADT producing lay N, parity matrix, called IFEC
Data Table (iFDT). An ADT is filled up and the encoding takeacel everyE P bursts, £ P
being the Encoding Period, which determines the number tHgdam bursts over which the
parity is calculated. The ADT and the iFDT together formeatoding matrixIt takesB x EP
bursts to fill up a single ADT. Once an ADT is full (this happdnsB ADT at the same time)
the iIFDT is calculated. As soon as tli2iFDTs are calculated al-EC burstis generated by
taking groups of columns fron§ different iFDTs. An IFEC burst is made up of several IFEC
sections. Each section is comprised of a header, a payla#diomg g columns from the same
iFDT and a cyclic redundancy check (CRC). Th¢h IFEC burst is merged with thg — D)-th
datagram burst (and eventual MPE-FEC redundancy) to fotimexslice burst The time slice
burst is then multiplexed on MPEG2-TS frames and passed dodower layers.

Depending on the FEC technique applied (Reed-Solomon or Ragtfferent values ofF P,
B and S are adopted. In case a Raptor code is ugdd is generally greater tham, while
B = S = 1. This is because Raptor codes, unlike other FEC codes suchegisS®omon codes
[21], are capable of handling large source matrices (i.©T)A that can span several datagram
bursts.

a) Raptor Codes in DVB-SHThe Raptor code adopted for the DVB-SH is the same as in

the 3GPP standard, which has also been adopted in the DVBHed&h(DVB-H) standard [2].
Its description can be found in [22]. A source block in [22fresponds to an ADT and a source
symbol is a column of the ADT. Thus a source block hassymbols of 7" bytes each. The
Raptor encoder is applied independently to each source Jbéaah of which is identified by a
Source Block Number (SBN). The encoder produéesystematic symbols (the ADT matrix)
and NN, repair (parity) symbols. Systematic and repair symbols are cadlecbding symbols
Each symbol is identified by an Encoding Symbol Identifier [jESalues from0 to K — 1
are assigned to the systematic symbols, while values fforto N, + K — 1 identify repair
symbols. The encoding procedure consists of two parts.dritkt partL intermediate symbols
are produced starting from th& source symbols, while in the second péaft+ N, encoding
symbols are generated starting from thentermediate symbols.

The intermediate symbols froa to X' — 1 are systematic (i.e., they are the same as the

source symbols). Th& intermediate symbols fronk” to K + S — 1 are generated using an
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LDPC encoder while the lasf symbols fromK + S to L are calledHalf Symbolsand are
generated using a binary reflected Gray encoder [2].

The encoding symbols are generated applying a Luby Tramsi®T) encoder to thel
intermediate symbols. The LT encoder operates a bit-wis& ¥Ointermediate symbols chosen
according to a certain degree distribution. Each of the @imgpsymbols is transmitted together
with its ESI and a triple(d, a,b) whered is the symbol degree andandb are integers from
the setsl, ..., L” — 1 and0,..., L” — 1 respectively,.” — 1 being the smallest prime integer
greater than or equal tb. At the end of the encoding proceds, systematic symbols plud’,
parity symbols are produced. The parity symbols are linearkinations of systematic symbols
in GF(2). The encoding symbol triple together with the ESI and the@& allows the decoder
to determine which intermediate symbols (and thus whichrcedgymbols) were combined to

form each of the encoding symbols.

B. Ground Segment

We consider high class terminals as defined in [23]. Highsck@sminals are (almost) not
energy constrained and have relatively good computatipalmities and memory [23]. This is
the case with vehicular terminals that are powered by reeadne batteries and can host highly
performant computation units thanks to the relative lowactghey have in terms of cost, space
and weight. We assume that each terminal has both sateilit@@hoc networking capabilities.

More specifically we assume that each vehicle is equipped avDVB-SH receiving terminal
for satellite signal reception. As for the node-to-node pamication we consider the use of the
Dedicated Short Range Communication (DSRC)/IEEE 802.11p atdnahich is specific for
vehicle-to-vehicle communication (V2V) in tHe9 GHz band. However, note that the proposed
cooperation method is transparent to the standard usethéov2V channel, and thus different

solutions could be adopted.

VI. NETWORK-CODED COOPERATION FORDVB-SH

In the following we give an example of a cooperative schemectiverage enhancement in
the forward link [24]. We call such cooperation scheme Nekaabded Cooperative Coverage
Enhancement (NCCE). Let us consider a satellite broadcastiDyB-SH-B signal with MPE-
IFEC protection to a population of vehicular terminals whibth DVB-SH-B and IEEE 802.11p
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radio interfaces. During a time windoy®, t) the satellite transmit# + N, IFEC symbols ob-
tained from an ADT. Terrestrial and satellite communicagiteke place in orthogonal frequency
bands. Due to long-lasting shadowing caused by urban pabipagconditions, it can happen
that a user decodes a number of symbols equalte K during the interval0, ¢). In this case
the user cannot decode the entire source data block. In trderhance satellite coverage each
node re-encodes the received packets (either receivectlgifeom the satellite or from other
terminals) and broadcasts them to nodes within its trarsamgange. In the following sections

we describe the encoding procedure at land mobile nodes.

A. Encoding at Land Mobile Nodes

Let us assume that a node is able to decode some of the encegmapls directly from
the satellite. Each symbol carries an ESI and a triple:, b). As described in Section V-A2
the node uses the ESI to understand which of the source sgmimk combined together to
form the considered encoding symbol. We propose to applyvaank encoding scheme at land
mobile nodes using the source symbols of iIFEC as source dgrabthe network code. In other
words, nodes exchange linear combinations of encoding slgnib some finite field, with the

aim of recovering all the source symbols.

B. Terrestrial Channel Usage

Each received encoding symbol is interpreted by a node asearlicombination of source
symbols with coefficient® or 1 in GF(2"), wheren is an integer corresponding to the number
of bits used to represent each coefficient. The node themeapple network encoding procedure
described in Section Il. The encoding vector of the receiedoding symbol can be derived
from symbol's ESI and tripléd, a, b).

The probability to access the channel in each slot is detertnby the parameteooperation
level which we indicate with(, 0 < ¢ < 2. In the following we will assume thaf is the same
for all nodes. Fixing( < 1, in each slot, if a node stored a number of linearly independe
packets which is larger than the number of transmitted gackethe current generation, it
creates a linear combination of all the stored packets asrided in Section IV and tries to
access the channel with probabilgyIf { > 1 two cases must be considered. In case the number

of transmissions made by the node is lower than the numbeineady independent packets
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received, the node tries to access the channel with pratyapil= 1. If the node has a number
of stored packets which is lower than or equal to the numbdho$e transmitted, instead, it
tries to access the channel with probability= ¢ — 1.

When a node receives a packet from another node, it checkherhigte packet is linearly
independent with the stored packets and, if this is the diwenew packet is stored. If the
received packet is not linearly independent with the stanees, it is discarded.

We recall that this is only one possible cooperative schefietwis not necessarily the optimal
one. For instance, different mechanisms for medium acaadsransmit packet selection can be

adopted.

C. Implementation Aspects

According to the DVB-SH standard we consider a source symbeldf 1024 bytes each. At
the terminal nodes each source symbol is divided intosubsymbols, each of which containing
% bytes. Each of these subsymbols is multiplied by a randorbsen coefficient in a field
with ¢ = % = 2" elements. The coefficient is the same for all subsymbolsinvarsymbol. In
this way the complexity of the network encoder/decoder caikdpt at a reasonable level [12].
A field size of2® or 2!6 (one or two bytes) may constitute a valid choice. The NC idiagpas
in [12], adding the encoding vector at the end of each paditeis, for ak” symbols generation,
a header withK' x ¢ bits is appended to each symbol. The loss in spectral eftigién then
(Kq)/8192. Assuming coefficients ot byte are used, the loss becom&g1024. In order to
keep the loss at a reasonable value we should limit the sizbeofyeneration. For instance,
if generations of K = 100 symbols are used, the loss is beld®%. The adoption of small
generation sizes has the drawback that the code efficienedigced. For example, it is known
that the efficiency of the Raptor code increases with the gobiack. A tradeoff is to be found
between the size of the coefficients (that influences theiaifty in the information distribution
among the nodes) and the generation size (which influeneepdatformance of Raptor code).
Apart from such tradeoff, we point out that there is a furthévantage in using a relatively short
generation size. As a matter of facts, since the short gdedr is always used together with
IFEC protection, a block of small size would make the datalitgavailable to the upper layer
sooner than in the case of large blocks, thus reducing thedi®g delay. In Section VII we

show the gap between the asymptotic results obtained ino&el&t and the simulation results
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obtained in the same setup but with the 3GPP Raptor code,dhéimite block-length.

VII. NUMERICAL RESULTS

Fig. 4 shows the coverage, obtained evaluating numerically Eqn. (20), plotted agiathe
rate at physical levet for a fixed message rate and different network sizes. The relative lower
bounds and the coverage curve in case of no cooperation sveslabwn. In the simulation we
setkR =2/3, p, = 0.2, 'y = 10 dB in the N-N channely, = 3 ando = 1 in the S-N channel. It
is interesting to note how, for the considered network sireseasing the number of nodes also
increases the achievable ratdor a given(). In other words, the higher the number of nodes,
the higher the probability that all the information broasteal byS reaches the network, i.e., is
received by at least one node. Once the information has edable network, it can be efficiently
distributed among the terminals through random linear agtveoding. An important gain in
the transmission rate can be observed, with an increaseoot &ld bit/s/Hz when passing from
no cooperation to cooperation in a network withnodes, and about bit/s/Hz in case of a
network with4 nodes. An important point is that this result is achievedchaut any feedback
to the source or any packet request among nodes, as theoteoisiwhether to encode and
transmit or not is taken autonomously by each terminal déipgnon the probability of media
contentionp,. The lower bound is fairly tight fo/ = 2 and M = 4.

In Fig. 5 the coverage is plotted against the probabilityrah$mission attempt, (fixed for
each node) folM = 4, I'y = 10 dB, r = 1 bit/s/Hz andR = 2/3. It is interesting to note that
relatively small values op, (lower than0.15 for the asymptotic case) are sufficient to achieve
full coverage for values of- and R which are of practical interest. We further observe that
the lower bound tightly approximates the simulated thecaeturve. The coverage for the non

cooperative case in the setup considered in Fig. G oherently with Fig. 4.

VIIl. CONCLUSIONS

In this chapter we investigated the possibility of using ap=rative approach for providing
missing coverage in heterogeneous LMS networks. We caotiedn analytical study considering
a mathematically tractable and yet practically interegstietwork model, in which fading and
shadowing effects in the communication channels as welhasredium access mechanism of

the cooperating nodes have been taken into account. By agplye Max-flow Min-cut theorem
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r (bit/s/Hz)

Fig. 4. Coveragd? plotted against rate at physical layein the cooperative case for different valuesif The lower bound
and the non cooperative case are also shown. In the simulation we se2/3 messages/slog, = 0.2, 'y = 10 dB in the

N-N channelsy, = 3 ando = 1 in the S-N channel.

we derived an analytical lower bound on the coverage as ditumof both the information rate
at physical layer and the rate of innovative packets ingeatethe network per unit-time. Our
results show a tradeoff between the coverage and the ratéhiah whe information can be
injected in the network, and at the same time quantify the gerived from node cooperation.
We showed that, at least for the considered network sizesgdin grows with the number of
terminals, contrary to what happens in the non cooperatge.c

Based on the considered theoretical model we suggestedticpt@ooperative scheme which
leverages on network coding for enhancing coverage in bgégeous vehicular LMS systems

adopting DVB-SH in the satellite segment.
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Fig. 5. Coveragd? plotted against the probability of media contentjanin the cooperative case for a network with = 4

andT'y = 10 dB. The lower bound?. 5 is also shown. In the simulation we sBt = 2/3 messages/slot; = 1 bit/s/Hz,

u=3ando =1 in the S-N channel.
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