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ABSTRACT CO2, CH4, and N2O are recognised as the most im-
portant greenhouse gases, the concentrations of which increase
rapidly through human activities. Space-borne integrated path
differential absorption lidar allows global observations at day
and night over land and water surfaces in all climates. In this
study we investigate potential sources of measurement errors
and compare them with the scientific requirements. Our simula-
tions reveal that moderate-size instruments in terms of telescope
aperture (0.5–1.5 m) and laser average power (0.4–4 W) poten-
tially have a low random error of the greenhouse gas column
which is 0.2% for CO2 and 0.4% for CH4 for soundings at
1.6 µm, 0.4% for CO2 at 2.1 µm, 0.6% for CH4 at 2.3 µm, and
0.3% for N2O at 3.9 µm. Coherent detection instruments are
generally limited by speckle noise, while direct detection instru-
ments suffer from high detector noise using current technology.
The wavelength selection in the vicinity of the absorption line
is critical as it controls the height region of highest sensitivity,
the temperature cross-sensitivity, and the demands on frequency
stability. For CO2, an error budget of 0.08% is derived from
our analysis of the sources of systematic errors. Among them,
the frequency stability of ± 0.3 MHz for the laser transmitter
and spectral purity of 99.9% in conjunction with a narrow-band
spectral filter of 1 GHz (FWHM) are identified to be challeng-
ing instrument requirements for a direct detection CO2 system
operating at 1.6 µm.

PACS 42.68.Wt; 95.75.Qr

1 Introduction

Long-lived atmospheric species such as carbon
dioxide (CO2), methane (CH4), and nitrous oxide (N2O) have
been recognised by the International Panel of Climate Change
as the most important greenhouse gases, the concentrations
of which increase rapidly due to human activities since the
industrial revolution [1]. In order to better predict the be-
haviour of the climate system and to help constrain political
conventions on greenhouse gas avoidance, a more accurate
knowledge of the sources and sinks of these gases in terms
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of location, magnitude, and variability on a global basis is
essential.

Greenhouse gas fluxes at the Earth’s surface exhibit a com-
plex pattern in space and time and cannot be directly measured
by satellite observations. Concentration measurements of the
vertical total column may be used to infer surface sources
and sinks by means of inverse models that describe atmo-
spheric transport and mixing [2]. Initial estimates reveal that
the required level of measurement accuracy is exceptionally
high and cannot be provided by the current global observ-
ing system [2, 3]. The main drawback of passive sounders
in the infrared spectral region is related to their atmospheric
weighting functions which favour the middle and the upper
troposphere (e.g. 5 km and above) rather than the lower tropo-
sphere where the sources and sinks reside [4, 5]. In the solar
backscatter region major limitations arise due to atmospheric
aerosol interference [6] and from the fact that these systems
lack sensitivity at high latitudes due to the unfavourable Sun
angle [7, 8].

High measurement sensitivity is expected from making
use of integrated path differential absorption (IPDA) lidar,
where the strong lidar echoes from cloud tops or the Earth’s
surface can be used to infer the trace gas column from sound-
ings at two frequencies in the vicinity of an absorption line [9].
The possibility for minimising potential sources of systematic
errors which may arise from unknown temperature profiles,
water vapour interference, and aerosols is a further advantage
of this measurement technique. In addition, sounding in the
wing of an absorption line would enable high sensitivity in the
low troposphere.

There are a few publications reporting successful meas-
urements of atmospheric CO2 columns by ground-based in-
struments using laser transmitters at wavelengths near 2.0 µm
and 4.8 µm [10–13]. In the case of active remote sensing
of CH4 there are several operational instruments for gas
leak detection operating in the 3.3-µm or 1.6-µm spectral
regions [14–17]. Various laser transmitters are employed
such as optical parametric oscillators (OPOs), CO:MgF2
lasers, DF lasers, Ti:sapphire lasers with Raman shifting,
or harmonic generation of CO2 lasers [18]. Differential ab-
sorption lidar (DIAL) measurements of range-resolved CO2

profiles using a pulsed single-frequency Tm:Ho:YLF laser at
2.05-µm wavelength in combination with heterodyne detec-
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tion principles are reported in [19]. Only two active remote
sensing systems for the detection of N2O have been developed
yet [20, 21]. Both systems use the topographic target return of
a pulsed chemical laser (DF) at 3.9 µm.

Space-borne lidar systems have been the subject of exten-
sive investigations since the mid 1970s resulting in mission
and instrument concepts mainly for the measurement of me-
teorological parameters such as aerosols and clouds [22–24],
wind [25], and water vapour profiles [26], as well as surface
elevation [27]. Although the feasibility of active remote sens-
ing of CO2 from space has already been suggested in [28]
there is still enormous lack of knowledge of the required per-
formance on the instrument level. To close this gap, observa-
tional requirements for the measurement of sources and sinks
of the most important greenhouse gases CO2, CH4, and N2O
were recently derived in a comprehensive requirements defin-
ition study [29]. Forward model simulations were used to cal-
culate the temporal and spatial variabilities of the trace gases
while inverse calculations have been carried out to model the
reduction in surface flux uncertainty through measurements
performed by a hypothetical IPDA lidar instrument embarked
on a space-borne platform. As a result, for an adequate quan-
tification of the relevant processes controlling sources and
sinks of the greenhouse gases, the precision for the relative
random error should range between 0.26% and 1.3% for CO2,
between 0.4% and 2% for CH4, and between 0.06% and 0.3%
for N2O for the column integrated dry air mixing ratio. The
error boundaries represent target and threshold observational
requirements for a spatial cell of 50–500 km. The observa-
tional requirements for the systematic error are expected to be
even more stringent and range between 0.02% and 0.26% for
CO2 in order to resolve regional gradients such as the North–
South gradient in the CO2 distribution or disturbances in the
seasonal cycle.

In the study in hand we investigate the measurement per-
formance of different classes of IPDA lidar instruments and
compare to the above observational requirements. In Sect. 2
the methodology is introduced. Section 3 reports the random
error and sensor optimisation with the aim to meet the strin-
gent target observational requirements. In Sect. 4 sources of
systematic errors are discussed and an error budget is pre-
sented for a CO2 system operating at 1.6 µm. Section 5 dis-
cusses critical instrument sub-systems and implications for
a possible instrument realisation. Section 6 summarises the
most important findings of this study.

2 Methodology

2.1 IPDA lidar principle

The performance model used in this study assumes
a space-borne DIAL instrument which measures light scat-
tered and reflected from ground surfaces in the nadir viewing
direction along the satellite flight track. We restrict our analy-
sis to the simplest case of only two sounding frequencies, in
the following denoted as on-line and off-line. Due to gas ab-
sorption along the measurement path, sounding at on-line re-
sults in a significantly larger atmospheric extinction compared
to off-line which serves as a reference. Hence, the columnar
averaged dry air mixing ratio of the greenhouse gas can be di-
rectly inferred from comparison of the two lidar signals using

the following expression for the measured differential optical
depth:
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In this equation qgas is the dry air volume mixing ratio of
the greenhouse gas, nair is the air number density, qH2O is the
volume mixing ratio of water vapour, and σon −σoff is the dif-
ferential absorption cross section. The integration runs from
the top of the atmosphere rTOA down to the Earth’s surface rG.
Equation (1) results from application of the simplified hard
target lidar equation [30] expressed by

Pon,off(rG) = Don,off
A

r2
G
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∗
on,offτ

2
on,off

Eon,off

∆teff
, (2)

where Pon,off are the radiation fluxes entering the detector area
from soundings at both wavelengths, D is the total optical ef-
ficiency of the transmitter/receiver system, O is the overlap
function between the light beam and the field of view of the
receiving telescope, E is the pulse energy of the transmitted
laser radiation, ∆teff is introduced to account for the effective
pulse length of the lidar returns, τ is the one-way atmospheric
transmission, and �∗ [sr−1] is the target parameter defined
as the reflected power per steradian towards the receiver di-
vided by the incident power [31]. For an ideal Lambertian
surface the latter is commonly expressed by �/π, where � is
called the reflectivity of the target. The parameter δA of (1)
represents the optical depth of all other constituents of the at-
mosphere interacting with the laser radiation such as aerosols,
air molecules, and other trace gases.

A key role in (2) is played by ∆teff, which accounts for
the spread of the reflected laser pulses in the time domain. In
general, this parameter is a function of the laser pulse length
∆τL, the detector impulse response time ∆τD ≈ 1/(3B), and
the time spread ∆τT caused by a structured surface. If we as-
sume Gaussian distributions for these broadening effects, the
effective pulse length in the time domain can be derived from
the convolution theorem, where the spread is given by the ge-
ometrical sum of the individual half-widths according to

∆teff =
√

∆τ2
L +

(
1

3B

)2

+
(

2∆h

c

)2

, (3)

where B is the electrical bandwidth of the detector/amplifier
system, ∆h is the effective target altitude within the footprint
of the laser pulse (e.g. given by the slope of the surface with
respect to normal incidence), and c is the speed of light.
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It is worth mentioning that (1) is based on several sim-
plifications. In particular, lidar echoes caused by inelastic in-
teraction processes such as Raman scattering or fluorescence
from topographic targets are assumed to be negligible or be-
ing removed with an appropriate narrow-band optical filter
in the receiver channels. Furthermore, a possible Doppler-
shifted absorption line originating from pointing off-nadir and
a limited spectral bandwidth (e.g. spectral profile) of the emit-
ted laser pulses are not considered. Consequences of devia-
tions from the latter simplification are discussed in Sect. 4.

2.2 Weighting function

Despite the fact that the IPDA lidar method does
not provide range-resolved measurements, some information
on the vertical distribution of the greenhouse gases can be ob-
tained from examination of the vertically weighted column
volume mixing ratio q̄gas introduced in [32]:

q̄gas =
∫ psurf

pTOA
qgas(p)w(p, T )dp∫ psurf

pTOA
w(p, T )dp

. (4)

In this equation a weighting function w appears, which can
be explicitly expressed with the notation of (1) by w(p, T ) =
nair(p, T )(σon(p, T )−σoff(p, T ))(−∂r/∂p), with nair and σ

commonly given in pressure and temperature coordinates. For
simplicity we refer to dry air only. The weighting function in
principle describes the relative contribution of an atmospheric
layer to the total column of the trace gas volume mixing ratio
at pressure p and temperature T . The integration in (4) runs
from the pressure at the top of the atmosphere pTOA down
to the surface pressure psurf. Using the hydrostatic equation
and the ideal gas law, the transformation from altitude to pres-
sure coordinates can be written by ∂r/∂p = −kBT/(pMairg)

with kB being Boltzmann’s constant and g the normal gravity;
hence, w simplifies to

w(p, T ) = σon(p, T )−σoff(p, T )

gMair
, (5)

where Mair denotes the average mass of a dry air molecule.
Equation (5) indicates that selection of the laser frequency for
the molecular absorption cross sections can have a strong in-
fluence on the shape of the weighting function as illustrated in
Figs. 1 and 2. In Fig. 1 three typical weighting functions nor-
malised to unity associated with soundings in the line centre as
well as at line wing positions with a frequency displacement
from the line centre of γL and 2γL are shown, with γL de-
noting the collisional half-width of line ‘a’ from Table 1. For

Species Wavelength Optimum on-line Line centre S0 E′′ Line See
µm cm−1 cm−1 cm2 cm−1 cm−1 label Fig.

CO2 1.6 6361.2219 6361.2509 1.82×10−23 133.00 a 3a
6212.8203 6212.7953 1.60×10−23 133.44 b

2.1 4875.6275 4875.7487 1.74×10−22 362.79 c 3b
4833.9070 4833.7700 2.25×10−22 234.08 d

CH4 1.6 6057.1224 6057.0861 1.28×10−21 104.77 e 3c
N2O 3.9 2542.3427 2542.3536 1.80×10−20 231.24 f 3d

TABLE 1 Overview of
optimised on-line positions
(vacuum wave numbers)
from [29] and absorption
line parameters from the
HITRAN’96 database [37]

FIGURE 1 Relative weight of the greenhouse gas column content at dif-
ferent pressure levels for three different laser frequency positions νL in the
vicinity of a trace gas absorption line with the centre frequency ν0 as indi-
cated in Fig. 2

FIGURE 2 Molecular absorption cross section of line ‘a’ from Table 1 as
function of frequency detuning from centre line ν0 = 0 for T = 288 K and
p = 1013 hPa. The dashed lines indicate the laser frequency displacement in
units of the collisional half-width γL from the centre line

the calculations of the absorption cross sections a monochro-
matic laser line profile was assumed and the molecular line
shape has been modelled by a Voigt profile approximation
(see Sect. 3.4). It follows that measurements of greenhouse
gases at the line centre would have their maximum sensitivity
in the upper troposphere and stratosphere, while soundings at
frequency displacements ∆ν = 2γL off the line centre would
yield a high sensitivity in the low troposphere. For a more
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uniform sensitivity over the whole troposphere a frequency
displacement around γL seems appropriate. About 18% for
∆ν = 2γL, 15% for ∆ν = γL, and 4% for ∆ν = ν0 of the total
optical depths can be attributed to greenhouse gas absorption
within the first km above ground. It is worth mentioning that
a frequency displacement > 2γ would not lead to a remark-
ably better sensitivity in the first km near the ground, because
w becomes saturated (∼ 19% of the total optical thickness).
This is because of the shape of the molecular absorption cross
section approaching a Lorentz-type profile giving the relation
w ∼ p.

3 Random error

3.1 Performance model

The measurement sensitivity of the optical depth
expressed by (1) was analysed in terms of the mean signal-
to-noise ratio (SNR) of the lidar returns given by SNRon,off ≡√

〈Pon,off〉2/〈∆P2
on,off〉. Provided that the laser pulse en-

ergy measurement may additionally be affected by statisti-
cal fluctuations where the signal-to-noise ratio is given by

SNRL
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√
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on,off)〉2/〈(∆EL
on,off)

2〉, the random error of
the optical depth was estimated from first order error propa-
gation expressed by
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+ 1(
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off

)2

)
1

nshots
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where nshots denotes the number of statistically independent
pulse pairs. The main contribution to the random error arises
from signal fluctuations of the lidar measurements due to
speckle noise as well as detection noise, both influencing the
overall SNRon,off. The impacts of these noise sources on the
measurement sensitivity are quite different and critically de-
pendent on the type of detection method used as shown in the
following paragraphs.

3.2 The direct detection instrument

A direct detection instrument converts the incom-
ing photon flux entering the detector’s surface to a measurable
signal current through the generation of a suitable amount
of charge carriers by means of internal and external amplifi-
cation processes. The mean CNR (carrier-to-noise ratio) for
each wavelength can be calculated using [33]:

CNR = PMR√〈
∆I2

N

〉 , (7)

where P is the target return power (without background), M is
the detector internal gain factor, and R denotes the detector’s
responsivity given in A W−1. For the mean current fluctuation
we derived the following expression:

〈
∆I2

N

〉 = B

(
2eM2 FR(P + Pback)+ i2

D + i2
0

+4kBT

RF
+

(
u0

RF

)2
)

+ B3

3
(u02πCdet)

2 . (8)

In this equation, B is the electrical bandwidth, e the elemen-
tary charge, F the detector’s excess noise factor which ac-
counts for additional noise due to the internal amplification
statistics, and i2

D the dark current noise density. The noise con-
tributions resulting from the electrical amplification process
are expressed through the amplifier input current noise dens-
ity i2

0, the feedback resistor RF, the absolute temperature T ,
and the input voltage noise density u2

0. Cdet accounts for the
equivalent capacity of the detector including the capacities
of the amplifier input and wirings. Pback in (8) is the back-
ground signal which originates from other sources such as the
reflected or scattered solar radiation or thermal emission de-
pendent on the spectral region, both not fully removed by the
spectral filter in the receiver channels. It can also contain con-
tributions from the dark current. For a noise-free detector with
the quantum efficiency and excess noise factor equal to unity,
CNR of (7) simplifies to

CNRideal = P√
2hνB(P + Pback)

, (9)

where shot noise from the hard target reflection and back-
ground radiation basically limit the detector performance. In
this equation hν is the energy of a single photon emitted at
frequency ν and h is Planck’s constant.

The influence of speckle noise on the performance of a dir-
ect detection instrument can be estimated from examination of
the number of statistically independent spatial and temporal
speckle cells falling on the receiver aperture. For a Gaussian
beam profile, the speckle-related signal-to-noise ratio SNRs is
approximately given in [33]:

SNRs
∼= π

λ
ϑL RT

√
τr

τc
. (10)

In this equation, ϑL denotes the half cone beam divergence
of the transmitted radiation, RT is the radius of the collecting
telescope, τc is the coherence time of the laser pulse, and τr is
the sampling time.

The terms πϑL RT/λ and
√

τr/τc of (10) denote the im-
provements from spatially and temporally averaging, respec-
tively. For a Fourier transform limited laser pulse (single lon-
gitudinal mode, no chirp), the coherence time is equal to the
laser pulse duration. Laser emission in several longitudinal
and transversal modes or in the case of variation of the opti-
cal length of the laser resonator during the laser pulse would
cause a chirp which decreases the temporal coherence consid-
erably. If speckle noise is taken into account, the overall SNR
of a direct detection instrument will be given by [34]

SNR = CNR√(
1 + CNR2

SNR2
s

(
1 + 1

(SNRL)2

(
1 +SNR2

s

))) ,

(11)

where a coupling between speckle noise and detection noise
due to pulse energy fluctuation is taken into account. If the lat-
ter can be neglected, (11) will simplify to an expression where
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the variances from speckle and detection noise add geomet-
rically. A typical lidar setup that uses direct detection allows
for averaging of a large number of statistically independent
speckle cells such that the relation SNRs 	 CNR is fulfilled,
and hence the overall SNR is given by the carrier-to-noise
ratio defined in (7).

3.3 Coherent detection instruments

In contrast to direct detection systems, the return
power estimate using a coherent detection principle largely
suffers from low SNRs. This type of instrument requires
a diffraction limited system setup, where to first order only
one speckle cell is imaged onto the detector surface. In such
a setup, SNRs approaches unity, as can be derived from (10)
when a Gaussian beam profile with ϑL RT = λ/π and a sam-
pling time τr = τc are used.

In the following we briefly introduce the heterodyne de-
tection principle using the notation from direct detection
instruments above. In a heterodyne detection unit, the re-
turn power estimate is obtained from the power spectrum of
the beat signal generated by mixing the light of a frequency-
shifted local oscillator (LO) with the signal of the lidar
echo from a pulsed or continuous-wave (cw) laser trans-
mitter [35]. The beat signal is generated by focusing both
signals onto a photodetector which is assumed to respond lin-
early with respect to the return power (i.e. quadratic in the
electromagnetic field). The resulting photocurrent has com-
ponents which are proportional to the target return power
P, the local oscillator power PLO, and a periodic signal
2R

√
ηtot

√
P

√
PLO cos(2π(νS − νLO)t +ϕrand) resembling the

output current at the beat frequency 2π(νS − νLO) when
Doppler shifts are negligible. The frequencies νS and νLO de-
note the laser transmitter and LO frequencies, respectively, t
is the time and ϕrand a random phase. The term ηtot denotes
the cumulative efficiency factor given by the product of the
optical, transmitter, and coherent efficiencies and R is the re-
sponsivity introduced in (7).

In the next processing step the absolute square of the
Fourier transform of the beat signal has to be calculated to es-
timate the signal contribution at frequency 2π(νS −νLO). This
gives the expression 〈 Î 2

S 〉 = 2ηtot R2 PPLO for the power spec-
trum of the detector current at the beat frequency, which is
proportional to the target return power P (the factor of two
arises from combining positive and negative frequency con-
tributions). Since the LO signal power is much larger than
the return power from the lidar echo, the system noise arises
mainly from shot noise of the LO. According to (8), the noise
term can be expressed by 〈∆ Î 2

N〉 = 2eRPLO B when a PIN
diode with M = F = 1 is used as the photodetector and the
shot noise from the LO dominates all other noise sources of
the detector. Since in a heterodyne setup only one speckle of
the incoherent backscattered radiation is imaged, the return
power P is a random variable where the corresponding electri-
cal fields are described by a Gaussian statistical process with
zero mean. The same holds true for the fluctuations of the LO
radiation. The Fourier transform converts these real Gaussian
processes to complex ones in the frequency domain. Now, the
absolute square of a complex Gaussian process follows an ex-
ponential distribution. For exponential distributions in general

the standard deviation is equal to the mean, so that we fi-

nally obtain
√

〈∆ Î 2
S 〉 = 〈 Î 2

S +∆ Î 2
N〉 for the standard deviation

of our power spectrum estimate of the combined fluctuations
from the backscatter signal and the LO [36]. From this and
the signal power to noise density ratio PND = B〈 Î 2

S 〉/〈∆ Î 2
N 〉

it follows that the overall SNR for a single shot and a single
range gate can be expressed by

SNR ≡
〈
Î 2
S

〉
√〈

∆ Î 2
S

〉 = 1

1 + eB

ηtot RP

= 1

1 + B

PND

, (12)

with PND = ηtot RP/e. The responsivity R is related to the
quantum efficiency Q of the photodetector by the equation
R = Qe/hν. Using this substitution, the signal power noise
density ratio is given by PND = QηP/hν, an expression more
frequently found in the literature. From (12) it follows that
SNR approaches unity for PND 	 B and SNR = 0.5 when
QηP = hνB reaches the threshold limit. In the latter case, the
effective target return power which includes all losses in the
heterodyne receiver is equal to the quantum noise limit ex-
pressed by the product of photon energy and bandwidth. In
any case, the SNR is always smaller than unity; thus, a large
number of statistically independent shots have to be accumu-
lated along the track direction to obtain a small random error
of the greenhouse gas optical depth expressed by (6). Further-
more, the coherence time τc of the pulsed laser transmitter
should be fitted to the bandwidth by the relation Bτc ≈ 1 to
obtain a high efficiency factor [35].

A cw IPDA lidar system utilising the coherent detection
principle combines the advantage of a small receiver band-
width with a narrow-band laser spectral width. Such an in-
strument flying over a scene will see a time-varying speckle
pattern which depends on two parameters, the aperture diam-
eter D0 of the receiving telescope and the satellite velocity
vsat. If a statistically independent speckle pattern per D0/2
motion of the spacecraft is assumed, the speckle bandwidth
will be given by Bcw = 2vsat/D0. Substitution of B by Bcw in
(12) and averaging over TBcw speckles yields

SNRcw = √
TBcw

1

1 + Bcw

PND

, (13)

with T being the total integration time of the observation
along the track direction. The speckle bandwidth Bcw is ap-
proximately 15 kHz for a 1-m and 30 kHz for a 0.5-m tele-
scope aperture in the case of a LEO (low Earth orbit) with an
orbit velocity of about 7 km/s.

3.4 Results

Promising candidate absorption lines in the in-
frared spectral region have been identified around 1.57 µm
and 2.05 µm for CO2, 1.65 µm and 2.29 µm for CH4, and
3.93 µm for N2O with the help of an IPDA performance simu-
lation tool [29]. An overview of the optimum on- and off-line
positions found is given in Table 1. The frequencies selected
are the result of a compromise between small temperature de-
pendency and water vapour cross sensitivity on the one hand,
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and appropriate weighting function and optical depth for high
measurement sensitivity on ground on the other hand. For
low-noise detectors such as avalanche photodiodes (APDs)
with a noise equivalent power (NEP) value of 10 fW/

√
Hz an

optimum one-way optical depth (OD) of around ∼ 1.2 was
found, whereas for PIN diodes with a NEP of 200 fW/

√
Hz

smaller ODs of around 0.6–0.7 are more appropriate. Since
the solar background radiation is low for wavelengths larger
than 1.3 µm this played a minor role in the selection of these
lines. A critical selection aspect was the avoidance of inter-
ference by other trace gases, especially water vapour. Isotopic
lines were not considered.

Figure 3 illustrates the total atmospheric optical depth
for a vertical path in the vicinity of the selected absorp-
tion lines. The line-by-line atmospheric transmission calcula-
tions assume trace gas volume mixing ratios at the surface of
410 µmol/mol for CO2 (expected global mean value in 2015–
2020; assumed to be constant with altitude), 1700 nmol/mol
for CH4, and 320 nmol/mol for N2O. The spectra were com-
puted for US standard atmosphere conditions and include the
most relevant interfering trace gases. The HITRAN’96 (HI-
TRAN 2004 for water vapour) [37] database was used to com-
pute the absorption cross sections of all lines of the main iso-
tope lying in the selected spectral region. To model the spec-

FIGURE 3 One-way trace gas optical depths of the standard atmosphere vertical column up to 65-km altitude as function of wavelength and wave number
for (a) CO2 at 1.57 µm, (b) CO2 at 2.05 µm, (c) CH4 at 1.65 µm, and (d) N2O at 3.93 µm. The total optical depth (sum over all trace gases under investigation,
plus water vapour) is the thin solid line. Thick solid: CO2, dotted: H2O, dashed: CH4, dash-dotted: N2O. Thin vertical dashed lines: on-line positions of
Table 1; off-line positions dotted. In (a) the on-line (off-line) optical depth of water vapour amounts to 8×10−5 (2×10−5)

tral absorption features under atmospheric conditions, a Voigt
line profile has been assumed for each individual absorption
line to account for collisional and Doppler broadening ef-
fects [38]. Figure 3b illustrates how a careful selection of the
off-line position may cancel the spectroscopic water vapour
dependency, by choosing the same H2O absorption level as for
the on-line position.

The calculation of the amount of reflected radiation for
IPDA requires estimates of the surface reflectivity for the
selected wavelengths. In this study, representative values,
listed in Table 2, have been taken from moderate-resolution
imaging spectroradiometer (MODIS) data over vegetation
following [32]. The water reflectivity is deduced from the
same study, by sun glitter reflectance histograms obtained
from polarization and directionality of the Earth’s reflectances
(POLDER) data. The median ocean reflectivity of 0.08 (for
1.6–2.3 µm) in the nadir viewing direction corresponds to an
average oceanic wave amplitude of 10 m and a mean wind
speed of 10 m/s. The LibRadtran radiative transfer calcula-
tion tool [39] was used to estimate the amount of background
radiation P(back) affecting the CNR of the direct detection
instrument as expressed in (8). This is the sum of radiation
emitted by the Sun and the Earth, scattered onto the detector
by air molecules, aerosol and cloud particles, and the surface.
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Instrument parameter Direct detection Heterodyne detection
Pulsed Pulsed cw

Transmitter

Effective pulse length [ns]a 75 75 –
Double pulse rep. rate [Hz] 50 7500 –
Pulse energy, power monitor prec. 0.1% 0.1% 0.1%

Receiver

Telescope diameter [m] 1.5 1.0 0.5
Field of view (full angle; µrad) 250 2 1
Opt. efficiency including filter 41% – –
Overall heterodyne efficiency – 15% 15%
Optical filter bandwidth [nm] 1 Not req. Not req.

Detector and amplifier

Type APDb PIN PIN
Internal gain 20 1 1
Excess noise factor 4.3 1 1
Quantum efficiency 80% 70% 70%
Amplifier bandwidth [MHz] 3 – –
Speckle bandwidthc [kHz] – – 28.6
Noise equivalent powerd [fW/

√
Hz] APD: 24 PIN: 480 – –

Platform and atmosphere

Orbit altitude and velocity 450 km, 7.14 km/s
Orbit type 6 h/18 h sun-synchronous
Viewing geometry Nadir
Atmosphere model US standard atmosphere
Aerosol model Median aerosol profilee

Surface reflectivity over ocean/vegetation 1.6 µm 0.08/0.31
2.0–2.3 µm 0.08/0.09

3.9 µm 0.02/0.02
Nadir radiancef over ocean/vegetation [mW/(m2 nm sr)] 1.6 µm 1.7/5.0

2.0–2.3 µm 0.5/0.5
3.9 µm 0.4/0.4

a From (3)
b Avalanche photodiode (APD) for λ < 2.0 µm, otherwise PIN diode
c See (12)
d Assuming a detector–amplifier chain with a detector dark current noise density of 160 fA/Hz1/2, an amplifier input current (voltage) noise density

of 4 fA/Hz1/2 (3 nV/Hz1/2), an amplifier temperature of 300 K, an equivalent input capacity including wiring of 4 pF, and a feedback resistor of 1 MΩ
e From [29]
f For a solar zenith angle of 75◦ using [39]

TABLE 2 Instrument pa-
rameters for state-of-the-art
direct and coherent detec-
tion IPDA instruments and
environment conditions for
a space-borne platform fol-
lowing [29]

It depends on the viewing direction, the solar zenith angle,
the surface reflectivity, and the wavelength. An aerosol optical
depth of 0.03 was assumed for modelling the aerosol influence
in the background radiation at 1.6 µm [39]. To minimise solar
background radiation while assuring continuous solar power
for the satellite, a sun-synchronous dawn–dusk orbit would
be ideal. From statistical analysis of possible solar zenith an-
gles for such an orbit over a period of one year, it was found
that a solar zenith angle of 75◦ (worst case is 60◦) covers most
of the cases. The resulting background radiation is listed in
Table 2, valid for the cloud-free US standard atmosphere and
the surface reflectivity indicated.

Figures 4–6 show results from sensitivity analyses when
detector and atmospheric parameters are varied. The random
error profiles as a function of target altitude allow estimating
the performance in the presence of elevated targets such as
mountains or clouds. The reference system (solid line) param-
eters stem from Table 2. In these computations an orbit height
of 450 km and a direct detection instrument measuring CO2
in the 1.6-µm absorption band (line ‘a’ from Table 1) were
assumed. To improve the SNR, 3570 shot pairs have been
averaged, which results in an along-track integration length

of 500 km due to the satellite’s velocity of ∼ 7 km/s and the
double-pulse repetition frequency of 50 Hz of the lidar trans-
mitter. The individual parameter sensitivity can be deduced
from the variation range displayed in the figures. For the refer-
ence system the random error of the total CO2 column number
density is ∼ 0.04%. The value is not optimised with respect
to the user requirements, since this exercise was solely dedi-
cated to investigate the sensitivity of individual parameters to
the overall system performance under realistic instrument and
environment conditions.

It turns out that among all instrument parameters the de-
tector dark current (Fig. 4c) is the most critical one where
performance improvements could lead to substantial relax-
ation of the size of the instrument for comparably low random
error. The bandwidth of the optical filter and the field of view
of the collecting telescope, both influencing the background
radiation level on the detector, are uncritical parameters as
long as the detector dark current limits the measurement per-
formance. Variations of the transmitter pulse energy behave
like variations of the telescope size in Fig. 4a and are therefore
not shown explicitly. A variation of the background radiation
level has, like the variation of the filter bandwidth shown in
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FIGURE 4 Relative CO2 column number density error at 1.57 µm for
500-km horizontal integration as function of target altitude and varied
detector parameters: (a) telescope diameter, (b) receiver filter bandwidth
(FWHM), (c) semiconductor type. Variations of the transmitter pulse energy
behave like (a) and are therefore not shown explicitly. The reference system
(solid line) parameters are listed in Table 2

Fig. 4b, no significant influence. As illustrated in Fig. 5, a high
variability in the random error performance has to be expected
from atmospheric aerosol and surface reflectivity changes,
whereas soundings in different climates have no impact on
the random error. In particular, high aerosol load, sometimes
present in the atmospheric boundary layer, will lead to per-
formance degradation due to enhanced extinction.

Figure 6 shows the impact of ice and water clouds on the
system’s performance. Most importantly, the simulation runs

FIGURE 5 Like Fig. 4, for varied atmospheric parameters. (a) Model atmo-
sphere, (b) aerosol concentration, (c) surface reflectivity

in Fig. 6b show that thin cirrus clouds known to be present
over large parts of the tropics will not lead to large perform-
ance degradation. Optically thick mid-level clouds (Fig. 6a)
will of course completely attenuate the laser pulse, but the
cloud-top return signal may be used to retrieve the CO2 col-
umn above the cloud in the case where its top is flat enough
for averaging an appropriate number of shot pairs. The lidar
simulations in Fig. 6a were run with water cloud reflectivities
derived from LibRadtran radiative transfer calculations [39].
The reflectivity of a water cloud is mainly dependent on the ef-
fective cloud droplet radius and the optical depth. At 1.6 µm
a water cloud with 10-µm droplet radius and an optical depth
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FIGURE 6 Like Fig. 4, for the presence of clouds. (a) Water cloud with
effective droplet radius of 10 µm, (b) ice cloud (cirrus) between 8.5- and
9.5-km altitude

of 5 (20) has a reflectivity of 0.23 (0.55). We expect IPDA
to work even in scattered and complex structured clouds, as
well as over extended low-level stratus clouds, when using so-
phisticated processing methods such as conditional sampling
and averaging. This is a considerable advantage over passive
sensors that suffer from unknown cloud cover and cloud top
altitudes within their larger fields of view.

The sensitivity analyses of Figs. 4–6 served as a base for
the definition of a complete system for each instrument given
in Table 2. Some of the instrument parameters of this table

Species Wavel- Hor. Max. Required pulse energy
length res. allowed or power over ocean/vegetation
[µm] [km] column Direct det. Heterodyne detection

error Pulsed [mJ] Pulsed [mJ] cwa [W]

CO2 1.6 50 0.2% 40/9 –b –b

2.1 50 0.4%c 80/70 0.150/0.144 3.4/2.9
CH4 1.6 220 0.4% 3/1 0.020/0.004 0.6/0.2

2.3 220 0.6%c 20/17 0.013/0.011 0.5/0.4
N2O 3.9 550 0.3%d 53/53 0.050/0.050 1.5/1.5

a Average power for the cw system
b Requirements cannot be met
c Favourable weighting function of 2 µm line wing allows relaxing the required precision
d Threshold requirements

TABLE 3 Resulting trans-
mitter pulse energy or aver-
age power for the direct and
coherent detection instruments
needed to meet the target (for
N2O: threshold) observational
requirements from [29] under
instrument and environment
configurations listed in Table 2

have been optimised in size in order to meet the user require-
ments given in Table 3. In this table, a performance loss by
a factor of

√
2 was taken into account due to an assumed

50% cloud coverage on a global average affecting the lidar
signals reaching the ground for the total column [26]. The de-
tector parameters of each instrument have been taken from
commercially available sources. The parameters of interest
are size of the laser transmitter (e.g. laser pulse energy, rep-
etition rate, or the laser power of a cw system) and telescope
aperture of the receiver system. In particular, the product of
average power (pulsed instrument) and telescope aperture,
which balance each other, drives size and cost of a space-
based instrument. We tried to select reasonable instrument
approaches for the laser systems and telescope apertures that
have a certain heritage, e.g. a telescope size of 1.5 m for dir-
ect detection IPDA lidar [25]. Considerably smaller telescope
apertures (e.g. 1–0.5 m) are possible in case of a heterodyne
instrument.

Table 3 lists the resulting transmitter pulse energies for the
pulsed systems and power values for the cw systems needed
over vegetation or water as a function of the investigated trace
gas, the wavelength region, and the most important user re-
quirements (horizontal resolution and precision). As stated
above (cf. Figure 4c), the performance of direct detection in-
struments is mainly limited by the detector dark current. This
is even more important at 2 µm where the use of PIN diodes
with missing internal amplification degrades the performance.
The fact that more favourable weighting functions in the 2-µm
region allow us to relax the required precision does not coun-
terbalance this. To fulfil the requirements, direct detection
IPDA would need a power–area product of 7.1 and 0.5 W m2

for CO2 and CH4 at 1.6 µm over the ocean and of 10 W m2 for
N2O at 3.9 µm, regardless of the surface albedo.

The idea in sizing the coherent instruments was to oper-
ate them as close as possible near the threshold limit (e.g.
B/PND ∼ 1) where the quantum noise is equal to the effective
target return power for the on-line signal. In this case, the SNR
of a single shot and a single range gate is close to 0.5 and the
overall measurement sensitivity is proportional to the square
root of the number of independent shot pairs measured along
the track direction of the satellite. For pulsed systems we limit
the maximum repetition rate to a value of 7.5 kHz in order
to avoid signal ambiguity due to reflections from high-level
clouds in the tropics. As a result it was found that the telescope
size can be considerably reduced compared to the direct detec-
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tion instrument. For a cw IPDA lidar the situation is somewhat
different, because the telescope aperture impacts on three pa-
rameters as outlined in (13) which need to be optimised. These
are (i) the speckle bandwidth given by the diameter of the
telescope aperture and the satellite velocity, (ii) the number
of independent speckle cells given by the speckle bandwidth
and the integration time in the along-track direction, and (iii)
the target return power. From analysis it was found that a rea-
sonable combination would be a 0.5-m telescope and a laser
power of 3.4 W to meet the observational requirements from
Table 3. Alternatively, in the case where the power was the
most important cost driver, a telescope of 0.7 (1.0) m diameter
would require 1.7 (0.9) W. It is worth mentioning that both the
pulsed and the cw heterodyne systems do not fulfil the require-
ments at 1.6 µm unless an unrealistically large instrument is
used.

4 Systematic error

4.1 Performance model

Systematic errors of the optical depth expressed by
(1) may arise for different reasons: with respect to the atmo-
sphere, errors in the meteorological fields for temperature,
pressure, and water vapour lead to errors in computation of the
weighting function (5), the air number density, and the dry air
mixing ratio of the trace gas under study. Other errors also af-
fecting the total column may be introduced by uncertainties
in the path length determination or spectral broadening and
frequency drifts of the radiation source used. Uncertainties in
the measurements of the relative pulse energies and relative
receiver optical efficiencies or non-precise alignment of the
overlap between the laser beam and the telescope field of view

Error source Bias Assumption or uncertainty for CO2
% µmol/mol

Atmosphere

Temperature 0.010 0.035 0.5 ◦C
Surface pressure 0.032 0.120 0.5 hPa
H2O mixing ratio 0.023 0.090 5% in the tropics
H2O line interference 0.001 0.003 20% in the tropics
Aerosol scattering 0.001 0.003 ESA reference model atmosphere (RMA)

Temp. dependence of abs. line parameters For 0.5 ◦C temperature bias and T neutral line position

Line strength 0.017 0.065 2% uncertainty
Pressure shift 0.020 0.076 1% uncertainty
Pressure broadening 0.018 0.067 1% uncertainty
Temperature scaling exponent 0.016 0.061 2% uncertainty

Transmitter/Receiver

Bandwidth 0.002 0.008 15 MHz (FWHM)
Frequency drift 0.028 0.106 0.3 MHz at 1.6 µm
Spectral purity 0.022 0.084 99.9% with 1-GHz filter
Rel. pulse energy calibration (on-, off-line) 0.025 0.095 5×10−4 accuracy
Rel. detection channel calibration (on-, off-line) 0.025 0.095 5×10−4 accuracy
Path length 0.022 0.084 2 m

Pointing/Timing

Doppler shift along track 0.028 0.106 0.067 mrad pointing
Doppler shift across track 0.003 0.011 1 mrad pointing
Rel. on-/off-line pointing 0.005 0.019 ∆�/� < 10−4

Temporal interpulse separation (on-/off-line) 0.005 0.019 ∆�/� < 10−4

Error budget 0.08 0.31 Geometrically added

TABLE 4 Estimate of the systematic error contribution of a space-borne direct detection IPDA instrument for the measurement of the CO2 column content
in the 1.6-µm spectral region. The target requirement for the relative systematic error amounts to 0.026% (0.1 µmol/mol) as taken from [29]

are further sources of systematic errors. In Table 4, various
error sources and their relative impact on the bias budget of
a space-borne IPDA lidar are listed exemplarily for a direct
detection instrument measuring CO2 in the 1.6-µm spectral
region. The relative error contribution for each parameter has
been estimated from linear expansion of (1) around the true
value assuming negligible error correlation, which led to the
following expression, for the relative uncertainty of the opti-
cal thickness:

∆δi
gas

δgas
=

∣∣∣∣ 1

δgas

∂δgas∆xi

∂xi

∣∣∣∣ . (14)

In this equation, ∆xi stands for the assumed uncertainty of the
specific input parameter denoted by the subscript i. The error
budget shown in Table 4 results from the geometrical sum of
the individual error contributions. In the following paragraphs
a more detailed description of the origin of the systematic er-
rors introduced above is given.

4.2 Atmospheric effects

For studying systematic errors arising from uncer-
tainties of the temperature and pressure profiles, the reference
profile for temperature data was introduced with a tempera-
ture of T0 = 288.15 K at sea level, a lapse rate of −6.5 K/km
between 0 and 11 km, a constant level of 216.5 K between 11
and 20 km, and an increase of the temperature with a lapse
rate of 1 K/km between 20 and 40 km according to the US
standard atmosphere. The reference pressure profile was com-
puted from integration of the hydrostatic equation assuming
a ground pressure value of 1013.25 hPa, while the density pro-
file was obtained from applying the ideal gas equation. These
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profiles served as the input parameters for the calculation of
the reference optical thickness using (1). For the variation run
the temperature was changed by a constant amount at each
height level. The modified temperature profile led to changes
both in the air number density and the absorption cross sec-
tion, and hence gave rise to a systematic error in the total
optical thickness. As suggested in [9] and [29], this error can
be kept to a minimum if temperature-insensitive absorption
lines are selected. Figures 7 and 8 illustrate the situation exem-
plarily for the two lines ‘a’ and ‘c’ of Table 1 where the water
vapour line interference was lowest. In the case of line ‘a’
(1.6-µm spectral region) two temperature neutral frequency
positions are found from a displacement of the laser frequency
by ∆ν ∼ 0.54 GHz and ∼ −0.78 GHz, compared to the line
centre position. The asymmetry in the temperature neutral
frequency positions is due to the pressure shift parameter of
−0.075 cm−1/atm which was used for the cross-section cal-
culations [40]. It is important to note that these frequency
positions only slightly change for a different reference profile
as depicted in Fig. 7. It is also seen that the frequency neu-
tral points match with an appropriate one-way optical depth

FIGURE 7 Temperature-related CO2 column error (left-hand axis) and op-
tical depth (right-hand axis) computed as function of frequency detuning
around line ‘a’ from Table 1 in the vicinity of the temperature neutral points.
The inset indicates the temperatures selected for the variation run. The right-
hand axis shows the one-way optical depth

FIGURE 8 Temperature-related CO2 column error (left-hand axis) and op-
tical depth (right-hand axis) computed as function of frequency detuning
around line ‘c’ from Table 1. The inset indicates the temperatures selected for
the variation run. The right-hand axis shows the one-way optical depth

of ∼ 0.9 for the column measurement and the relative error in
the optical depth can be kept well below the target error bound
in the case of a temperature uncertainty of 1 K from ground
up to 40-km height. For line ‘c’ (2-µm spectral region) the
situation is a little different. As illustrated in Fig. 8, the tem-
perature sensitivity decreases with an increasing frequency
displacement from the centre line but does not change sign to
reach a temperature neutral point. Using line ‘c’, a frequency
displacement of as much as 2 GHz off line centre would be ad-
vantageous because of the favourable weighting function as
discussed in Sect. 2.2.

Since not only the temperature profile, but also the absorp-
tion line parameters, are known only with certain accuracy, an
additional systematic error appears which is due to the com-
bination of these uncertainties. In order to estimate this con-
tribution, the analysis described above has been re-run with
line parameters changed by 2% compared to the HITRAN
database. Two error contributions were identified. The first
leads to a constant bias value in the order of 0.3%, which does
not depend on the regional temperature profile. This source of
error can in principle be removed by sensor calibration. The
second source of error shows a small regional bias of 0.02% if
the reference temperature profile is varied and an uncertainty
of ±1 K is assumed for the temperature profile from the vari-
ation run. We note that this source of error cannot easily be
removed by sensor calibration.

Opposed to the temperature interference which can be
kept to a minimum for proper line selection, access to accu-
rate surface pressure data is very demanding. In the case of
selection of line ‘a’ from Table 1, a small surface pressure un-
certainty of only 0.5 hPa causes a significant bias contribution
in the order of 0.032%. For a weighting function peaking at
the ground as shown in Fig. 1 this error contribution is even
larger. Further atmospheric bias effects may arise from atmo-
spheric water vapour and aerosols. Biases caused by water
vapour are due to both overlapping absorption lines and cor-
rection of the optical thickness for the dry air mixing ratio as
expressed in (1). An upper bound can be estimated by assum-
ing a worst case tropical water vapour profile for that reference
run for which the errors are the largest. It is found that the line
interference term amounts to 0.001% only and hence can be
neglected. However, an error of 0.022% has to be taken into
account for the correction term even in the case where the wa-
ter vapour data is well known with a precision of 5%. For the
study of aerosol effects a median aerosol profile taken from
ESA RMA [29] has been used for the variation run. The rela-
tive bias contributes only ∼ 0.001% to the total error budget
and is therefore negligible.

4.3 Laser spectral profile

Systematic errors which may arise from spectral
characteristics and possible frequency drifts of the radiation
source were investigated by substituting the absorption cross
section of (1), which is valid only for monochromatic light, by
the effective absorption cross section

σeff(r) =

[∫ ∞
0 L(ν − ν0)τ

2(r, ν)(σ(r, ν − νon)

−σ(r, ν − νoff))dν

]
∫ ∞

0 L(ν− ν0)τ2(r, ν)dν
. (15)
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In this equation, L(ν − ν0) is the spectral energy distribution
of the radiation source with its centre frequency νL and τ is the
atmospheric transmission given by

τ(r, ν) = exp

[
−

r∫

rTOA

qgas(r
′)

(
1 −qH2O(r ′)

)
nair(r

′)

× (
σon(r

′, ν)−σoff(r
′, ν)

)
dr ′

]
. (16)

For studying the influence from limited bandwidth, a narrow-
band radiation source providing ns laser pulses is assumed.
The spectral energy distribution is modelled assuming the fol-
lowing laser line shape:

L(ν) = π2

b

1

2 cosh
(
2π2 ν

b

)+2 cos
(
π a

b

) , (17)

with the parameters a = 1/4(1/τr −1/τf) and b = 1/4(1/τr +
1/τf). This profile was obtained by Fourier transformation of
the function P(t) ∼ e2at/(e2bt + e−2bt + 2), which has been
assumed as the temporal distribution of the laser pulse, with
τr and τf being the rise time and fall time, respectively.
The bandwidth of L(ν) is given by FWHM = b/π2 ln((R +√

R2 −4)/2) with R = 2(2 + cos(πa/b)). As an example,
Fig. 9 depicts three typical laser line shapes which were
obtained from calculation of the spectral energy distribu-
tion using (17) and a ratio of τf/τr = 3 for the rise and
fall times [41]. In our simulation a nearly monochromatic
laser line (FWHM = 0.1 MHz) was assumed for the reference
run. This bandwidth is more than three orders of magnitude
smaller than the spectral width of the Doppler-broadened CO2
absorption line of ∼ 300 MHz (FWHM) at 1.6 µm. For the
variation run the bandwidth was varied according to Fig. 9.
As shown in Fig. 10 for soundings in the wing of the line, the
error induced by the finite bandwidth can be kept well below
the target value even for relatively broadband laser sources of
up to 50 MHz (FWHM). If soundings in the line centre are
preferred the laser bandwidth should not exceed a value of
10 MHz in order to meet the target error bound. It is worth

FIGURE 9 Laser intensity as function of frequency offset calculated using
(17)

FIGURE 10 Relative CO2 column error as function of the laser bandwidth
(FWHM) for soundings at the line wing (solid circles) and line centre (solid
squares) positions of line ‘a’ from Table 1. The dashed line marks the target
observational requirement taken from [29]

mentioning that this would add a constant bias in the order of
0.11%, which can principally be removed by sensor calibra-
tion.

The errors induced by a possible frequency uncertainty are
illustrated in Fig. 11. In this figure the relative error in the two-
way transmission ∆τ/τ divided by two is plotted as a function
of the frequency offset from the centre line. This error can be
directly translated into a relative measurement error for the
optical depth. The transmission has been computed according
to τ = ∫

L(ν−ν0)τ
2
rG

(ν−ν0)dν using (16) and (17), where ν0

denotes the centre frequency of line ‘a’ taken from Table 1.
In this calculation a bandwidth of 30 MHz was assumed for
both the reference and variation runs. For the latter a fre-
quency uncertainty of 0.3, 0.6, and 1.2 MHz was assumed.
The dispersive-shaped error curves obtained from each un-
certainty parameter reflect the sensitivity (e.g. the derivative)
of the optical depth per frequency unit. In the line centre,
the sensitivity is almost zero. For a small displacement in ei-
ther direction it strongly increases up to a maximum value
which denotes the turning point of the spectrally resolved op-

FIGURE 11 Relative transmission error divided by two as function of fre-
quency offset for a frequency uncertainty of 0.3 MHz (dash-dotted line),
0.6 MHz (dotted line), and 1.2 MHz (dashed line). The right-hand axis shows
the one-way optical depth of line ‘a’ from Table 1
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tical depth. Beyond the region of highest sensitivity, the error
in the perturbed transmission decreases for larger frequency
displacements. From this analysis it follows that a frequency
stability as high as ∼ 0.3/2 MHz would be required to meet
the target error bound for CO2 soundings at 1.6/2 µm.

As known from previous studies, spurious broadband
spectral impurity of the laser line profile can pose signifi-
cant systematic errors by applying differential absorption li-
dar [42]. The desired spectral purity value Pspec can roughly be
estimated using the relation Pspec > 1 −∆σ/σ exp(−2δmax),
where ∆σ/σ is the maximum tolerable relative cross-section
error and δmax is the maximum optical depth [43]. When as-
suming an ideal one-way optical thickness of δmax = 1.1 and
an absorption cross-section error of 0.02% in compliance with
the target error bound, an exceptionally high spectral purity
Pspec > 99.997% must be met by the laser source. As illus-
trated in Figs. 12–17, a significant relaxation can be achieved
by using a narrow-band optical filter in the receiver path which
blocks a significant amount of the unwanted radiation trans-

FIGURE 12 Laser spectral profile at top of the atmosphere TOA (solid line)
and ground (dotted line) as function of frequency offset from line wing
position of line ‘a’ from Table 1. The broadband part given by the Lorentzian-
shaped filter curve contains the spectral impure background radiation. The
atmospheric transmission of line ‘a’ from Table 1 is shown by the upper solid
line

FIGURE 13 Relative CO2 column error for different filter bandwidths 1, 3,
and 6 GHz (FWHM) as function of spectral impurity according to the laser
line shape illustrated in Fig. 10 in comparison to the target requirement taken
from [29]

mitted outside a certain spectral interval. The results shown
in these figures have been obtained from estimating the re-
maining errors using a modified laser line profile L̃(ν) = (1 −
Pspec)Lb(ν)+ Pspec Ln(ν) for the variation runs. In this expres-
sion Lb(ν) and Ln(ν) are normalised functions with respect to
their total energy describing the broad- (impure) and narrow-
band (pure) parts, respectively. A Lorentzian-type function
was assumed for modelling the transmission curve of the
narrow-band interference filter in the vicinity of an absorption
line. Ln(ν) was computed using (17) and a value of 30 MHz
for the full spectral width. Figure 12 depicts the results for
line ‘a’ where a continuously distributed background emis-
sion is assumed for Lb(ν). A spectral purity of ∼ 99.9% is
found sufficient to meet the target error bound in the case
where a 1-GHz (FWHM) filter is selected. A 6-GHz optical
filter would require a significantly higher spectral purity value
of ∼ 99.97%. For soundings in the far line wing using line
‘c’, spectral purity is more relaxed, as depicted in Fig. 15. Fig-
ure 16 illustrates another scenario where a frequency comb is

FIGURE 14 Laser spectral profile at top of the atmosphere TOA (solid line)
and ground (dotted line) as function of frequency offset from line ‘c’ of
Table 1. The broadband part given by the Lorentzian-shaped filter curve
contains the spectral impure background radiation. The atmospheric trans-
mission of the strong absorption CO2 line at 2.1 µm is shown by the upper
solid line

FIGURE 15 Relative CO2 column error for different filter bandwidths 1, 3,
and 6 GHz (FWHM) as function of spectral impurity according to the laser
line shape illustrated in Fig. 14 in comparison to the target requirement taken
from [29]
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FIGURE 16 Laser spectral profile at ground (solid line) as function of fre-
quency offset from line ‘a’ of Table 1. The spectral impurity is given by
a frequency comb modified by the Lorentzian-shaped filter. An Airy func-
tion with a FSR of 0.5 GHz is used for describing multi-mode operation. The
atmospheric transmission of the weak CO2 line at 1.6 µm is shown by the
upper dotted line

FIGURE 17 Relative CO2 column error for different filter bandwidths 1, 3,
and 6 GHz (FWHM) as function of spectral impurity according to the laser
line shape illustrated in Fig. 16 in comparison to the target requirement taken
from [29]

introduced for simulating multi-mode operation. Here, Lb(ν)

is modelled by an Airy function with a free spectral range
(FSR) of 0.5 GHz. In this example we find that higher spectral
purity values of ∼ 99.95% are required to meet the target error
bound, even if a 1-GHz (FWHM) filter is used in the receiver
path.

4.4 Further sources of errors

Further sources of systematic errors may arise from
calibration error, misalignment of platform pointing, and er-
rors due to the sounding path length. According to (1) IPDA
lidar measurements of the column content require additional
information about the relative pulse energy Eon,off of the laser
pulses from on- and off-line soundings and the relative sen-
sitivity of the receiver channels Don,off. From (13) it follows
that the relative measurement errors of the parameters Eon,off,
Don/off, and the received lidar signals Pon/off translate directly
into relative errors of the optical thickness by the relations
2∆δ = ∆E/E = ∆D/D = ∆P/P if an ideal optical thickness

of δ ≈ 1 is assumed. For a low error budget a relative accuracy
of < 0.02% is required for each parameter.

The rapidly moving platform (v ∼= 7000 m/s) leads to
a Doppler shift according to ∆ν = ν0v sin θ/c of the emitted
centre frequency ν0 when the line-of-sight points off-nadir by
an angle θ in the along-track direction. A pointing misalign-
ment in the direction of the platform velocity of 0.067 mrad
results in a measurement bias of 0.028% for soundings in the
line wing. In addition, atmospheric winds (v ∼= 100 m/s) can
lead to a small Doppler shift even in the across-track direc-
tion because of the relative motion of the absorbing air parcel
with respect to the line-of-sight of the laser beam. A misalign-
ment of the platform by 1 mrad across the track can give rise to
a small bias of 0.003%. We note that in this case the Doppler
shifts from target echoes are in the opposite direction com-
pared to the transmitted beam. This leads to some relaxation
of the pointing stability requirement, when measurements in
the line wing positions are performed.

Strongly varying surface reflectivity conditions may also
lead to a systematic error in the case where the on- and off-
line beams do not point to the same ground spot. The error
bounds depicted in Table 4 have been estimated using the re-
lations 2∆δ = ∆ϕ/ϕ = ∆�/�, where ∆ϕ is the misalignment
angle between on- and off-line pointing, ϕ is the full angle of
the laser beam divergence, � is the surface reflectivity, and ∆�

is the difference in the surface reflectances between on- and
off-line soundings. A similar amount of error has to be taken
into account from temporal interpulse separation between the
on- and off-line shots due to the high platform velocity and the
limited repetition rate of the pulsed laser. For the error bounds
depicted in Table 4 we assumed a change of the surface reflec-
tivity by a factor of two from the moving target and a repetition
rate of 100 Hz for the pulsed radiation source.

Since the density of the trace gas is largest near ground, un-
certainties in the path length determination have a big impact
on the measurement accuracy of the optical thickness. Even
a small uncertainty of only 2 m leads to a systematic error in
the total optical thickness of 0.022%.

5 Discussion

The parametric studies reveal that both direct and
coherent detection principles applied in the near-infrared
spectral region promise a high sensitivity for the measure-
ment of the integrated dry air column mixing ratio of the
greenhouse gases CO2, CH4, and N2O from a space-borne
platform. The measurement performance tends to decrease for
wavelengths larger than 2 µm of all investigated instruments.
Direct detection sensors suffer from degradation of detector
performance when PIN diodes are used and heterodyne de-
tection instruments are in principle limited by speckle noise
when operated in the speckle noise limited regime.

IPDA lidar soundings in the wing of absorption lines are
advantageous with respect to favourable weighting functions
for high sensitivity near ground. This has an impact on the
simple two-wavelength approach when considering instru-
ments operating either in the 1.6- or 2-µm spectral regions.
In the former case it is found that the required frequency
stability needed to meet the target error bound is exception-
ally high (∼ 0.3 MHz). This results from the need to run the
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system at a frequency displacement close to the line centre
for a sufficient optical depth. This stringent instrument re-
quirement can be considerably relaxed by about one order
of magnitude when measurements in the 2-µm spectral re-
gion are performed. Here, the laser frequency can be tuned to
a large frequency displacement ≥ 2γ for an optimum optical
depth where the frequency stability demands are less critical.
Nevertheless, to fulfil the frequency stability requirements,
sophisticated frequency locking methods would be necessary
for both instruments. On the other hand, a laser bandwidth of
∼ 30 MHz (FWHM) is not specifically demanding.

A selection of proper sounding frequencies is crucial as it
impacts both systematic and random errors. Biases due to er-
roneous temperature profiles can largely be avoided by use of
temperature-insensitive lines and the selection of temperature
neutral line wing positions. Using the absorption lines from
Table 1, other systematic errors which may arise from line in-
terference of water vapour and other trace gases can be kept to
a minimum.

A special situation appears for CO2 where the stringent
target observational requirements cannot be fulfilled by ap-
plying coherent detection instruments in the 1.6-µm spectral
region. This is different in the 2-µm spectral region where
strong absorption lines enable soundings even in far line wing
positions. The favourable weighting function leads to a sig-
nificant relaxation of the target observational requirement by
as much as a factor of two as derived in [29]. For direct de-
tection instruments we find that the spectral purity require-
ment of the transmitted beam is of considerable concern.
The amount of impurity tolerable in an IPDA lidar measure-
ment depends on several factors such as the optical depth of
the sounding atmosphere, the specific characteristics of the
broadband radiation emitted in the vicinity of the sounding
frequency, as well as the spectral bandwidth and transmis-
sion curve of the optical filter in the receiver channel. Among
these parameters, the spectral characteristic of this spurious
broadband emission seems to be the most unknown parameter
which critically depends on the specific design of the radia-
tion source and which cannot be measured in a direct way.
The results above suggest using a 1-GHz (FWHM) filter in
front of the detector which will lead to a significant relaxation
of the spectral purity requirement by more than one order
of magnitude. In this context it is worth noting that coher-
ent detection instruments do not suffer from spectral impurity
emission.

Since IPDA lidar instruments are not free from calibration
needs, accurate monitoring of the transmitted energy per pulse
and receiver optical efficiency which may be different for the
on- and off-line frequencies are important issues. Further in-
vestigations are needed for the sounding path length where
a measurement accuracy of a few metres is desirable even
over inhomogeneous regions with strongly varying surface
heights. Determination of the sounding path length is particu-
larly challenging for coherent instruments where a large num-
ber of shots have to be accumulated even over inhomogeneous
terrain before taking the ratio for calculation of the optical
depth. The combination of a cw IPDA lidar for the optical
depth and a pulsed incoherent backscatter lidar for detection
of aerosols and clouds as well as determination of the sound-
ing path length could be a promising payload. Other methods

such as the use of modulation and demodulation techniques
are further options to infer range information and to discard
unwanted signals from atmospheric scattering in the case of
a cw system.

Some drawbacks associated with the use of IPDA lidar
for greenhouse gas monitoring are due to the need for auxil-
iary data such as the surface pressure as well as atmospheric
water vapour and temperature profiles. The latter does not
seem critical as this kind of information can be obtained from
re-analysis data archived at weather centres. More stringent
requirements exist for the water vapour profile particularly
in the tropical boundary layer where most atmospheric water
vapour resides. Accurate knowledge of the surface pressure is
a prerequisite for extracting the CO2 mixing ratio from differ-
ential absorption measurements.

IPDA lidar sensors are expected to complement thermal
infrared sounders due to their favourable weighting functions
peaking in the low troposphere. Passive instruments operat-
ing in the solar backscatter region would benefit from global
coverage provided by IPDA sensors as they can measure even
under night-time conditions and at high latitudes which are
not illuminated by the Sun. Further advantages are based on
the fact that IPDA lidar measurements do not suffer from un-
known aerosol scattering and interference from optically thin
clouds not properly detected by passive instruments.

6 Summary

In this study the measurement sensitivity for moni-
toring of the greenhouse gases CO2, CH4, and N2O by space-
borne active remote sensing has been analysed. Performance
models for simulation of the random errors of the optical
depth to derive the column integrated dry air volume mixing
ratio have been implemented for parametric studies. It was
found that the method of IPDA (integrated path differential
absorption) lidar incorporating direct and coherent detection
principles for the ground return enables high detection sen-
sitivity even at a worst case surface reflectivity of 2% for
N2O and signal degradation due to aerosol layers or cirrus
cloud coverage. Soundings in the vibration–rotational bands
around 1.6 and 2.1 µm were found adequate for monitoring
CO2, the spectral regions at 1.6 and 2.3 µm are suited for
CH4, and wavelengths around 3.9 µm can be used for N2O
measurements. In these spectral regions suitable absorption
lines have been identified where line interference from other
trace gases, notably water vapour, and systematic errors due
to an erroneous temperature profile can be kept to a minimum.
Soundings at frequency positions in the wing of the absorp-
tion line lead to a high sensitivity in the low troposphere due to
the shape of the weighting function which, for this case, peaks
near ground.

The simulations indicate that for CO2 and CH4 the follow-
ing stringent target observational requirements for the relative
random error can be met: 0.2% for CO2 and 0.4% for CH4 for
soundings at 1.6 µm, as well as 0.4% for CO2 at 2.1 µm and
0.6% for CH4 at 2.3 µm. The IPDA instruments considered in
the simulation are expected to be of moderate size in terms of
the required telescope aperture (0.5–1.5 m) and laser average
power (0.4–4 W). For N2O, only the threshold requirements
(0.3%) could be met. For direct detection instruments it was
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found that the risk level increases for wavelengths > 2 µm
mainly due to the decreasing detector performance. Coher-
ent detection sensors are limited by speckle noise due to the
limited number of independent measurements over the accu-
mulation scene of 50–500 km. An upper limit of the accu-
mulation frequency was given by 7.5 kHz for the pulsed and
15–30 kHz – depending on the telescope aperture – for the cw
system.

For CO2, a systematic error budget of 0.08% was derived
from the geometric sum of the individual relative error con-
tributions and from initial assumptions about the required
accuracy of all investigated parameters. With respect to the
instrument’s performance, stringent requirements have to be
met for the frequency stability of the laser source (±0.3 MHz
at 1.6 µm, ∼ 2 MHz at 2 µm) and spectral filtering (∼ 1 GHz).
With respect to auxiliary atmospheric parameters, the need for
accurate surface pressure data (0.5 hPa) has been identified as
the most important requirement.

Thanks to both high measurement sensitivity and low
systematic errors, we believe that space-borne IPDA lidar
systems have a huge potential to complement passive sen-
sors. Infrared sensors measuring the thermal emission at
longer wavelengths would have their maximum sensitivity
in the middle and upper troposphere. Combining them with
an IPDA lidar could give information on the total column
not achievable from only one sensor alone. Passive sensors
measuring the reflected sunlight from the Earth’s surface and
clouds suffer from loss of data at high solar zenith angles,
particularly in the winter hemisphere at middle and high
latitudes.
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