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SUMMARY

Effective medium theory can be used to link conductivity es-
timation methods with prior knowledge about the distribution
of fractures in the investigated geological structure. In the lit-
erature, little work has been presented on assessing the accu-
racy of effective medium approximations for dense networks
of finite-sized fractures. We present here a systematic com-
putational study, comparing the conductivity predictions of
the popular self-consistent method with results from numeri-
cal finite-element simulations. Our results show that the self-
consistent method is accurate within acceptable error bounds
for a range of parameter values, in some cases even beyond
the percolation limit. We also compare the percolation thresh-
olds predicted by self-consistent theory with the thresholds ob-
tained by a numerical percolation algorithm. For the cases we
have studied, the percolation thresholds agree to a remarkable
degree.

INTRODUCTION

In this work, we are concerned with the effective conductivity
of statistically homogenous rocks containing small fractures.
Depending on the contents of the fractures, their presence may
strongly increase or decrease the observed conductivity, some-
times causing large anisotropy effects.

The presence of microfracture networks can often be inferred
from the rock type and surrounding geological structures. For
instance, small fractures with specific primary orientations are
expected to be present in the vicinity of faults and folds (Sing-
hal and Gupta, 1999). When using electromagnetic measure-
ments to obtain the effective conductivity of a fractured rock,
one should take care not to violate this prior knowledge. Sim-
ilar arguments have also been made in the field of acoustic
seismic (see, for instance, Ali and Jakobsen (2011) and the
references therein).

Microfracture networks are described by the fractures’ mean
aperture, orientation, size, shape and spacing. To obtain a link
between fracture parameters and conductivity, we can use ef-
fective medium approximations. Torquato (2002) lists differ-
ent effective medium methods, e.g., the Maxwell approxima-
tion, the self-consistent scheme and the differential effective
medium method. In this work, we focus on the self-consistent
method, which is the only among the cited methods that ex-
hibits percolation thresholds. Thus, it is the only candidate for
use on dense networks of microfractures.

The self-consistent method is known to be first order accurate
with respect to the fracture density times the conductivity con-
trast between fractures and matrix (Torquato, 2002). For large
conductivity contrasts and dense fracture networks, there ex-
ists no analytical error estimate. To obtain a range of validity

for these conditions, one must compare the theoretical predic-
tions with numerical upscaling for a chosen set of models.

Some numerical tests of the self-consistent method have been
presented for analogous physical properties, such as fluid per-
meability (Pozdniakov and Tsang, 2004) and thermal conduc-
tivity (Tawerghi and Yi, 2009), with promising results. These
works concern spherical/near-spherical inclusions, or isotro-
pic/transversely isotropic media. To our knowledge, an eval-
uation of the self-consistent method for fully anisotropic frac-
tured media has not been performed. For this type of geometry,
we establish a novel set of simplified formulas for the self-
consistent effective conductivity, with good numerical conver-
gence properties. The analytically predicted conductivity is
compared with an extensive number of estimates based on nu-
merical simulations, both below and beyond the percolation
threshold. Special attention is given to the anisotropy of the
conductivity tensor, where we allow for different conductivity
values in all primary spatial directions. Finally, we evaluate the
percolation thresholds of the self-consistent method for a sam-
ple of chosen fracture geometries, using an accurate numerical
percolation algorithm.

THEORY

To link fracture parameters with effective conductivity, a model
for fracture shape and distribution is required. As is commonly
done in effective medium theory, we assume here that the frac-
tures are shaped as very thin oblate spheroids, distributed ran-
domly in space. Furthermore, we assume that the fractures can
be divided into a finite number of families, according to their
orientations, apertures and conductivities. We refer to each
fracture family, as well as the background matrix, as separate
solid phases.

Following Willis (1977), we have from the definition of the
effective conductivity σ̄ and the average electrical field Ē, that

σ̄ Ē = σ0Ē+

N∑
i=1

φi (σi−σ0)Ei, (1)

where φi, σi and Ei are the volume fraction, conductivity and
average field of phase i, respectively. By convention, we will
denote the matrix phase by the subscript 0. As a first step, we
assume that the interactions between individual fractures can
be neglected. In this case, Ē and Ei are related by the following
relation (Torquato, 2002),

Ei = (I+Ai (σ0)(σi−σ0))
−1 Ē. (2)

The depolarization tensor Ai depends on the background medium,
as well as the shape and orientation of the fractures, and can
be calculated from the current conservation equation for the
single-inclusion problem. We will return to this later.
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Equation (2) is strictly valid only when the background medium
has a homogenous conductivity σ0. Since each fracture is sur-
rounded by a heterogenous material of effective conductivity
σ̄ , we can obtain a better approximation by substituting σ0
with σ̄ in (2). Combining with (1), we arrive at the self-
consistent approximation,

σ̄ = σ0 +

N∑
i=1

φi (σi−σ0)(I+Ai (σ̄)(σi− σ̄))−1 . (3)

The formula is an implicit relationship for σ̄ that must be sol-
ved numerically, i.e., by a fixed-point iteration. For resistive
inclusions, a straightforward fixed-point iteration based on (3)
will diverge. In this case, we can reformulate (3) in terms of
inverse conductivities to obtain a scheme with better conver-
gence properties.

Equation (3) is sometimes called the asymmetric self-consistent
approximation, since it gives special treatment to the matrix
material. An alternative approach, not considered in this paper,
is to treat matrix and inclusions in a symmetric fashion, as in
Barthélémy (2009). In the symmetric self-consistent method,
both the matrix and the fractures are treated as a collection of
ellipsoidal inclusions. Traditionally, this approach has mostly
been recommended for media that possess phase symmetry,
such as polycrystals (Willis, 1977; Torquato, 2002).

For isotropic media and spheroidal inclusions, formulas for the
depolarization tensor Ai can be found in many sources, e.g.,
Eshelby (1957) or Landau and Lifshitz (1960). For anisotropic
media, the expression for Ai becomes more complicated. We
state here the main result, and refer to Barthélémy (2009) for a
full derivation. To avoid cluttering the formulas, we ignore the
fracture family subscript i in the remainder of the section.

Suppose that the unit vector n defines the orientation of an
oblate spheroidal inclusion of aspect ratio ε < 1, embedded in
a matrix of anisotropic conductivity σ̄ . Let H= I−

(
1− ε2)nn,

where nn is an outer product, and let σ̄1/2 denote the positive
definite square root of σ̄ . Let QKQ> be an eigenvalue decom-
position of the matrix γσ̄−1/2Hσ̄−1/2, where we have added
the normalization constant γ = 3

√
det σ̄ for later convenience.

Then the depolarization tensor A is given by

A = σ̄
−1/2QD(K)Q>σ̄

−1/2,

where the diagonal matrix D is a nonlinear function of K, de-
fined by Barthelemy in terms of Legendre elliptic integrals.
For our purposes, it is more convenient to use the Carlson ellip-
tic integrals, for which efficient numerical evaluation methods
are available (Carlson, 1995). D is then given by

r1 =
1
2

ˆ
∞

0

dt

(t + k1)
√

(t + k1)(t + k2)(t + k3)
,

r2 =
1
2

ˆ
∞

0

dt

(t + k2)
√

(t + k1)(t + k2)(t + k3)
,

d1 = εr1, d2 = εr2, d3 = 1−d1−d2,

where k1, k2, k3 and d1, d2, d3 are the diagonal elements of K
and D, respectively. For convenience, we have assumed that
k1 ≥ k2 ≥ k3, which in turn implies d1 ≤ d2 ≤ d3.

Figure 1: Distribution of electrical potential in two synthetic
conductive fracture sets. Total fracture density is 0.4.

Simplified expressions in the flat oblate limit

We will now develop a novel set of simplified formulas for the
effective conductivity when ε � 1, which corresponds to very
flat oblate spheroids. For simplicity, we assume that the con-
ductivity within the fractures is isotropic. First, let us define
the following symbols:

BI = εA−1, BIII = ε (I−Aσ̄)−1
σ̄
−1,

BII = εA−1− εσ̄ , BIV = ε (I−Aσ̄)−1 A,

ω = 1/σε, η = σ/ε,

ρ = Nr3 =
3φ

4πε
,

where N is the number of fractures per volume, and r is the
fracture radius. We begin our derivation with Equation (2),
which is equivalent to any of the following two expressions,

E = ω

(
ωBII + I

)−1
BIĒ, (4)

εE =
(

ηBIV + I
)−1

BIII
σ̄ Ē. (5)

Combining (2), (3) and (4), assuming σ0 � σi, we have the
following expression for the effective conductivity:

σ̄ = σ0 +
4
3

π

N∑
i=1

ρi

(
ωiBII

i + I
)−1

BI
i . (6)

For ε � 1, the B tensors are asymptotically equivalent to

BI = BII = σ̄
1/2Q

1/r1
1/r2

0

Q>σ̄
1/2,

where r1 and r2 are defined as above.

Similarly, combining (2), (3) and (5), assuming σ0 � σi, we
can express the inverse of the effective conductivity as

σ̄
−1 = σ

−1
0 +

4
3

π

N∑
i=1

ρi

(
ηiBIV

i + I
)−1

BIII
i . (7)
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Figure 2: Transversal effective conductivity for two orthogo-
nal resistive fracture sets. The solid line is the self-consistent
method, the dots are sample medians from numerical simula-
tions, and the bars show the interquartile range.

For ε � 1, we have the asymptotic equivalence

BIII = BIV = σ̄
−1/2Q

0
0

1/(r1 + r2)

Q>σ̄
−1/2.

Both (6) and (7) can be efficiently evaluated using a simple
fixed-point iteration scheme.

NUMERICAL EXAMPLES

We computed the effective conductivity for a range of differ-
ent fracture parameters (fracture density, aperture and conduc-
tivity), and compared the results with predictions from self-
consistent theory. For each set of parameters, we generated
random distributions of 100 oriented discs (flat cylinders) of
equal size inside a unit cube. Figure 1 shows a sample config-
uration. We applied unit potential differences on two opposing
sides, and no-flux conditions on the remaining sides. Finally,
we used a commercial finite-element software to compute the
flux through the cube, from which the effective conductivity
was found. The aperture of the discs was chosen to be the
average thickness of the corresponding oblate spheroid in the
self-consistent model. Preliminary numerical tests suggest that
the simplification of substituting spheroids with discs has little
impact on the computed effective conductivity for small aspect
ratios (i.e., ε ≤ 0.01).

Numerical errors

In numerical tests like this, there are three primary error sour-
ces that may impact the calculated effective conductivity:

• Finite-size effects

• Statistical variation

• Discretization errors
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Figure 3: Effective conductivity, in the directions of smallest
and largest conductivity, for two orthogonal conductive frac-
ture sets. The solid line is the self-consistent method, the dots
are sample medians from numerical simulations, and the bars
show the interquartile range.

The effects of running the simulation on a finite volume are
two-fold. First of all, the electrical field may be locally dis-
turbed near the boundaries. Secondly, the computations may
not be able to correctly capture the effects of fracture clusters
that are larger than the computational domain. This is espe-
cially true near the percolation threshold. To assess the sig-
nificance of these errors, we ran a series of comparison tests,
using sample sizes as low as 20 discs per unit volume. In addi-
tion, we solved for a sample of the geometries using periodic
boundary conditions. The tests showed that a larger fracture
density was required in order to obtain percolation if the sam-
ple size was small. Other than this, the results proved to be ro-
bust to reductions in the sample size. Neither did the switching
to periodic boundary conditions affect the results significantly.

The second main error source is the uncertainty caused by sta-
tistical variation. For each set of parameter values, we used
at least 10 different realizations of the fracture geometry, and
computed the median of the effective conductivities obtained.
A different sample of realizations would have given another
conductivity estimate, thus the result is stochastic variable.
The variability is typically low for fracture densities below the
percolation threshold, intermediate above the threshold, and
large around the threshold itself. In our presentation of the re-
sults, we have chosen to visualize this by plotting the sample
interquartile range.

The numerical discretization error is the third main error source.
To assure that such errors did not contribute significantly to
the results, we performed a series of tests with varying grid
size and element order. For some of the tests, we also used
the adaptive meshing feature provided by the software. The
final results were computed using linear elements and a fine
unstructured grid, with 100.000-150.000 degrees of freedom.
For these meshing parameters, we found that the numerical er-
rors were smaller than the statistical uncertainty.
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Results

The first class of fracture geometry we considered, is the case
of two orthogonally oriented fracture sets of equal fracture
density, conductivity and aperture, embedded in a matrix of
isotropic conductivity. Thus we have ρ1 = ρ2, σ1 =σ2 =σ f rac
and ε1 = ε2 = ε , and the effective conductivity is transver-
sely isotropic. Since we are considering flat inclusions, both
the numerical and the analytical results depend on the con-
ductivity and aperture through the ratio σ f rac/ε for resistive
fractures and σ f racε for conductive fractures. For instance,
σ f rac/εσ0 = 1 may indicate a conductivity contrast of 100 and
an aspect ratio of 0.01. In the numerical simulations, we calcu-
lated the effective conductivity for different values of σ f rac/ε

and σ f racε , as well as the total fracture density ρT = ρ1 +ρ2.

In Figure 2, we have shown the results for resistive fractures in
the transverse direction, along with the analytical predictions
from Equation (7). As expected, the agreement is good for
small fracture densities and conductivity contrasts. When the
fracture network is globally disconnected (ρ < 0.3), or when
σ f rac/εσ0 ≤ 1, the discrepancy between the analytical and nu-
merical result is less than 10%. For higher fracture densities
and conductivity contrasts, the self-consistent method under-
predicts the conductivity by a significant amount. At ρT = 1,
the numerical results are up to 75% larger than the analytically
predicted values.

Secondly, we considered two orthogonal conductive fracture
sets where the fracture density of one set was twice as large
as the other. This causes anisotropy both in the transverse and
vertical direction. The effective conductivity is largest in the
vertical direction, which is parallel to both fracture sets. The
smallest conductivity is seen in the direction orthogonal to the
set of largest fracture density. Numerical results and analyt-
ical predictions (using Equation (6)) for these two directions
are shown in Figure 3. The results for the third orthogonal
direction are qualitatively similar.

Again, we see that the predictions by the self-consistent method
are good in the case of smaller conductivity contrasts. For
larger contrasts, the method overpredicts the conductivity by
up to 75% once again, compared to the numerical estimates.
It should be noted that the numerical results near the perco-
lation threshold are uncertain, both because of the statistical
uncertainty (visualized in the figure), and because finite-size
effects cause the percolation threshold to appear at a differ-
ent location. Although the method seems to overpredict con-
ductivity, the coefficient of anisotropy is still correctly esti-
mated for σ f racε/σmat ≤ 10. For larger values of the aperture-
conductivity product, the anisotropy is difficult to estimate ac-
curately from the numerical results.

To assess the validity of the percolation thresholds predicted
from self-consistent theory, we used the accurate and efficient
percolation algorithm proposed by Yi and Tawerghi (2009).
We considered two sets of fractures, and varied the propor-
tional amounts of the sets, as well as their orientations. The
size of all fractures was taken to be equal.

The results are reported in Figure 4. We find that the predicted
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Figure 4: Percolation thresholds of two fracture sets, with
varying mixture ratios and intersection angles. The solid lines
represent the self-consistent estimates for the critical fracture
density, and crosses represent the numerically computed val-
ues.

thresholds agree with the numerical results to a remarkable de-
gree. Both are inversely proportional to the sine of the angle
between the fractures, and both depend on the fracture pro-
portions to about the same degree. Although the results look
promising, Torquato (2002) suggests from theoretical consid-
erations that the percolation thresholds obtained from self-con-
sistent approximations should be treated with caution. Further
work is required in order to determine if the accordance shown
in Figure 4 is to be expected for more than two fracture sets.

CONCLUSIONS

We have proposed a new set of formulas for calculating the
self-consistent effective conductivity of fractured media. Thr-
ough carefully designed numerical experiments, we have sh-
own that the method is capable of estimating the anisotropic
effective conductivity both below and above the percolation
threshold. The quality of the estimates are good for lower
fracture densities and intermediate fracture-matrix conductiv-
ity contrasts. For higher fracture densities, the discrepancy is
larger, but may still be useful as a rough estimate. Using a nu-
merical percolation algorithm, we have also demonstrated that
the percolation thresholds obtained from the self-consistent
method are remarkably accurate when applied to two sets of
fractures with different orientations.
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