
Transmission Strategies and

Performance Analysis of

Resource-Constrained

Wireless Relay Networks

Behrouz Maham

DISSERTATION IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF PHILOSOPHIAE DOCTOR

Department of Informatics
Faculty of Mathematics and Natural Sciences

University of Oslo

Oslo 2010

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by NORA - Norwegian Open Research Archives

https://core.ac.uk/display/30823717?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Behrouz Maham, 2010 
 
 
Series of dissertations submitted to the  
Faculty of Mathematics and Natural Sciences, University of Oslo 
No. 944 
 
ISSN 1501-7710 
 
 
All rights reserved. No part of this publication may be  
reproduced or transmitted, in any form or by any means, without permission.   
 
 
 
 
 
 
 
 
Cover: Inger Sandved Anfinsen. 
Printed in Norway: AiT e-dit AS.   
 
Produced in co-operation with Unipub.  
The thesis is produced by Unipub merely in connection with the  
thesis defence. Kindly direct all inquiries regarding the thesis to the copyright  
holder or the unit which grants the doctorate.   



Preface

This dissertation has been submitted to the Faculty of Mathematics and
Natural Sciences at the University of Oslo in partial fulfillment of the re-
quirements for the degree of Philosophiae Doctor (PhD). The studies were
carried out over a period of three years, from June 2007 to May 2010.
I spent the first and the third year of my PhD studies at UNIK- Univer-
sity Graduate Center, Kjeller, Norway, while the second year my work-
place has been the Star Laboratory at Stanford University, USA. The re-
search was funded by the Research Council of Norway through the project
176773/S10 entitled "Optimized Heterogeneous Multiuser MIMO Networks
– OptiMO". My supervisors have been Prof. Are Hjørungnes, Prof. Pål Or-
ten, and Prof. John C. Cioffi.

The symbol usage may vary from one paper to another as the papers
included in this dissertation are not published at the same time.

Dedication

This dissertation is dedicated to my father Aliakbar and my mother Elahe.

Acknowledgments

Praise be to God, the most gracious and the most merciful. Without his
blessing and guidance my accomplishment would never have been possi-
ble.

I would like to acknowledge many people who helped me during the
course of this work. First, I would like to thank my PhD advisor Prof. Are
Hjørungnes for giving me the opportunity to be part of his research group
and for providing me the right balance of guidance and independence in
my research. I am greatly indebted to his full support and constant en-
couragement and advice both in technical and non-technical matters.

i



My sincere appreciation is extended to Prof. John Cioffi at Stanford
University, for his constructive suggestions and comments on my thesis
work. During my 11 months visit at Stanford University I had the great
fortune and honor to collaborate with his group on problems of common
interests. Furthermore, I would like to thank Prof. Pål Orten for his sup-
port and encouragement.

I am thankful to my former and current group-mates: Walid Saad, Dr.
Lingyang Song, Dr. Manav Bhatnagar, and Dr. Ninoslav Marina.

Last, but certainly not the least, I would like to acknowledge the com-
mitment, sacrifice and support of my parents, who have always motivated
me. In reality this thesis is partly theirs too.

Behrouz Maham
Oslo, February 14, 2010



Abstract

Demand for mobile and personal communications is growing at a rapid
pace, both in terms of the number of potential users and introduction of
new high-speed services. Meeting this demand is challenging since wire-
less communications are subject to four major constraints: A complex and
harsh fading channels, a scarce usable radio spectrum, and limitations on
the power and size of hand-held terminals. Space-time codes provide di-
versity and coding gains in multiple antenna systems over fading channels.
However, in ad-hoc or distributed large scale wireless networks, nodes are
often constrained in hardware complexity and size, which makes multiple
antenna systems impractical for certain applications. Cooperative diver-
sity schemes have been introduced in an effort to overcome this limita-
tion. Cooperative techniques allow a collection of radios to relay signals
amongst each other, effectively creating a virtual antenna array, which
combat multipath fading in wireless channels. In resource constrained
networks, such as wireless sensor networks, the advantages of coopera-
tion can be further exploited by optimally allocating the energy and band-
width resources among users based on the available channel state infor-
mation (CSI) at each node. In this thesis, we consider the design of prac-
tical distributed space-time codes and power efficient fading mitigation
techniques for wireless relay networks. We show that using the proposed
techniques the system performance is significantly improved under the re-
spective resource constraints such as the energy, bit-error rate, or outage
probability. Furthermore, the performance analysis of the wireless relay
networks under different protocols and fading channels are investigated.
We derive formulas for the symbol error rate (SER), outage probability, and
diversity order of the investigated schemes in fading channels. For suffi-
ciently large SNR, the close-form average symbol error probabilities are
derived for the number of the distributed wireless systems. The simplicity
of the asymptotic results provides valuable insights into the performance
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of cooperative networks and suggests means of optimizing them. Based
on these SER expressions, power allocations are also proposed to further
improve the performance of these systems. We next apply our proposed
cooperative schemes to some practical wireless networks. For instance,
we propose several amplify-and-forward cooperative schemes which con-
sider the residual battery energy, as well as the statistical CSI, for the
purpose of lifetime maximization in multi-branch, multihop wireless net-
works. We also propose new energy-efficient cooperative routing protocols
in multihop wireless networks. In contrast to previous works, our pro-
posed cooperating routings depend only on the statistics of the channels,
and are implemented by both the centralized and distributed approaches.
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Introduction

The increasing prevalence of mobile devices and need for wireless infor-
mation access had led to more demands on system designers to provide
higher throughput and improved battery longevity. Wireless channels dif-
fer from their wired counterparts due to a phenomenon known as fading.
As a result, techniques and algorithms from wired systems cannot always
be directly applied to wireless scenarios.

Increasing the diversity of the transmission is a technique used to ex-
ploit the random fading effect in wireless systems. Diversity gains are pos-
sible when an information sequence is passed through multiple, indepen-
dent realizations of the channel. Spatial diversity gains can be achieved by
using multiple antennas. Performance is improved due to the increased
likelihood of one of the data streams experiencing a good channel condi-
tion. Despite the promise shown by multiple antennas in mitigating the
effects of fading, increasing the number of transmit antennas on small mo-
bile devices is often impractical as a result of size and hardware complexity
constraints.

To meet the demands of increased reliability, and spectral and power
efficiency without increasing the size of mobile devices, fundamentally new
paradigms are needed to improve performance. User cooperation, in which
nodes pool their resources together and cooperatively transmit their data,
is a transmission technique that has recently emerged for the network set-
ting. Cooperation provides a method of achieving spatial diversity without
the need for multiple antennas at the mobile nodes. Furthermore, utiliz-
ing cooperation leads to a higher throughput than direct communication
among nodes [1].

The cooperation paradigm is certainly useful in the communication be-
tween handsets and base stations. Cooperation can lead to improved bat-
tery life and a higher throughput, thereby, enabling high data rate of mul-
timedia applications. Although useful in the cellular context, conceptually
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(a)

(b)

Figure 1.1: (a) Multiple input-multiple output (MIMO) technology. (b) Virtual
MIMO, distributed antenna array.

cooperation can be applied in more general settings. Two immediate ap-
plications which can have improved performance from collaborating nodes
are ad-hoc and sensor networks [2, 3]. For example, in sensor networks,
where power conservation is of paramount importance, low complexity co-
operation protocols can be used to reduce the likelihood of a decoding
error. This allows the nodes to operate at a lower power and still meet
target data and error rate requirements.

In the following, we first have a brief overview on the context of cooper-
ative communications and wireless relay networks. Then, we explain the
importance and literature review of the problems which are studied in this
thesis. Therefore, an overview of the key concepts of power allocations
methods in wireless relay network, distributed space-time code design,
and performance analysis of wireless relay network is given.

In the following, we first describe the basic concepts of cooperative com-
munications and wireless relay networks. We then address a number of
challenging problems studied in this thesis. We review the related works
on power allocation schemes, design of distributed space-time codes, and
the performance analysis for a variety of wireless relay networks.
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Figure 1.2: A three-node cooperative network model [8].

1 Basic Concepts of Cooperative Communications

Cooperative communications [1, 4–7] exploit the spatial diversity inher-
ent in multiuser systems by allowing users with diverse channel qualities
to cooperate and relay each other’s messages to the destination. Each
transmitted message is passed through multiple independent relay paths,
and thus, the probability that the message fails to reach the destina-
tion is significantly reduced. Although each user may be equipped with
only one antenna, their relays form a distributed antenna array to achieve
the diversity gain of a Multiple-Input-Multiple-Output (MIMO) system. In
Fig. 1.1(a), a communication link with multiple antenna technology is de-
picted. Fig. 1.1(b) shows a cooperative network in which nodes S1 and S2
form a distributed antenna array to transmit their data to the distributed
receiving antennas D1 and D2.

Two features differentiate cooperative transmission schemes from con-
ventional non-cooperative systems: 1) The use of multiple users’ resources
to transmit the data of a single source; and 2) A proper combination of sig-
nals from multiple cooperating users at the destination [8]. A canonical
example is shown in Fig. 1.2, where two users are transmitting their local
messages to the destination over independent fading channels. Suppose
that the transmission fails when the channel enters a deep fade, i.e., when
the signal-to-noise ratio (SNR) of the received signal falls below a certain
threshold, as indicated with the grey region in Fig. 1.2. If the two users
cooperate by relaying each others’ messages and the inter-user channel
is sufficiently reliable, the communication outage occurs only when both
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users experience poor channels simultaneously. Hence, cooperative diver-
sity combats multipath fading by providing the receiver with redundant
signal information from the relay and allowing the receiver average indi-
vidual channel effects. A comparative study of various relay schemes and
a discussion on the diversity gain of cooperative relay networks can be
found in [9, 10].

1.1 Relay Channel

The simplest example of a cooperative network is the relay channel, which
was first introduced in [11, 12]. Relaying occurs when a helper node as-
sists the source-destination nodes in communicating. Although the con-
cept of relaying is more than 30 years old, there are still many open prob-
lems for this channel. For example, in general the capacity of the relay
channel is unknown even for the case of Gaussian channels. As a result,
most of the research efforts have focused on finding efficient protocols that
lead to lower bound on the capacity [5].

The basic ideas behind cooperative communication can be traced back
to the ground-breaking work of Cover and El Gamal on the information
theoretic properties of the relay channel [12]. This work analyzed the ca-
pacity of the three-node network consisting of a source, a destination, and
a relay. It was assumed that all nodes operate in the same band, so the
system can be decomposed into a broadcast channel from the viewpoint of
the source and a multiple-access channel from the viewpoint of the desti-
nation. Many ideas that appeared later in the cooperation literature were
first presented in [12]. However, in many respects the cooperative com-
munication we consider is different from the relay channel in [12]. First,
recent developments are motivated by the concept of diversity in a fading
channel, whereas Cover and El Gamal mostly analyze capacity in an ad-
ditive white Gaussian noise (AWGN) channel. Second, in [12], the relay’s
sole purpose is to help the main channel, whereas in cooperation the total
system resources are fixed, and users act both as information sources as
well as relays.

Traditionally, relays have been used to extend the range of wireless
communication systems. However, in recent years, many exciting applica-
tions of relay communications have emerged. One such emerging applica-
tion is to assist in the communication between the source and destination
terminals via some cooperation protocol. By controlling medium access
between source and relay terminals, coupled with the appropriate modu-
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lation or coding in such cooperative schemes, it has been found that the
diversity of the communication system can be improved. In multi-user
systems, different users can also act as cooperative partners or relays to
share the resources and assist each other in information transmission,
thereby creating a cooperative network.

1.2 Cooperative Protocols in Wireless Networks

We outline several cooperative protocols and demonstrate their robust-
ness to fairly general channel conditions. We examine relaying proto-
cols in which the relay either amplifies what it receives, or fully decodes,
re-encodes, and retransmits the source message. We call these options
amplify-and-forward (A&F) and decode-and-forward (D&F), respectively.
Several cooperation strategies with different relaying techniques have been
studied in [9]. In [13], Laneman and Wornell proposed the repetition and
space-time algorithms to achieve cooperative diversity, where the mutual
information and outage probability are analyzed. In repetition-based co-
operation, relays retransmit the source signal in a time division multiple-
access (TDMA) manner, while in space-time cooperations relays simulta-
neously retransmit source signal using an appropriate distributed space-
time code. Distributed space-time codes (DSTC) have been proposed to
improve the bandwidth efficiency of cooperative transmissions (see, e.g.,
[14–17]). In Section 3 of Introduction, we explain more about the DSTC.

We now review two of the main cooperative signaling methods, i.e., D&F
and A&F.

1.2.1 Decode-and-Forward

This method is perhaps closest to the idea of a traditional relay. In this
method a user attempts to detect and decode the partners’ signal and then
retransmits the decoded signal after re-encoding. The partners may be as-
signed mutually by the destination or via some other technique. For the
purpose of partner (or relay) selection, several techniques are studied in
the literature (e.g., see [18] and paper B in Chapter II of this thesis). It
is possible that detection by the partner is unsuccessful, in which case
cooperation can be detrimental to the eventual detection of the signal at
the destination. Also, the destination needs to know the error characteris-
tics of the inter-user channel for optimal decoding. To avoid the problem
of error propagation, Laneman et al. [19] proposed a hybrid decode-and-
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forward method where, at times when the fading channel has high in-
stantaneous signal-to-noise ratio (SNR), users decode-and-forward their
partners’ data, but when the channel has low SNR, users revert to a non-
cooperative mode. In [20], the authors considered a regenerative relay in
which the decision to cooperate is based on an SNR threshold and consid-
ered the effect of the possible erroneously detected and transmitted data
at the relay.

1.2.2 Amplify-and-Forward

Another simple cooperative signaling is the amplify-and-forward (or non-
regenerative) method. Each user in this method receives a noisy version of
the signal transmitted by its partner. As the name implies, the user then
amplifies and retransmits this noisy version. The destination combines the
information sent by the user and partner and makes a final decision on
the transmitted sinal. Although noise is amplified by cooperation, the des-
tination receives two independently faded versions of the signal and can
make better decisions on the detection of information. This method was
proposed and analyzed by Laneman et al. [9, 19]. It has been shown that
for the two-user case, this method achieves diversity order of two, which is
the best possible outcome at high SNR. In A&F, it is assumed that the des-
tination knows the inter-user channel coefficients to do optimal decoding,
so some mechanism of exchanging or estimating this information must
be incorporated into any implementation. Another potential challenge is
that sampling, amplifying, and retransmitting analog values are techno-
logically nontrivial. Nevertheless, A&F is a simple method that lends itself
to analysis and thus has been very useful in furthering our understanding
of cooperative communication systems.

2 Power Allocation Methods

A review of power allocation methods under different network topologies,
cooperation methods, and channel state information (CSI) assumptions is
given in this section. We first study the the dual-hop topology shown in
Fig. 1.3, then a general multi-hop topology shown in Fig. 1.4. When the
CSI is not known to the transmitter, the spatial diversity gain is achieved
by allowing users to have a fair share of each others’ resources. With the
CSI knowledge, significant improvements in terms of bit error rate (BER),
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Figure 1.3: Wireless relay network consisting of a source s, a destination d, and
R relays.

outage probability, or capacity can be attained by applying optimal power
allocation among cooperating nodes.

2.1 Two-Hop Relay Networks

Consider the two-hop wireless relay network shown in Fig. 1.3. In the case
of two-hop relay networks, power allocation becomes interesting due to the
increased degree of freedom as a result of multiple transmitting nodes. As
demonstrated in Fig. 1.3, let us consider R relay nodes, denoted by ri,
i = 1, . . . , R, and let fi and gi denote the complex channel coefficients from
the source s to the relay ri and from ri to the destination d, respectively. A
two-phase cooperation is considered. That is, in the first phase, s broad-
casts its message. In the second phase, the set of relays ri, i = 1, . . . , R

transmit the processed version of the received signals to the destination.
The transmit powers of s and ri are denoted by P1 and P2,i, respectively.
The total power budget - either objective function or constraint - is imposed
on the summation of relay powers, i.e.,

∑R
i=1 P2,i = P2. The optimal power

allocation scheme depends on specific quality-of service (QoS) measures
such as the outage probability, capacity, SNR, and BER. The main objec-
tive is to find the optimal power allocation of P1 and P2,i to maximize the
QoS performance at the destination, subject to the total power constraint.
The reverse optimization can be also considered, in which the total power
is minimized, given some set of constraint on the QoS performance like
BER or outage probability, as it is discussed in this thesis.

The system of multiple relays in Fig. 1.3 can be viewed as a virtual an-
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tenna array that transmits noisy versions of the source messages. When
full CSI is known at the relays, precoding techniques can be used to com-
pensate for both the channel gain and the phase rotation experienced by
the relays to achieve better detection performance. For orthogonal re-
laying channels (repetition-based cooperation), d receives R copies of the
source symbol from the relays with no interference among each other. With
knowledge of the exact channel coefficients, the R symbols can be com-
bined coherently at d to increase the received SNR. With the A&F scheme,
the capacity of the parallel relay channel can be found as [21]

CA&F =
1
2

log

(
1 +

R∑
i=1

P1P2,i|fi|2|gi|2
P1|fi|2 + P2,i|gi|2 + 1

)
, (1.1)

and the capacity-maximizing power allocation strategy results in the fol-

lowing water-filling solution [21] Pi = |fi|2√
γi

(
1√
η − 1√

γi

)+
, where (x)+ = max(x, 0)

and γi = |fi|2|gi|2
P1|fi|2+1

. The Lagrange multiplier, η, is chosen to meet the total
power constraint of the relay nodes. Note that relay node ri is allowed to
transmit if and only if γi > η. Power allocation for the D&F scheme with
orthogonal relay channels was derived in [13] to maximize the capacity.
Assume a set of relay nodes, denoted by Rd, is able to correctly decode
the messages transmitted by the source. These relays decode and for-
ward the messages to the destination, acting as multiple antennas on a
single terminal. In the low SNR regime, it is shown in [22] that optimum
power allocation is to choose the relay node among Rd with the best chan-
nel towards the destination and allocate all the power to that node. This
means that the selective relaying scheme is optimal for the D&F scheme
with orthogonal relay channels.

For the case of non-orthogonal channels, in which relays simultane-
ously transmit toward the destination, beamforming techniques can be
used. When full CSI is available at the relays, the optimal beamform-
ing factors for A&F networks were derived in [23] to optimize the received
SNR. When the phase information is not available to the relays, it is shown
in [24–26] that all power should be allocated to one relay. It was shown
in [25] that this selective relaying strategy is optimal in minimizing the
outage probability for the D&F space-time-encoded scheme under the to-
tal power constraint. Also, in [26], we have derived a selective relaying
strategy for for the A&F space-time-encoded scheme, which is optimal in
the sense of minimizing the symbol error rate (SER). The power allocation
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strategy that maximizes the capacity or SER may not extend the network
lifetime since these objective functions do not take the residual battery en-
ergy of each relay node into account. To extend the network lifetime, the
selection strategies was used in [27, 28], and a power allocation scheme
with considering residual battery energy at relays is proposed in this the-
sis (see [29]). With this strategy, the network lifetime can be extended
considerably when compared to the power allocation that depends only on
the channel conditions.

It is often difficult to obtain the instantaneous CSI for all links of the
system in practice. To address this issue, power allocation strategies with
less stringent assumptions on the CSI have been proposed. Specifically, a
power allocation strategy for the D&F space-time-encoded scheme was de-
rived in [30] by assuming that the ith relay knows only the instantaneous
channel gain of the s − ri link, i.e., |fi|, and the average channel gain of
the ri − d link, i.e., E[|gi|2]. Then, a near optimal solution that minimizes
the outage probability by selecting a set of relays and allocating them with
an equal share of power was developed in [30]. With the same amount
of channel information, the optimal power allocation strategy for the A&F
scheme was derived in [31]. Furthermore, when only statistics of channels
are available at the relays, power allocation strategies for the A&F space-
time-encoded scheme are proposed in [26], which is included as paper B
in this thesis.

2.2 Multihop Relay Networks

The cooperative transmission system can be extended to a multihop sce-
nario. The idea will be similar as the two-hop case. One possible hopping
strategy could be that by concatenating multiples of the three-node or
the two-hop networks each level of relay nodes retrieves the source infor-
mation by processing the signals from the two closest previous levels of
relays. Instead of restricting to the two-hop cooperation, signals from m

hops away can be combined to enhance the detection at the destination.
In conventional multi-hop systems, the received signals that contain

insufficient energy for reliable detection are discarded, e.g., signals from
distant transmitters. On the contrary, with cooperation, the receiver may
combine signals transmitted via different relays, regardless of the signal
strength, to enhance the detection performance or to reduce the energy
consumption. In [32], the concept of multihop diversity is introduced
where the benefits of spatial diversity are achieved from the concurrent
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Figure 1.4: Multihop relay network: Cooperative Transmission (CT) and Direct
Transmission (DT) modes as building blocks for any route [34].

reception of signals that have been transmitted by multiple previous ter-
minals along the single primary route. This scheme exploits the broadcast
nature of wireless networks where the communications channel is shared
among multiple terminals.

On the other hand, the routing problem in the cooperative radio tra-
nsmission model over static channels is studied in [33], where it is allowed
that multiple nodes along a path coordinate together to transmit a mes-
sage to the next hop as long as the combined signal at the receiver satisfies
a given SNR threshold value. The gain in energy efficiency and the respec-
tive power allocation strategies have been also studied in [3, 34, 35]. In
paper G, in the included papers of this thesis, a new cooperative routing
protocol is introduced using the Alamouti space-time code for the purpose
of energy savings, given a required outage probability at the destination.
Two efficient power allocation schemes are derived, which depend only on
the statistics of the channels.

It has been proven in [36] that the minimum energy cooperative path
routing problem, i.e., to find the minimum-energy route using coopera-
tive radio transmission, is NP-complete. This is due to the fact that the
optimal path could be a combination of cooperative transmissions and
point-to-point transmissions. Therefore, two types of building blocks can
be considered: direct transmission (DT) and cooperative transmission (CT)
building blocks. In Fig. 1.4 the DT block is represented by the link (i, j),
where node i is the sender and node j is the receiver. In addition, the CT
block is represented by the links (x, y), (x, z), and (y, z), where node x is
the sender, node y is a relay, and node z is the receiver. The route can be
considered as a cascade of any number of these two building blocks, and
the total power of the route is the summation of the transmission pow-
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ers along the route. Thus, the minimum energy cooperative path routing
problem can be solved by applying any distributed shortest-path routing
algorithm such as the distributed Bellman-Ford algorithm [34].

3 Distributed Space-Time Coding

The main problem with the repetition-based multinode D&F protocol [37]
and A&F protocol [38], as it is discussed in previous section, is the loss
in data rate as the number of relay nodes increases. This is due to the
multi-phases nature of repetition-based cooperation. The use of ortho-
gonal subchannels for the relay node transmissions, either through TDMA
or FDMA, results in a high loss of the system spectral efficiency. This leads
to the use of what is knocwn as DSTC, where relay nodes are allowed to
simultaneously transmit over the same channel by emulating a space-time
code.

In wireless communication systems, the spatial diversity can be achieved
by multiple independent paths between multiple antennas at the trans-
mitter and the receiver, possibly in conjunction with space-time block
codes (STBCs). Recently, the idea of space time coding has been applied
in wireless relay networks in the name of distributed space time coding to
extract similar benefit as in point to point MIMO systems. Several works
have considered the application of the existing space-time codes in a dis-
tributed fashion for the wireless relay network (e.g., see [39–41]). Most
of these works have considered a two-hop relay network where a direct
link between the source and destination nodes does not exist, as shown
in Fig. 1.3 - In paper A of the included paper in this thesis, the direct
link between the source and destination nodes is also incorporated in the
DSTC. Mainly there are two types of distributed space time coding tech-
niques discussed in the literature: (1) D&F based distributed space time
coding [13], wherein a subset (chosen based on some criteria) of the relay
nodes decode the symbols from the source and transmit a row/column
of a STBC and (2) A&F based distributed space-time coding [42], where
all the relay nodes perform linear processing on the received symbols ac-
cording to a distributed space time block code (DSTBC) and transmit the
resulting symbols to the destination. The A&F based distributed space
time coding is of special interest because the operations at the relay nodes
are greatly simplified and moreover there is no need for every relay node
to inform the destination once every quasi-static duration whether it will
be participating in the distributed space time coding process as is the case
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(a) (b)

Figure 1.5: The A&F DSTC system consists of two phase: (a) In Phase 1, the
source transmits T symbols with average power P1. (b) In Phase 2, the linear
combination of the amplified version of the received signals are retransmitted.

in D&F based distributed space time coding [13]. The design of practical
DSTCs leading to reliable communication in wireless relay networks has
been considered in [43–45].

In [46], a cooperative strategy was proposed, which achieves a diversity
factor of R in a R-relay wireless network, using the so-called distributed
space-time codes. In this strategy, a two-phase protocol is used. In phase
one, the transmitter sends the information signal to the relays and in
phase two, the relays send information to the receiver. The signal sent
by every relay in the second phase is designed as a linear function of its
received signals and their complex conjugate (see Fig. 1.5). It was shown
that the relays can generate a linear space-time codeword at the receiver,
as in a multiple antenna system, although they only cooperate distribu-
tively. The technique was also shown to achieve optimal diversity at high
SNRs [46]. The design of practical DSTCs that lead to reliable communica-
tion in wireless relay networks has also been recently considered [43–45].

Consider a wireless network with R+2 nodes, which consists of a source
s, a destination d, and R relays, r1, r2, . . . , rR. As shown in Fig. 1.5, there
is one transmit node and one receive node. All the other R nodes work
as relays. Every node has a single antenna, which can be used for both
transmission and reception. Denote the channel from the transmitter to
the rth relay as fr, and the channel from the rth relay to the receiver as gr.
There is no direct link between the transmitter and receiver. We assume
that fr and gr are i.i.d. flat fading channels, and a block-fading model
is used by assuming a coherence interval T , i.e., fr and gr keep constant
for a block of T transmissions and jump to other independent values for
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another block. Note that in Fig. 1.5(b), ρr is the scaling factor at relay r,
P2,r is the average transmitted power from the rth relay during the second
phase, and Ar of size T ×T is corresponding to the rth column of the T ×R

dimensional space-time code matrix.

To have a simple decoding technique for DSTC like the space-time code
in multi-antenna systems, the received signal at the destination can be
calculated to be

y =
√

P1T Sh + wT , (1.2)

where P1T is the average total transmitted energy in T intervals, h, which
is R × 1, is the equivalent channel matrix, and wT , which is T × 1, is the
equivalent noise. The vector wT is clearly influenced by the choice of the
space-time code. Hence, (1.2) shows that the T × R matrix S works like
the space-time code in multi-antenna systems.

In (1.2), S is T ×R dimensional DSTC code matrix. For the case of A&F,
the DSTC matrix S should be appropriately designed, such as the codes
proposed in [46] or [44]. For example, a QOSTBC code matrix is proposed
in [46] as follows

S =

⎡
⎢⎢⎣

s1 s∗2 s∗3 s4

s2 −s∗1 s∗4 −s3

s3 s∗4 −s∗1 −s2

s4 −s∗3 −s∗2 s1

⎤
⎥⎥⎦ , (1.3)

where s1, s2, s3, and s4 are transmitted symbols and S is normalized such
that E[tr{SHS}] = 1.
For D&F scheme, S could be same as space-time codes in the context of
MIMO. If the decoding at some relays fails, their corresponding columns
are replaced by zero. In [45], it was shown that for real-valued i.i.d. Ray-
leigh channels, the DSTC design problem becomes similar to the code
design problem for MIMO communication. However, in [43, 47], it is
assumed that the channels have i.i.d. complex Gaussian distributions,
which is more practical assumption. In paper A in the included papers in
this thesis, the design of DSTC using generalized quasi-orthogonal STBC
(QOSTBC) is proposed, in which any number of relays can be employed to
increase the diversity order. In addition, suboptimal linear decoder can be
used to decrease the complexity, while the full diversity order is achiev-
able. Other DSTCs have also been proposed in [42, 48] to improve the
bandwidth efficiency of cooperative.

Although A&F DSTC does not need instantaneous channel information
at the relays, it requires full (transmitter-to-relays and relays-to-receiver)
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channel information at the receiver, implying that training symbols need
to be sent from both the transmitter and relays. For example, in [42], the
destination was assumed to have perfect knowledge of all the channel fad-
ing gains from the source to the relays and those from the relays to the
destination. To overcome the need for channel knowledge, distributed dif-
ferential space time coding was studied in [48–51], which is essentially an
extension of differential unitary space time coding for point to point MIMO
systems to the relay network case. In [52], a A&F DSTC involving a com-
bination of training, channel estimation and detection in conjunction with
existing coherent distributed STBCs is proposed for non-coherent commu-
nication in A&F relay networks.

Distributed space-time coding was generalized to networks with multiple-
antenna nodes in [53], and the design of practical DSTCs with multiple
antennas terminals has also been recently considered in [48, 54, 55].
In [54, 55], which due to the space limitation we have not included them
in this thesis, the orthogonal and quasi-orthogonal space-time design is
used for A&F based wireless relay networks with multiple-antenna nodes.

4 Performance Analysis of Wireless Systems

4.1 System Performance Measures

4.1.1 Average SNR

Probably the most common and well understood performance measure
characteristic of a digital communication system is SNR. In simple math-
ematical terms, if γ denotes the instantaneous SNR (a random variable) at
the receiver output that includes the effect of fading, then

γ̄ =
∫ ∞

0
γpγ(γ)dγ, (1.4)

is the average SNR, where pγ(γ) denotes the probability density function
(PDF) of γ.

4.1.2 Outage Probability

Another standard performance criterion characteristic of diversity systems
operating over fading channels is the so-called outage probability - denoted
by Pout. The outage probability defined as the probability that the instanta-
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neous error probability exceeds a specified value or equivalently the prob-
ability that the output SNR, γ, falls below a certain specified threshold,
γth. Mathematically speaking, we have

Pout =
∫ γth

0
pγ(γ)dγ, (1.5)

which is the cumulative distribution function (CDF) of γ, evaluated at γ =
γth.

4.1.3 Average SER

The third performance criterion and undoubtedly the most difficult of the
three to compute is the average SER1. On the other hand, it is the one
that is most revealing about the nature of the system behavior and the
one most often illustrated in documents containing system performance
evaluations. Thus, it is of primary interest to have a method for its evalua-
tion that reduces the degree of difficulty as much as possible. The primary
reason for the difficulty in evaluating average SER lies in the fact that the
conditional (on the fading) SER is, in general, a nonlinear function of the
instantaneous SNR, as the nature of the nonlinearity is a function of the
modulation/detection scheme employed by the system. Thus, for exam-
ple, in the multichannel case, the average of the conditional SER over the
fading statistics is not a simple average of the per channel performance
measure as was true for average SNR. Nevertheless, the moment generat-
ing function (MGF)-based approach can be used in simplifying the analysis
and in a large variety of cases allows unification under a common frame-
work [56].

Averaging the conditional probability of error, which is the probability
of error over AWGN channels, the average SER can be shown as

Pe =
∫ ∞

0
P (E|γ)pγ(γ)dγ, (1.6)

where P (E|γ) is the conditional SER. When characterizing the performance
of coherent digital communications, the generic form of the expression for
the error probability involves the Gaussian Q-function with an argument
proportional to the square root of the instantaneous SNR of the received

1The discussion that follows applies, in principle, equally well to average BER. Further-
more, the terms bit error probability (BEP) and symbol error probability (SEP) are often
used in the literature as alternatives to BER and SER.
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signal. In the case of communication over a slowly fading channel, the in-
stantaneous SNR (γ) is a time-invariant random variable with a PDF, pγ(γ).
To compute the average error probability, one can evaluate an integral wh-
ose integrand consists of the product of the above-mentioned Gaussian
Q-function and fading PDF, that is [56, Eq. (5.1)]

Pe =
∫ ∞

0
cQ (

√
gγ) pγ(γ)dγ, (1.7)

where c and g are constants that depend on the specific modulation/detec-
tion combination. Furthermore, it can be shown that (1.7) can be rewritten
as [56, Eq. (5.3)]

Pe =
∫ ∞

0
Mγ

( −g

2 sin2 θ

)
pγ(γ)dγ, (1.8)

where Mγ(s) is the MGF of γ ,i.e., Mγ(s) �
∫∞
0 esγpγ(γ)dγ, which is the

Laplace transform of pγ(γ) with the exponent reversed in sign. Since tables
of Laplace transforms are readily available, the desired form of the Gaus-
sian Q-function therefore allows evaluation of Pe in the simplest possible
way, in most cases resulting in a single integral on θ (when the Laplace
transform is available in closed form).

4.2 Multipath Fading

Multipath fading is due to the constructive and destructive combination of
randomly delayed, reflected, scattered, and diffracted signal components.
This type of fading is relatively fast and is therefore responsible for the
short-term signal variations. Depending on the nature of the radio prop-
agation environment, there are different models describing the statistical
behavior of the multipath fading envelope. In this thesis, we consider the
Rayleigh, Rician, and Nakagami-m channel models, which are mostly used
for analyzing wireless systems:

4.2.1 Rayleigh

The Rayleigh distribution is frequently used to model multipath fading
with no direct line-of-sight (LOS) path. In this case, the received instan-
taneous SNR per symbol of the channel, i.e., γ, is distributed according
to

pγ(γ) =
1
γ

exp
(−γ

γ

)
, (1.9)
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where γ = Esσh
N0

is the average SNR per symbol, Es is the energy per symbol,
σh is the link path-loss or variance of the channel coefficient h, and the
additive noise at all receiving terminals is modeled as zero-mean complex
Gaussian random variables with variance N0.

Rayleigh fading is viewed as a reasonable model for tropospheric and
ionospheric signal propagation as well as the effect of heavily built-up ur-
ban environments on radio signals [57].

4.2.2 Rician (Nakagami-n)

The Rician distribution is also known as the Nakagami-n distribution [58].
It is often used to model propagation paths consisting of one strong direct
LOS component and many random weaker components. Here, the received
SNR follows the distribution [56, Eq. (5.10)]

pγ(γ) =
(K + 1)

γ
e
−
[
K+(K+1) γ

γ

]
I0

(
2

√
K(K + 1)γ

γ

)
, (1.10)

where K is the Rician factor of the source-destination link, which is de-
fined as the ratio of the power in the LOS component to the power in the
other (non-LOS) multipath components [56]. In (1.10), I0(·) is the modified
Bessel function of first kind and order zero, and γ = E[γ]. The Rician distri-
bution spans the range from Rayleigh fading (K = 0) to no fading (constant
amplitude) (K = ∞). This type of fading is typically observed in the first re-
solvable LOS paths of microcellular urban and suburban land-mobile [59],
picocellular indoor [60], and factory [61] environments. It also applies to
the dominant LOS path of satellite [62] and ship-to-ship [63] radio links.

4.2.3 Nakagami-m

The Nakagami-m PDF, which is in essence a central chi-square distribu-
tion, is given by [56, Eq. (5.14)]

pγ(γ) =
mmγm−1

γmΓ (m)
e
−mγ

γ , (1.11)

where m is the Nakagami-m fading parameter, which is a real number
ranging from 1

2 to +∞, Γ (·) is the gamma function, and γh = E[γh].
The Nakagami-m distribution spans via the m parameter the wide range

of the multipath distributions. For instance, it includes the one-sided

19



Introduction

Gaussian distribution (m = 1
2 ) and the Rayleigh distribution (m = 1) as

special cases. In the limit as m → +∞, the Nakagami-m fading channel
converges to a non-fading AWGN channel. Furthermore, when m > 1,
there is a one-to-one mapping between the m parameter and the Rician K

factor (see e.g., [56, Eq. (2.26)]), allowing the Nakagami-m distribution to
closely approximate the Rician distribution.

The Nakagami-m distribution often gives the best fit to land-mobile [64]
and indoor-mobile [65] multipath propagation, as well as scintillating iono-
spheric radio links [66].

4.3 Performance Analysis of Wireless Relay Networks

The performance analysis of multihop wireless communication systems
operating in fading channels has been an important field of research in the
past few years. Thus, performance analysis of cooperative networks has
yielded many interesting results including average SNR, information the-
oretic metrics like outage probability, and average SER expressions over
fading channels.

The analytical expressions for the performance of wireless relay net-
work can also give us insight into the optimal allocation of the resources
like power and bandwidth. Specially, in A&F relay networks, in which
the performance metrics at the destination usually depend on channel
characteristics of all hops, the performance analysis becomes more chal-
lenging, comparing to the collocated MIMO or D&F relay systems. Hence,
a large portion of this thesis is dedicated to the performance analysis of
A&F based relay networks.

Also in this thesis, for sufficiently large SNR, the close-form expressions
for the average SER and outage probability are derived under different
topologies, cooperation methods, and CSI assumptions. The simplicity of
the asymptotic results provides valuable insights into the performance of
cooperative networks and suggests means of optimizing them. In addition,
the diversity order of the wireless systems can be found via the asymptotic
behavior of the average SER or outage probability. A tractable definition
of the diversity or diversity gain, which is used in this thesis is [67, Eq.
(1.19)]

Gd = − lim
SNR→∞

log (Pe)
log (SNR)

, (1.12)

where instead of the average SER Pe, the outage probability Pout can be
also used.
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The average symbol error rate formula allows us to clearly illustrate
the advantage that the distributed diversity system has in overcoming the
severe penalty in signal-to-noise ratio caused by Rayleigh fading. In [39],
DSTC based on the Alamouti scheme and A&F cooperation protocol was
analyzed and an expression for the average SER was derived. Authors in
[68] presented an exact average symbol error rate analysis for the repetition-
based cooperation, in which relays transmit in orthogonal channels via
TDMA or FDMA. Using simple bounds on the probability of error, [68]
shows that the cooperative network amplifying relays achieves full diver-
sity order. Hasna and Alouini in [69] have presented a useful and semi-
analytical framework for the evaluation of the end-to-end outage prob-
ability of multihop wireless systems with A&F CSI-assisted relays over
Nakagami-m fading channels. Moreover, the same authors have studied
the dual-hop systems with D&F and A&F (CSI-assisted or fixed gain) relays
over Rayleigh [70], [71] and Nakagami-m [72] fading channels. Recently,
Boyer et al. [32], have proposed and characterized four channel models
for multihop wireless communication and also have introduced the con-
cept of multihop diversity. Finally, Karagiannidis et al. [73] have stud-
ied the performance bounds for multihop wireless communications with
blind (fixed gain) relays over Rice, Hoyt, and Nakagami-m fading channels,
using the moments-based approach [74]. In [75], efficient performance
bounds are presented for the end-to-end SNR of multihop wireless com-
munication systems with CSI-assisted or fixed gain relays operating in
non-identical Nakagami-m fading channels. Using expressions for MGF
and PDF, closed-form lower bounds are presented in [75] for important
end-to-end system performance metrics, such as outage probability and
average SER for BPSK, while simple asymptotic expressions are also given
for the bounds at high SNRs.

For sufficiently high SNR, [38] derives general average SER expressions,
for A&F links with multiple cooperating branches, composed of multiple
cooperating hops, as it is shown in Fig. 1.6. In [38] the authors derived
asymptotic average symbol error probability for amplify-and-forward coop-
erative diversity networks. The resulting expressions derived in [38] (using
the bounding approach) are general for any type of fading distributions
provided the PDF of zero instantaneous SNR is not zero, which is not ap-
plicable for the Nakagami-m fading distribution. In [76], the error rate
and the outage probability of cooperative diversity wireless networks with
A&F relaying are determined over independent, non-identical, Nakagami-
m fading channels.
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Figure 1.6: Wireless relay network with multihop, multi-branch transmission.

In [40], a performance analysis of the gain of using D&F based coop-
eration among nodes was considered, assuming that the number of relays
that are available for cooperation is a Poisson random variable. The au-
thors compared the performance of different distributed space-time codes
designed for the MIMO channels under this assumption. In [77], authors
considered a D&F cooperation protocol, and derived closed-form SER for
the D&F cooperation systems with M-PSK and M-QAM signals. Since the
closed-form SER formulation is complicated, [77] established two SER up-
per bounds to show the asymptotic performance of the cooperation system,
in which one of them is tight at high SNR. Based on the SER performance
analysis, the optimum power allocation for the cooperation systems is de-
termined.

5 Summary of the Included Papers

This dissertation consists of seven papers numbered with letters (A-G). In
this section, we present a brief summary of these papers.

5.1 Paper A

B. Maham, A. Hjørungnes, and G. Abreu, "Distributed GABBA Space-
Time Codes in Amplify-and-Forward Relay Networks," IEEE Transactions

on Wireless Communications, volume 8, issue 2, pages 2036 - 2045, April
2008.

In Paper A, we give a more comprehensive presentation of the results we
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presented in [44]. We consider the design of practical distributed space-
time codes for wireless relay networks using the A&F scheme, where each
relay transmits a scaled version of the linear combinations of the received
symbols and their complex conjugate.

Our focus is on the space-time cooperation using generalized ABBA
(GABBA) codes [78, 79], which are systematically constructed, orthogo-
nally decodable, full-rate, full-diversity space-time block codes. Our scheme
is valid for any number of relays with linear orthogonal decoding in the
destination, which make it feasible to employ large numbers of potential
relays to improve the diversity order. We generalize the distributed space-
time codes in A&F mode when the source-destination link contributes in
both phases of the transmission.

Another contribution is that we derive the approximate average SER
for A&F DSTC with M-PSK and M-QAM modulations over Rayleigh-fading
channels, which is valid for any full-diversity, full-rate space-time block
codes, such as distributed GABBA codes and the codes given in [43]. The
analytical results are confirmed by simulations, indicating both the accu-
racy of the analysis, and the fact that low-complexity, flexible, and high-
performing distributed space-time block codes can be designed based on
GABBA codes.

5.2 Paper B

B. Maham and A. Hjørungnes, "Power Allocation Strategies for Distributed
Space-Time Codes in Amplify-and-Forward Mode," EURASIP Journal on

Advances in Signal Processing, volume 2009, Article ID 612719, 13 pages,
2009. doi:10.1155/2009/612719.

In this paper, we show that the DSTC based on [46], in which relays
transmit the linear combinations of the scaled version of their received sig-
nals leads to a new opportunistic relaying, when maximum instantaneous
SNR based power allocation is used. Furthermore, assuming M-PSK and
M-QAM modulations, we analyze the performance of cooperative diver-
sity wireless networks using A&F opportunistic relaying. We also derive
an approximate formula for the SER of A&F DSTC. First, the probability
density function is derived and then MGF of the received SNR at the des-
tination. Then, the MGF is used to determine the SER in Rayleigh fading
channels. Assuming the use of full-diversity space-time codes, we derive
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two power allocation strategies minimizing the approximate SER expres-
sions, for constrained transmit power. We analyze the diversity order of AF
opportunistic relaying based on the asymptotic behavior of average SER.
Based on the proposed approximated SER expression, it is shown that the
proposed scheme achieves the diversity order of R.

5.3 Paper C

B. Maham and A. Hjørungnes, "Performance Analysis of Repetition-Based
Cooperative Networks with Partial Statistical CSI at Relays," IEEE Commu-

nications Letters, volume 12, issue 11, pages 828-830, November 2008.

In Paper C, we apply AF relaying with partial statistical CSI to the case
of repetition-based cooperation, in which R amplifying relays retransmit
the source’s signal in a TDMA manner. The network channels are mod-
eled as independent, non-identical, Rayleigh distributed coefficients. The
exact symbol error rate is derived using the MGF. We derive the proba-
bility density function and MGF of the total SNR. Then, the MGF is used
to determine the SER. The diversity order of the amplify-and-forward co-
operation with partial statistical channel state information is also found
via the asymptotic behavior of the average SER, and it is shown that the
cooperative network achieves full diversity.

5.4 Paper D

B. Maham and A. Hjørungnes, "Asymptotic Performance Analysis of Amplify-
and-Forward Cooperative Networks in a Nakagami-m Fading Environment,"
IEEE Communications Letters, volume 13, issue 5, pages 300-302, May
2009.

In Paper D, we derive tight approximations for the average SER of repetition-
based cooperative networks over independent non-identical Nakagami-m
fading channels in AF mode. The network consists of a source, R paral-
lel relays. The approximated average SER is investigated. For sufficiently
large SNR, this letter derives a closed-form average SER when m is an in-
teger. The simplicity of the asymptotic results provides valuable insights
into the performance of cooperative networks and suggests means of opti-
mizing them.

24



Summary of the Included Papers

5.5 Paper E

B. Maham and A. Hjørungnes, "Performance Analysis of Amplify-and-Forw-
ard Opportunistic Relaying in Rician Fading," IEEE Signal Processing Let-

ters, volume 16, issue 8, pages 643-646, August 2009.

In Paper E, we derive tight approximations for the average SER of oppor-
tunistic relaying networks over independent non-identical Rician fading
channels in AF mode. We first derive the PDF of the approximate value of
the total SNR. Then, assuming M-PSK or M-QAM modulations, the PDF is
used to determine the SER. For sufficiently large SNR, this letter derives
the closed-form average SER. The simplicity of the asymptotic results pro-
vides valuable insights into the performance of cooperative networks and
suggests means of optimizing them.

5.6 Paper F

B. Maham, A. Hjørungnes, and M. Debbah "Power Allocations in Minimum-
Energy SER Constrained Cooperative Networks," Annals of Telecommuni-

cations - Annales des Télécommunications, special issue on Cognitive Radio,
volume 64, issue 7, pages 545-555, August 2009.

In this paper, we propose power allocation strategies that take both the
statistical CSI and the residual energy information into account to prolong
the network lifetime while meeting the SER QoS requirement of the des-
tination. In particular, we focus on the repetition-based AF cooperation
scheme in an environment with one source transmitting to the destination
through multiple relays that form a distributed antenna array employing
the repetition-based cooperation [38]. In [27] and [28], the received instan-
taneous SNR at the destination is assumed as a required QoS. However,
SER is a more meaningful metric to be considered as QoS. Moreover, our
proposed power allocation scheme is independent of the knowledge of in-
stantaneous CSI at the relay nodes. Thus, the proposed scheme can easily
be employed in practical low-complex wireless relay networks, like sensor
networks. In [38] and [80], uniform power allocation among the source
and relays is assumed for a given SER constraint, which is not efficient in
term of network lifetime maximization. Here, we propose algorithms that
maximize the network lifetime with SER constraint in AF based cooperative
networks given in [38].
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5.7 Paper G

B. Maham, R. Narasimhan, and A. Hjørungnes, "Energy-Efficient Space-
Time Coded Cooperative Routing in Multihop Wireless Networks," in Proc.

of IEEE Global Telecommunications Conference (GLOBECOM 2009), Hon-
olulu, Hawaii, USA, November - December 2009.

In this paper, a cooperative multihop routing scheme is proposed for Ray-
leigh fading channels. The investigated system can achieve considerable
energy savings compared to non-cooperative multihop transmission, when
there is an outage probability QoS requirement at the destination node.
Two power control schemes, i.e., distributed and centralized power allo-
cations are derived to minimize the total transmission power given the
outage probability constraint. Using some tight approximations, simple
closed-form power allocations are presented without requiring the knowl-
edge of CSI; hence, the proposed schemes can be implemented in real
wireless systems. Numerical results show that the proposed power allo-
cation strategies provide considerable gains compared to non-cooperative
multihop transmission.

6 Main Contributions of the Dissertation

The main contributions of this dissertation can be summarized as follows:

• Design of distributed GABBA codes which are applicable in A&F DSTC
system.

• Found approximate SER expressions for A&F DSTC with M-PSK and
M-QAM modulations over Rayleigh-fading channels.

• Analyzed the diversity order of A&F DSTCs based on the asymptotic
behavior of average SER.

• Derived the optimum power allocations among relays for A&F DSTC
system by maximizing the SNR at the destination.

• Derived the average SER of A&F opportunistic relaying system with
M-PSK or M-QAM modulations over Rayleigh-fading channels.

• Analyzed the diversity order of AF opportunistic relaying based on the
asymptotic behavior of average SER.
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• Proposed two power allocation schemes for A&F DSTC based on mini-
mizing the target SER, given the knowledge of statistical CSI of source-
relay links at the relays.

• Found the exact average SER and the diversity order of A&F relay-
ing with repetition-based cooperation and partial statistical CSI over
Rayleigh-fading channels.

• Derived tight approximations for the average SER of repetition-based
cooperative networks over independent non-identical Nakagami-m fad-
ing channels in A&F mode.

• Assuming sufficiently high SNR, found a simple closed-form average
SER expression for repetition-based cooperative networks over inde-
pendent non-identical Nakagami-m fading.

• Derived tight approximations for the average SER of opportunistic re-
laying networks over independent non-identical Rician fading chan-
nels in A&F mode.

• Assuming sufficiently high SNR, derived a simple closed-form aver-
age SER expression, for A&F opportunistic relaying links over inde-
pendent non-identical Rician fading.

• Derived the optimal power allocation strategy in A&F cooperative net-
work that minimizes the total relay power subject to the SER require-
ment at the destination.

• Obtained power allocation strategies that maximize the network life-
time given a required SER constraint for energy-limited nodes in the
cooperative network.

• Proposed a new energy-efficient cooperative multihop routing scheme
for Rayleigh fading channels when there is an outage probability
quality-of-service (QoS) requirement at the destination node.

• Implemented two distributed and centralized power control schemes
to minimize the total transmission power given the outage probability
constraint.
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7 Suggestions for Future Research and Extensions

In this section, we will discuss some issues that can be interesting to
investigate in the future.

A large part of this thesis is about design and performance analysis
of orthogonal and quasi-orthogonal space-time block codes. On the other
hand, STBCs from coordinate interleaved orthogonal designs (CIOD) have
been attracting wider attention due to their amenability for fast (single-
symbol) maximum-likelihood decoding, and full-rate with full-rank over
quasi-static fading channels [81]. Hence, a natural extension of our work
is to apply CIOD space-time codes to a distributed network and study the
performance analysis and optimum rotation angles in such systems.

In this thesis, simple network models are considered and strict syn-
chronization among distributed users are always assumed, which are dif-
ficult to achieve in practice. A major challenge lies in the design of asyn-
chronous cooperation strategies. Furthermore, since cooperation involves
the interaction between multiple users, the system inevitably requires a
cross-layered study between the physical layer and the medium access
control (MAC) or higher layers. In the future, we focus on the advantages of
cooperative communications in resource constrained networks and show
how the resource utilization can be made more efficient with power alloca-
tion and by exploiting data dependencies.

As an extension of our work over cooperative routing in resource-constr-
ained wireless multihop networks, the effect of delay constraint can be
studied. It can be shown that our proposed distributed power allocation
can be employed in a broadcast network with cooperating destinations for
the purpose of minimizing the total transmit power of the network. In this
scenario, there is one source and multiple cooperating destinations with a
given outage probability for each node. An important extension might be
to study the ways to increase the achievable rate of the system, which is
affected due to the multi-phases nature of the multihop transmission. For
example, the incremental relaying method can be embedded in the cooper-
ative routing. Other possible approach could be multihop communication
with spatial reuse, in which source start transmitting new symbols before
the previously transmitted ones reach the destination. In addition, as an
extension of work in paper G, one can take into account decoding errors
at relay nodes as proposed in [82], and find more efficient power allocation
factors.

In this thesis, we proposed some opportunistic relaying techniques.
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In the future, one can apply relay selection techniques into HARQ multi-
relay protocols which leads to full spatial diversity. Then, the delay-limited
throughput [83] is going to be maximized given a target outage probability,
defined as the probability of packet failure after L HARQ rounds, and max-
imum number of HARQ rounds L, which represents the delay constraint.

8 Journal and Conference Contributions during Ph.D.

Studies

During the Ph.D. studies, the author has contributed to the following jour-
nals and conference publications:

List of journal publications during Ph.D. studies:

• B. Maham and A. Hjørungnes, “Opportunistic Relaying for Space-Time

Coded Cooperation with Multiple Antenna Terminals,” Submitted Au-
gust 9, 2009 to IEEE Transactions on Vehicular Technology.

• B. Maham and A. Hjørungnes, “Power Allocation Strategies for Dis-

tributed Space-Time Codes in Amplify-and-Forward Mode,” EURASIP
Journal on Advances in Signal Processing, volume 2009, Article ID
612719, 13 pages, 2009. doi:10.1155/2009/612719.

• B. Maham, M. Debbah, and A. Hjørungnes, “Energy-Efficient Coopera-

tive Routing in BER Constrained Multihop Networks,” Springer Journal
of Frontiers of Computer Science in China, vol. 3, no. 2, pp. 263-
271, Jun. 2009 (Published by Higher Education Press and Springer-
Verlag).

• B. Maham and A. Hjørungnes“Performance Analysis of Amplify-and-

Forward Opportunistic Relaying in Rician Fading,” IEEE Signal Pro-
cessing Letters, vol. 16, no. 8, pp. 643 - 646, Aug. 2009.

• B. Maham, A. Hjørungnes, and M. Debbah,“Power Allocations in Mini-

mum-Energy SER Constrained Cooperative Networks,” Annals of Tele-
communications - Annales des Télécommunications, special issue on
Cognitive Radio, vol. 64, no. 7, pp. 545-555, Aug. 2009.

• B. Maham and A. Hjørungnes, “Asymptotic Performance Analysis of

Amplify-and-Forward Cooperative Networks in a Nakagami-m Fading

Environment,” IEEE Communications Letters, vol. 13, no. 5, pp.
300-302, May 2009.
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• B. Maham and A. Hjørungnes,“Symbol Error Rate of Amplify-and-

Forward Distributed Space-Time Codes over Nakagami-m Fading Chan-

nel,” IET Electronics Letters (former IEE), vol. 45, no. 3, pp. 174-175,
Jan. 2009.

• B. Maham, A. Hjørungnes, and G. Abreu, “Distributed GABBA Space-

Time Codes in Amplify-and-Forward Relay Networks,” IEEE Transac-
tions on Wireless Communications, vol. 8, no. 2, pp. 2036 - 2045,
Apr. 2009.

• B. Maham and A. Hjørungnes, “Performance Analysis of Repetition-

Based Cooperative Networks with Partial Statistical CSI at Relays”

IEEE Communications Letters, vol. 8, no. 4, pp. 828-830, Nov.
2008.

List of conference publications during Ph.D. studies:

• B. Maham and A. Hjørungnes,“Near-Optimum Power Allocation for

BER Restricted Multihop Cooperative Networks,” in Proc. IEEE Inter-
national Conference on Communications (ICC’10), Cape Town, South
Africa, May 2010.

• B. Maham, A. Hjørungnes, and B. Sundar Rajan,“Quasi-Orthogonal

Design and Performance Analysis of Amplify-and-Forward Relay Net-

works with Multiple-Antennas,” in Proc. IEEE Wireless Communica-
tions and Networking Conference (WCNC’10), Sydney, Australia, April
2010.

• B. Maham, B. Sundar Rajan, and A. Hjørungnes,“Performance Analy-

sis of Single-Symbol Maximum Likelihood Decodable Linear STBCs,”

invited paper, in Proc. International Symposium on Communica-
tions, Control, and Signal Processing (ISCCSP’10 ), Limassol, Cyprus,
March 2010.

• B. Maham and A. Hjørungnes,“Orthogonal Code Design for MIMO Amp-

lify-and-Forward Cooperative Networks,” in Proc. IEEE Information
Theory Workshop (ITW’10), Cairo, Egypt, January 2010.

• B. Maham, R. Narasimhan, and A. Hjørungnes,“Energy-Efficient Space-

Time Coded Cooperative Routing in Multihop Wireless Networks,” in
Proc. of IEEE Global Telecommunications Conference, GLOBECOM
2009, Honolulu, Hawaii, USA, November - December 2009.
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• B. Maham and A. Hjørungnes, “Opportunistic Relaying for Space-Time

Coded Cooperation with Multiple Antennas Terminals,” in the 20th
IEEE Personal, Indoor and Mobile Radio Communications Sympo-
sium (PIMRC 2009), Tokyo, Japan, September 2009.

• B. Maham and A. Hjørungnes,“Minimum Power Allocation for Coop-

erative Routing in Multihop Wireless Networks,” in Proc. 32th IEEE
Sarnoff Symposium, (SARNOFF 2009), Princeton, NJ, USA, March
2009.

• B. Maham and A. Hjørungnes, “Opportunistic Relaying through Amplify-

And-Forward Distributed Space-Time Codes with Partial Statistical CSI

at Relays,” in Proc. the Forty-Sixth Annual Allerton Conference on
Communication, Control, and Computing (Allerton 2008), IEEE in-
dex, pp. 1004-1009, Urbana-Champaign, IL, USA, Sep. 2008.

• B. Maham, M. Debbah, and A. Hjørungnes, “Energy-Efficient Cooper-

ative Routing in BER Constrained Multihop Networks,” invited Paper,
in Proc. International Conference on Communications and Network-
ing in China (CHINACOM 2008), Hangzhou, China, pp. 168- 172,
Aug. 2008.

• B. Maham and A. Hjørungnes, “Power Allocation Strategies for Dis-

tributed Space-Time Codes in Amplify-and-Forward Mode,” in Proc.
IEEE International Wireless Communications and Mobile Computing
Conference (IWCMC 2008), Crete Island, Greece, pp. 905-909, Aug.
2008.

• B. Maham and A. Hjørungnes, G. Abreu, “Distributed GABBA Space-

Time Codes with Complex Signal Constellations,” in 5th IEEE Sensor
Array and Multi-Channel Signal Processing Workshop (SAM’08), pp.
118-121, Darmstadt, Germany, July 2008.

• B. Maham and A. Hjørungnes, “Minimum Power Allocation in SER Con-

strained Amplify-and- Forward Cooperation,” in Proc. IEEE Vehicular
Technology Conference (VTC 2008-Spring), pp. 2431-2435, Singa-
pore, May 2008.

• B. Maham and A. Hjørungnes, “Amplify-and-Forward Space-Time Co-

ded Cooperation via Incremental Relaying,” in Proc. IEEE Interna-
tional Symposium on Wireless Communication Systems 2007 (ISWCS
’07), pp. 407-411, Trondheim, Norway, Oct. 2007.
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• B. Maham and A. Hjørungnes, “Distributed GABBA Space-Time Codes

in Amplify-and- Forward Cooperation,” in Proc. IEEE Information The-
ory Workshop (ITW’07), pp. 189-193, Bergen, Norway, July 2007.

• B. Maham and A. Hjørungnes,“Power Allocation in Cooperative Net-

works Using Differential Space-Time Codes,” in Proc. IEEE Int. Symp.
Information Theory (ISIT’07), pp. 1916-1920, Nice, France, June
2007.
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Abstract

Cooperative communications via distributed space-time codes has been
recently proposed as a way to form virtual multiple-antennas that provide
dramatic gains in slow fading wireless environments. In this paper, we
consider the design of practical distributed space-time codes for wireless
relay networks using the amplify-and-forward (AF) scheme, where each re-
lay transmits a scaled version of the linear combinations of the received
symbols and their complex conjugate. We employ GABBA codes, which are
systematically constructed, orthogonally decodable, full-rate, full-diversity
space-time block codes, in a distributed fashion. Our scheme is valid
for any number of relays with linear orthogonal decoding in the destina-
tion, which make it feasible to employ large numbers of potential relays
to improve the diversity order. We generalize the distributed space-time
codes in AF mode when the source-destination link contributes in both
phases of the transmission. Assuming M-PSK or M-QAM constellations
and maximum likelihood (ML) detection, we derive an approximate formula
for the symbol error probability of the investigated scheme in Rayleigh fad-
ing channels. The analytical results are confirmed by simulations, indi-
cating both the accuracy of the analysis, and the fact that low-complexity,
flexible, and high-performing distributed space-time block codes can be
designed based on GABBA codes.
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1 Introduction

Space-time codes provide diversity and coding gains in multiple antenna
systems over fading channels. In ad-hoc or distributed large scale wire-
less networks, nodes are often constrained in hardware complexity and
size, which makes multiple antenna systems impractical for certain appli-
cations. Cooperative diversity schemes [1, 2] have been introduced in an
effort to overcome this limitation. Cooperative techniques allow a collection
of radios to relay signals amongst each other, effectively creating a virtual
antenna array, which combat multipath fading in wireless channels. This
makes cooperative techniques attractive for deployment in cellular mobile
devices as well as in ad-hoc mobile networks.

Several cooperation strategies with different relaying techniques, in-
cluding amplify-and-forward (AF), decode-and-forward (DF), and selective
relaying (SR), have been studied in Laneman et al.’s seminal paper [3].
Distributed space-time codes (DSTC) have also been proposed to improve
the bandwidth efficiency of cooperative transmissions (see, e.g., [4–7]).

In [8], a cooperative strategy was proposed, which achieves a diversity
factor of R in a R-relay wireless network, using the so-called distributed
space-time codes. In this strategy, a two-phase protocol is used. In phase
one, the transmitter sends the information signal to the relays and in
phase two, the relays send information to the receiver. The signal sent
by every relay in the second phase is designed as a linear function of its
received signals and their complex conjugate. It was shown that the re-
lays can generate a linear space-time codeword at the receiver, as in a
multiple antenna system, although they only cooperate distributively. The
technique was also shown to achieve optimal diversity at high SNRs [8]. Al-
though distributed space-time coding does not need instantaneous chan-
nel information at the relays, it requires full (transmitter-to-relays and
relays-to-receiver) channel information at the receiver, implying that train-
ing symbols need to be sent from both the transmitter and relays.

Distributed space-time coding was generalized to networks with multiple-
antenna nodes in [9], and the design of practical DSTCs that lead to re-
liable communication in wireless relay networks, has also been recently
considered [10–12]. In [12], it was shown that for real-valued i.i.d. Ray-
leigh channels, the DSTC design problem becomes similar to the code
design problem for MIMO communication. In this article, however, we
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follow [10] and [11] and assume the channels have i.i.d. complex Gaus-
sian distributions, which is more realistic. Our focus is on the space-time
cooperation using generalized ABBA (GABBA) codes [13, 14], which are
systematically constructed, orthogonally decodable, full-rate, full-diversity
space-time block codes. Note that generalized quasi-orthogonal space-
time block codes (QOSTBC) [15] have the similar performance to GABBA
codes, but their code structure and code construction process are dif-
ferent. In [16], the performance analysis of QOSTBC in a MIMO link is
studied, when linear receivers (ZF and MMSE) are employed, instead of
ML receiver, which do not lead to the full-diversity. In our scheme, the
maximum number of employed relays is chosen based on the coherence
time of the network channels. In [11], it was shown that using real con-
stellations, GABBA codes can be directly used as DSTC for any number
of relays in the network. In this paper, we propose a GABBA-based DSTC
design in which any complex signal constellations can be used. Using
GABBA codes with linear orthogonal decoding, we can employ large num-
ber of potential relays to improve the diversity order. The previous work
on the use of full-rate, full-diversity codes in wireless relay networks has
limited structures (e.g., 2 × 2 code matrix in [17], and 2 × 2 or 4 × 4 code
matrices in [10]). On the other hand, complex decoding techniques, like
maximum-likelihood (ML) and pairwise ML [18], prevent applicability of
the code matrices with large dimensions. We also study the contribution
of the source-destination link in two phases of AF DSTC. In [4], the con-
tribution of the source-destination link in both phases was studied for
the space-time coded cooperation under AF mode, when one relay is em-
ployed. Furthermore, we compare DSTC systems with different scaling
(amplification) factors, with or without knowledge of local source-relay in-
stantaneous channel state information (CSI) at the relays.

Our main contributions can be summarized as follows:

1. We show that the transpose of GABBA codes are applicable in AF
DSTC, in which relays transmit the linear combinations of the scaled
version of the received signals and their complex conjugate. Our pro-
posed scheme is valid for any number of relays.

2. We derive the approximate average symbol error rate (SER) for AF
DSTC with M-PSK and M-QAM modulations over Rayleigh-fading
channels, which is valid for any full-diversity, full-rate space-time
block codes, such as distributed GABBA codes and the codes given
in [10].
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3. We extend and analyze the DSTC in AF mode, when the source-
destination link is contributing in the both phases of transmission.

4. We analyze the diversity order of AF DSTCs based on the asymptotic
behavior of average SER. The proposed MGF-based approach can be
used for diversity analyzing of other wireless systems where the MGF
is available.

The remainder of this paper is organized as follows: In Section II, the
system model is given. The direct formulation of DSTC in the AF mode
is considered in Section III. The distributed version of GABBA codes for
complex signal constellations in DSTC is presented in Section IV. In Sec-
tion V, the average SER of DSTC under M-PSK and M-QAM modulations
is derived, and a diversity analysis is carried out. In Section VI, the over-
all system performance is presented for different numbers of relays, and
the correctness of the analytical formula is confirmed by simulation re-
sults. Conclusions are presented in Section VII. The article contains three
appendices which present various proofs.

Notations: The superscripts t, H , and ∗ stand for transposition, conju-
gate transposition, and element-wise conjugation, respectively. The expec-
tation operation is denoted by E{·}. The covariance of the T × 1 zero-mean
vector xT consisting of T random variables is Cov(xT ) = E{xT xH

T }. The
symbols 0T and IT stand for the T × T zero matrix and identity matrix,
respectively. |x| is the absolute value of the scalar x, while ‖A‖F denotes
the Frobenius norm of the matrix A. The trace of the matrix A is denoted
by Tr {A}. The floor and ceil of x are denoted by �x� and �x	, respectively.
All logarithms are the natural logarithm.

2 System Model

Consider a network consisting of a source node denoted s, one or more
relays denoted r = 1, 2, . . . , R, and one destination node d (see Fig. A.1). It
is assumed that each node is equipped with a single antenna. We denote
the source-to-destination, source-to-rth relay, and rth relay-to-destination
links by f0, fr, and gr, respectively. Under the assumption that each link
undergoes independent Rayleigh process, f0, fr, and gr are independent
complex Gaussian random variables with zero-mean and variances σ2

0, σ2
fr

,
and σ2

gr
, respectively.

Similar to [8], our scheme requires two phases of transmission. During
the first phase, the source should transmit a vector s = [s1, . . . , sT ]t, con-
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Fig. A.1: Wireless relay network including one source, R relays, and one
destination.

sisting of T symbols to all relays. We assume the following normalization
E{sHs} = 1. Thus, from time 1 to T , signals

√
P1Ts1, . . . ,

√
P1TsT are sent

to all relays by the source, where P1T is the average total transmitted en-
ergy in T intervals. Assuming that fr does not vary during T successive
intervals, the T × 1 receive signal vector at the rth relay is

yr =
√

P1Tfrs + vr, (A.1)

where vr is a T × 1 complex zero-mean white Gaussian noise vector with
variance N1.

In the second phase of the transmission, all relays simultaneously
transmit linear functions of their received signals yr and y∗

r. In order to
construct a distributed space-time codes, the received signal at the desti-
nation is collected inside the T × 1 vector y [10] as

y =
R∑

r=1

gr (ρ∗rAryr + ρrBry
∗
r) + w, (A.2)

where w is a T × 1 complex zero-mean white Gaussian noise vector with
the variance of N2, ρr is the scaling factor at relay r, and Ar and Br,
of size T × T , are obtained by representing the rth column of the T × R

dimensional space-time code matrix S as cr = Ars + Brs
∗. Thus, after
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receiving the vector yr at the rth relay, yr and y∗
r are multiplied by ρ∗rAr

and ρrBr, respectively. In general, Ar and Br can be arbitrary matrices
satisfying ‖Ar‖2

F + ‖Br‖2
F ≤ 1. However, in this paper, we study a subclass

of full-rate, full-diversity distributed space-time codes, like GABBA codes
and the codes proposed in [10], in which either Ar is unitary and Br = 0T ,
or vice versa.

Notice that the extension of the scheme explained above to the case
where a source-destination link is contributing in both phases is possible.
In this case, the received signal at the destination through the first phase
and the second phase become

y0 =
√

P1Tf0s + w, (A.3)

y =
√

P2,rTf0 (A0s + B0s
∗) +

R∑
r=1

gr (ρ∗rAryr + ρrBry
∗
r) + w, (A.4)

respectively, where P2,r is the average transmitted power from each trans-
mitter during the second phase, and Ai and Bi, i = 0, 1, . . . , R, are T × T

matrices, corresponding to the ith column of T ×(R+1) dimensional space-
time code. Here, it is assumed that the source acts as a virtual relay in
the second phase of transmission with the matrices A0 and B0.

For the clarity of presentation, we call the protocol based on (A.1) and
(A.2) as Protocol I. When the source-destination link contributes in the sec-
ond phase, but not in the first phase, i.e., (A.4), we call it Protocol II, and,
finally, the protocol in which the destination is receiving the source data
in two phases is named Protocol III. In the rest of the paper all equations,
unless specified, are based on Protocol I.

3 Distributed Space-Time Codes in Amplify-and-Forward

Mode

From (A.1)-(A.2), the received signal at the destination can be calculated
to be

y =
√

P1T Sh + wT , (A.5)

where the DSTC matrix S should be appropriately designed, such as the
codes proposed in [8] or [11]. Combining (A.1)-(A.2), the total noise vector

51



Distributed GABBA Space-Time Codes in Amplify-and-Forward Relay

Networks

wT in (A.5) is given by

wT =
R∑

r=1

gr (ρ∗rArvr + ρrBrv
∗
r) + w. (A.6)

The R × 1 vector h in (A.5) is the equivalent relay channel, whfose rth
component is

hr =
{

ρ∗rfrgr, if cr ∈ Ω,

ρrf
∗
r gr, if cr ∈ Ω∗,

(A.7)

where cr is the rth column of the code matrix S. The set Ω consists of
the columns of the DSTC matrix that contain the linear combinations of
symbols without conjugation, i.e., s1, s2, . . . , sT , while Ω∗ consists of the
columns containing the linear combinations of conjugate of symbols, i.e.,
s∗1, s∗2, . . . , s∗T .

In order to write the received signal in the form of (A.5), it is neces-
sary that each rth column of the code matrix is taken from either Ω or
Ω∗. In other words, the combining matrix at the rth relay, Dr, which is
corresponding to the rth column of the code matrix S, satisfy the following
condition

Dr =
{

Ar, if cr ∈ Ω,

Br, if cr ∈ Ω∗.
(A.8)

Now, we derive the covariance of wT which will be used for calcu-
lating the received SNR at the destination. Let F � {f1, f2, . . . , fR} and
G � {g1, g2, . . . , gR}. Since gr, vr, and w are complex Gaussian random
variables and mutually independent, the covariance matrix of wT can be
shown to be

Cov(wT |F ,G) =
R∑

r=1

|gr|2Ev

{
(ρ∗rArvr + ρrBrv

∗
r)(ρrv

H
r AH

r + ρ∗rv
t
rB

H
r )
}

+ N2IT

=

(
R∑

r=1

|gr|2|ρr|2N1 + N2

)
IT + Ev

{
(ρ∗r)

2Arvrv
t
rB

H
r + (ρr)2Brv

∗
rv

H
r AH

r

}
,

(A.9)

The second equality in (A.9) follows from the fact that for each relay, one
of the matrices Ar and Br is unitary and the other one is zero, or equiva-
lently, Dr in (A.8) is a unitary matrix. It is well-known that the expectation
of the square of a circular symmetric complex Gaussian random variable
is zero, i.e., E{vrv

t
r} = E{v∗

rv
H
r } = 0T [17, Chap. 3]. Hence, using (A.9), the
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conditional covariance of wT is

Cov (wT |F ,G) =

(
R∑

r=1

|gr|2|ρr|2N1 + N2

)
IT , (A.10)

and thus, the noise vector wT is white.

If maximal-ratio combining (MRC) is applied at the destination, the in-
stantaneous SNR at the receiver can be obtained from (A.5), yielding

SNRins =

R∑
r=1

P1 |gr|2 Tr {Cov (ρ∗rArfrs + ρrBrfrs
∗|F ,G)}

R∑
r=1

|gr|2|ρr|2N1 + N2

, (A.11)

with

Tr {Cov (ρ∗rArfrs + ρrBrfrs
∗|F ,G)} =

= Es

{(
ρrf

∗
r sHAH

r +ρ∗rfrs
tBH

r

)
(ρ∗rfrArs+ρrf

∗
r Brs

∗)
}

= |fr|2|ρr|2, (A.12)

where the second equality in (A.12) results from the facts that AH
r Br = 0T

and DH
r Dr = IT . The conditional variance of the received noise in the

denominator of (A.11) attained from (A.10). Combining (A.11) and (A.12),
SNRins can be written as

SNRins =

R∑
r=1

P1|fr|2|gr|2|ρr|2

R∑
r=1

|gr|2|ρr|2N1 + N2

. (A.13)

For the choice of the scaling factor ρr several constraints can be im-
posed at the relay to satisfy an average output energy constraint per sym-
bol. Such choices also imply, or result from, different assumptions on
channel state information knowledge at the relays and, therefore, amount
to different strategies for AF schemes, which we discuss below.
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3.1 Scheme 1: Statistical CSI at Relays

When there is no instantaneous CSI at the relays, but statistical CSI is
available, a useful constraint is

ρr =

√
P2,r

σ2
fr

P1 + N1
. (A.14)

The AF strategy based on (A.14) will be referred to as Scheme 1. This
constraint, which was utilized in the DSTCs designs proposed in [8] and
[11], ensures that an average output energy per symbol is maintained,
but allows for the instantaneous output power to be much larger than the
average. It was shown in [8] that if fk and gk are i.i.d., the optimal value of
P2,r in (A.14), in the sense of minimizing pairwise error probability (PEP),
is equal to P

2R , where P = P1 +
∑R

r=1 P2,r is the total power consumed for the
transmission of a single symbol. In Section V, we will show that using this
scaling factor the full diversity is obtainable. Since the equivalent relay
channel h in this case must be in the form described in (A.7), Scheme 1
requires dedicated space-time code designs.

3.2 Scheme 2: Known Backward Channel Coefficients in Re-

lays

Discovering fr and gr by the destination can be accomplished through a
training symbol sequence transmitted by the source. The relay can simi-
larly use this sequence to discover the backward channel gain fr. Thus, it
is reasonable to assume that fr is known at the rth relay. In this case, the
following scaling factor can be used [10]

ρr =

√
P2,r

σ2
fr

P1 + N1

fr

|fr| . (A.15)

The AF strategy based on (A.15) will be called Scheme 2. Although with
Scheme 2 the instantaneous output power may be larger than the average,
the rth component of the equivalent relay channel reduces to

hr =

√
P2,r

σ2
fr

P1 + N1
|fr|gr. (A.16)
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Therefore, unlike Scheme 1, all existing space-time block codes can be
used with Scheme 2. In Section V, we will show that the schemes with ρr

in (A.14) and (A.15) have the same performance.

3.3 Scheme 3: Automatic Gain Control (AGC) at the Relays

A third scheme results by considering that some applications require AGC
at the relays in order to comply with certain standards (see e.g., [19]) and
prevent saturating the relay amplifier. Besides adjusting the input power
to the amplifier, the AGC facilitates controlling the instantaneous output
power of each relay so that it remains constant. An appropriate scaling
factor for this case and its corresponding hr would be

ρr =
√

P2,r

|fr|2P1+N1

fr

|fr| , (A.17a)

hr =
√

P2,r

|fr|2P1+N1
|fr|gr. (A.17b)

In Section VI, we will show that unlike Schemes 1 and 2, Scheme 3,
obtained with the use of ρr in (A.17a), cannot achieve full diversity.

4 Complex DSTC Design with Distributed GABBA Codes

As stated in Section III, Scheme 1 based on the scaling factor given in
(A.14), requires dedicated space-time code designs. In complex DSTC de-
sign, we are going to apply the designs which have full-rate, i.e., 1/2 (due
to the two-phase transmission nature of the relaying mechanism under
consideration) and whose columns are composed exclusively by either the
information symbols s1, . . . , sT , or their conjugate s∗1, . . . , s∗T .

We employ transposed GABBA codes in a way similar to the Alamouti-
based and [20] the QOSTBC-based designs [21] investigated in [10]. This
is because the fact that the transpose of the T ×T GABBA mother code has
the structure S = [G1 G∗

2], where G1 and G∗
2 are T × T/2 matrices whose

columns belong to the sets Ω and Ω∗, respectively. In this case, the sets Ω

and Ω∗ can be written as

Ω =
{

ck| k = 1, . . . ,
T

2

}
, Ω∗ =

{
ck| k =

T

2
+ 1, . . . , T

}
. (A.18)
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4.1 Code Construction

In this subsection, we propose complex distributed GABBA designs to con-
struct DSTC that achieve full-diversity and full-rate. We define a complex
distributed GABBA design of size T × R, where T is power of two, and R is
the number of relays which can be R ≤ T , as a submatrix of the transpose
of GABBA codes. Distributed GABBA codes can be constructed by simply
removing arbitrary T −R columns of the transpose of T × T GABBA codes.

As an example, we explain the application of the 2 × 2, 4 × 4, and 8 ×
8 GABBA codes. Since all symbol appears once and only once in each
column, which is true for all GABBA codes, Ai and Bi has the structure of
a matrix whose entries can be 1, 0, or -1.

The 2 × 2 distributed GABBA code matrix is the transpose of Alamouti
code itself,

S =
[

s1 −s∗2
s2 s∗1

]
. (A.19)

In this case, the matrices used at the relays are

A1 =
[

1 0
0 −1

]
, B1 = A2 = 02 , andB2 =

[
0 1
1 0

]
. (A.20)

The 4 × 4 distributed GABBA code matrix can be shown as

S =

⎡
⎢⎢⎣

s1 −s2 −s∗3 −s∗4
s2 s1 s∗4 −s∗3
s3 −s4 s∗1 s∗2
s4 s3 −s∗2 s∗1

⎤
⎥⎥⎦ . (A.21)

The matrices used at the relays are B1 = B2 = A3 = A4 = 04, and

A1 = I4, A2 =

⎡
⎢⎢⎣

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎤
⎥⎥⎦, B3 =

⎡
⎢⎢⎣

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

⎤
⎥⎥⎦, B4 =

⎡
⎢⎢⎣

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

⎤
⎥⎥⎦ .

(A.22)
It is easy to see that Ai and Bi in (A.20) and (A.22) are either zero or
unitary.
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Finally, the 8 × 8 distributed GABBA code matrix is

S=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

s1 −s2 −s3 s4 −s∗5 −s∗6 −s∗7 −s∗8
s2 s1 −s4 −s3 s∗6 −s∗5 s∗8 −s∗7
s3 −s4 s1 −s2 s∗7 s∗8 −s∗5 −s∗6
s4 s3 s2 s1 −s∗8 s∗7 s∗6 −s∗5
s5 −s6 −s7 s8 s∗1 s∗2 s∗3 s∗4
s6 s5 −s8 −s7 −s∗2 s∗1 −s∗4 s∗3
s7 −s8 s5 −s6 −s∗3 −s∗4 s∗1 s∗2
s8 s7 s6 s5 s∗4 −s∗3 −s∗2 s∗1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (A.23)

Since Ai corresponds to the ith column of the code matrix S, one can
easily construct the matrices {A1, A2,A3,A4} and {B5, B6,B7, B8} to be
used at the relays. For higher dimension GABBA mother codes, like 16×16
and 32 × 32 GABBA codes, the same characteristic holds, because of the
structure S = [G1 G∗

2]. Due to lack of space, however, we omit to write the
corresponding matrices S, Ai, and Bi here.

4.2 The Decoding Algorithm

For the case of 2 × 2 distributed GABBA code, which reduces to the trans-
pose of Alamouti code, the orthogonal decoder is equivalent to the ML
decoder. For R > 2, maximum-likelihood decoding formula similar to that
in [18, Eq. (4.79)] can be applied for the decoding of distributed GABBA
codes. Moreover, since the log-likelihood ratio cost function in the T × R

distributed GABBA code can be decomposed into two separate functions
(see e.g., [13, Eq. (8)]), pairwise maximum-likelihood (PW ML) decod-
ing [18] is equivalent to ML decoding, similar to quasi-orthogonal (QO)
DSTC.

For Protocol III, in which the source-destination link contributed in
both phases of the cooperative transmission scheme, the ML decoder has
the form

arg min
s

(‖y − Sh‖2 + δ‖y0 − f0s‖2
)
, (A.24)

where δ is a parameter that normalized the received noise in two phases,
i.e., w and wT .

The complex decoding techniques, like maximum likelihood (ML) and
pairwise ML [18], prevent applicability of the code matrices with large
dimensions. Using distributed GABBA codes with linear orthogonal de-
coding, we can employ a large number of potential relays to improve the
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diversity order. Therefore, instead of complex ML decoding for general full-
rate, full-diversity space-time codes or pairwise ML decoding, we can use
GABBA linear orthogonal decoding for full-rate, full-diversity T ×R GABBA
codes.

In the case of distributed GABBA codes, the same orthogonal decoder
presented in [13] can be used, except that the output of the decoder should
be passed again to the GABBA encoder, since the first column of the output
of GABBA encoder corresponds to the recovered signal.

4.3 Enhanced Distributed GABBA Codes

The GABBA orthogonal decoder suboptimally separates non-orthogonal
columns of the matrix G1, i.e., cr ∈ Ω, and G2, i.e., cr ∈ Ω∗. However, due
to the orthogonality of the columns in G1 and G∗

2, the performance of the
T ×R distributed GABBA codes can be improved when R ∈ {2, 3, . . . , T − 2}.
To this end, the relays are divided into two categories. We should allocate
almost half of the relays with ci ∈ Ω, and the remaining relays should be
corresponding to ci ∈ Ω∗. In this scheme, we put the ith column of code
matrix S, i.e., ci, which is corresponding to Ai and Bi in the rth relay. One
possible choice of the index i which satisfies the condition stated above is

i(r) =
{

r, if r ≤ �R/2	,
T − R + r, if r > �R/2	. (A.25)

Thus, with r = 1, . . . , R, (A.8) will be changed to

Dr =
{

Ai(r), if r ≤ �R/2	,
Bi(r), if r > �R/2	. (A.26)

Therefore, the main idea behind this DSTC transmission is that we
increase the orthogonality among the distributed code columns by simply
allocating the selected relays with equal number of columns from sets Ω

and Ω∗.
In the case of fixed relay scenarios, in which all R deployed relays are

used for relaying the transmitter’s data, we simply assign the index of
the appropriate column to the rth relay. In dynamic scenarios, in which
the number of active relays varies depending on channel conditions, some
control bits should be exchanged between the relays and the destination
to inform them of the appropriate index i at the rth relay.
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5 Performance Analysis

In [22], the asymptotic behavior of AF relay networks with Alamouti code is
studied under frequency division duplexing (FDD) scheme, i.e., two differ-
ent frequency bands are allocated for transmitting and receiving signals at
the relays. In this section, we will derive the SER formulas of any full-rate,
full-diversity DSTC, e.g., space-time GABBA codes, under time division du-
plexing (TDD) setup. The employed signals could have arbitrary complex
constellations.

5.1 SER Expression

The conditional SER of the protocol described in Section II, with R relays,
can be approximated as [23, Eq. (9.17)]

Pe (R|F ,G) = cQ

⎛
⎝
√√√√κ

R∑
r=1

μr|fr gr|2
⎞
⎠ , (A.27)

where Q(x) = 1/
√

2π
∫∞
x e−u2/2 du, and the parameters c and κ are repre-

sented as

cQAM = 4
√

M − 1√
M

, cPSK = 2, κQAM =
3

M − 1
, κPSK = 2 sin2

( π

M

)
.

Using (A.13), and replacing the ρr from (A.14) or (A.15), μr can be written
as

μr =

P1P2,r

σ2
fr

P1+N1

R∑
k=1

P2,k

σ2
fk

P1 + N1
σ2

gk
N1 + N2

. (A.28)

It is important to note that in (A.28), we approximated the conditional vari-
ance of the noise vector wT in (A.6), which is obtained in (A.10), with its
expected value. At high SNRs, the average variance of the noise at the

destination becomes (1−α)σ2
g

α σ2
f

N1 + N2, where we have replaced P1 = αP and

P2,r = (1 − α)P
R , in which 0 < α < 1. This approximation is particularly ac-

curate if low-noise amplifiers (LNAs) are used at the relay terminals, such
that N1 < N2, if source-relays distances are longer than relays-destination
distances, such that σ2

f > σ2
g , or if we allocate more power in the first phase

of the cooperation, i.e., if value of α is large.
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In the following, we will derive the probability density function (PDF)
and MGF of

γr = μr|fr gr|2, (A.29)

that appears in (A.27) and is needed for calculating the average SER.

Theorem 1 For the γr in (A.29), the PDF p(γr) can be written as

p(γr) =
2

μrσ2
fr

σ2
gr

K0

⎛
⎝2
√

γr

μrσ2
fr

σ2
gr

⎞
⎠ , (A.30)

where Ki(x) is the modified Bessel function of the second kind of order i [24].

Proof: The proof is given in Appendix I. �

Theorem 2 Let X and Y be two independent exponential random variables

with mean σ2
fr

and σ2
gr

, respectively. Then, the MGF of Z = μrXY , i.e.,

Eγ{esZ}, is given by

Mr(−s) = − 1
s μrσ2

fr
σ2

gr

e
1

sμrσ2
fr

σ2
gr Ei

(
−1

s μrσ2
fr

σ2
gr

)
, (A.31)

where Ei (x) is the exponential integral function [24]

Proof: Considering (A.30), we can express Mr(−s) as

Mr(−s) =
∫ ∞

0
e−sγ 2

μrσ2
fr

σ2
gr

K0

⎛
⎝2
√

γ

μrσ2
fr

σ2
gr

⎞
⎠ dγ. (A.32)

Using [25, Eq. (6.643)], we obtain after some manipulations

Mr(−s) =

√
1

s μrσ2
fr

σ2
gr

e
1

2sμrσ2
fr

σ2
gr W− 1

2
,0

(
1

s μrσ2
fr

σ2
gr

)
, (A.33)

where Wa,b(x) is Whittaker’s function of orders a and b (see e.g., [25, Eq.

(9.224)] and [24]). Using [25, Eq. (9.224)], we can represent W− 1
2
,0(·) in

terms of the exponential integral function, that is

W− 1
2
,0(x) = −x

1
2 e

x
2 Ei(−x). (A.34)

Equation (A.31) results from the combination of (A.33) and (A.34). �
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Now, we can use the MGF to derive the approximate SER expression
for the relay network discussed in Section II. Using (A.29), (A.27) can be
written as

Pe

(
R|{γr}R

r=1

)
= cQ

⎛
⎝
√√√√κ

R∑
r=1

γr

⎞
⎠ . (A.35)

Since the γrs are independent, the average SER would be

Pe(R)=
∫ ∞

0;R−fold
Pb

(
R|{γr}R

r=1

) R∏
r=1

(p(γr) dγr)=
∫ ∞

0;R−fold
cQ

⎛
⎝
√√√√κ

R∑
r=1

γr

⎞
⎠ R∏

r=1

(p(γr) dγr) .

(A.36)

Using the moment generating function approach, we get

Pe(R) =
∫ ∞

0; R−fold

c

π

∫ π
2

0

R∏
r=1

e
− κ γr

2 sin2 φ dφ
R∏

r=1

(p(γr) dγr) =
c

π

∫ π
2

0

R∏
r=1

Mr

(
− κ

2 sin2 φ

)
dφ,

(A.37)

where Mr(s) is the MGF of γr in (A.31).

In the sequel, we consider a space-time coded relay network based
on Protocol III, in which the source-destination link contributes to both
phases based on (A.3) and (A.4). The total transmit power, however, is as-
sumed to be the same as in Protocol I. In this case, assuming equal power
transmission the power distribution would be P1 = P

2 and P2,r = P
2 (R+1) .

Now, we derive the SER formula of full-diversity and full-rate space-
time codes in AF mode under Protocol III. The conditional SER of Protocol
III, with R relays, can be written as

Pe (R|f0,F ,G) = cQ
(√

κ SNRout
)

, (A.38)

where

SNRout = γ1,0 + γ2,0 +
R∑

r=1

γr, (A.39)

where γ1,0 = μ1,0|f (1)
0 |2 and γ2,0 = μ2,0|f (2)

0 |2, in which f
(1)
0 and f

(2)
0 are the

channel coefficients of the source-destination path during Phases I and II,
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respectively. We can write the coefficients μ1,0 and μ2,0 as

μ1,0 =
P1

N0
, μ2,0 =

P2,r∑R
k=1

P2,k

σ2
fk

P1+N1
σ2

gk
N1 + N2

. (A.40)

The random variables γ1,0 and γ2,0 have an exponential distribution, and
γr has a distribution as (A.30).

Since the γr ’s are independent, and assuming that the coherence time
of the direct channel is such that γ1,0 and γ2,0 are independent, the MGF
approach yields

Pe(R) =
∫ ∞

0; (R+2)−fold
Pe (R|f0,F ,G) p0(γ1,0)dγ1,0 p0(γ2,0)dγ2,0

R∏
r=1

(p(γr) dγr)

=
c

π

∫ π
2

0
M1,0

(
− κ

2 sin2 φ

)
M2,0

(
− κ

2 sin2 φ

) R∏
r=1

Mr

(
− κ

2 sin2 φ

)
dφ,

(A.41)

where Mr(·) is the MGF of the RV γr, as obtained given in Theorem 2, while
Mi,0(s) = 1

1−μi,0σ2
f0

s
, i = 1, 2, is the MGF of the random variables γi,0.

The SER formula in (A.37) is a special case of (A.41). If the source node
does not contribute in both phases, we can set μ1,0 = μ2,0 = 0, and since
Mi(0) = 1, the SER expression in (A.37) is found form (A.41). When the
network channels have spatial or temporal correlations, the corresponding
SER is lower-bounded by (A.41).

For the case of Scheme 3, in which the scaling factor is as (??), the
received SNR at the destination in (A.13) becomes

SNRins =

∑R
r=1 P1|fr|2|gr|2 P2,r

P1|fr|2+N1∑R
k=1

P2,k

P1|fk|2+N1
|gk|2N1 + N2

. (A.42)

We can rewrite (A.42) as SNRins =
∑R

r=1 εr ξr, where

ξr =
R P1P2,r|fr|2|gr|2

N1N2 + P1N2|fr|2 + P2,rN1|gr|2 , (A.43)

εr =
1
R

N1N2+P1N2|fr|2+P2,rN1|gr|2
P1|fr|2+N1∑R

k=1
P2,k

P1|fk|2+N1
|gk|2N1 + N2

. (A.44)
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The weights in (A.44) are such that
∑R

r=1 εr = 1. Because of the summation
terms in the denominator of (A.42), which is consisting of another rational
function, obtaining the corresponding PDF is not possible. Therefore, we
analyze an upper-bound on SNRins in (A.42), i.e.,

SNRu
ins = max {ξu

1 , ξu
2 , . . . , ξu

R} ,

since εr ∈ [0, 1], where

ξu
r =

R P1P2,r|fr|2|gr|2
P1N2|fr|2 + P2,rN1|gr|2 .

For calculating the average SER, we need to find the PDF of SNRu
ins, which

it is found in [26, Eq. (16)].
Now, we are deriving the SER expression for AF DSTC with Scheme

3. Averaging over conditional SER, i.e., Pe (R|F ,G) = cQ
(√

κ SNRu
ins

)
, we

have a lower-bound SER expression as

Pe(R) ≥
∫ ∞

0
Pe (R|F ,G) pmax(γ) dγ =

∫ ∞

0
cQ (

√
κ γ) pmax(γ) dγ.

where pmax(γ) is the PDF of SNRu
ins.

A tighter bound on SNRins can be obtained when we use ξr itself, instead
of ξu

r , i.e., SNRu
ins = max {ξ1, ξ2, . . . , ξR}. In this case, PDF and cumulative

distribution function (CDF) of ξr can be achieved similar to the approach
used in the proof of Theorem 1. Then, using order statistics, the PDF of
γmax can be written as

pmax(γ) =
d

dγ
Pr{γmax < γ} =

R∑
i=1

p(γ)
R∏

j=1
j �=i

Pr{ξj ≤ γ}.

where p(γ) and Pr{ξj ≤ γ} are the PDF and CDF of ξj, respectively.

5.2 Diversity Analysis

In this subsection, we will study the achievable diversity gains in a AF
DSTC network containing R relays. In particular, we consider relay net-
works with no CSI at the relay terminal and also relays with partial CSI of
fr with the scaling factor presented in (A.15). As discussed in Subsection
IV-A, Scheme 1 and Scheme 2 achieve the same performance. However,
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Scheme 2 – with the scaling factor in (A.15) – can be used with any space-
time block code structure.

It is difficult to analytically derive the diversity order of the system em-
ploying Scheme 3, where the scaling factor in (A.17) is used. However,
since the conditional variance of the noise from the rth relay path is pro-
portional to 1

|fr|2 at high SNR (see (44)), the total noise is amplified when
a source-to-rth relay channel experiences a bad condition. Hence, intu-
itively it is obvious that this scheme cannot provide the diversity order of
more than one.

Before studying the diversity order of the AF DSTC network, we present
the following lemma, which can be used in several other applications for
evaluating the diversity order.

Lemma 1 The diversity order of a wireless fading system with MGF Mγ(s),
where γ is the RV representing the equivalent received SNR, is lower-bounded

as

Gd ≥ − lim
μ→∞

log
(
Mγ(−κ

2 )
)

log(μ)
. (A.45)

Proof: The proof is given in Appendix II. �

Theorem 3 The AF DSTC with scaling factor presented in (A.14), in which

relays have no CSI, i.e., Scheme 1, provides full diversity R.

Proof: The proof is given in Appendix III. �

Corollary 1 The AF DSTC with partial CSI of their backward channels with

the scaling factor presented in (A.15), i.e., Scheme 2, provides full diversity

R.

Proof: Since both scaling factors in (A.14) and (A.15) have equal mag-

nitude, i.e., |ρr|, and the procedure for deriving Theorem 2 is depending on

statistics of |ρr|2 and is independent of the phase of ρr, the desired result in

Corollary 1 is achieved. �

6 Simulation Results

In this section, the performance of distributed GABBA space-time codes
are studied through simulations. The error event is bit error rate (BER)
and we use the block fading model. Equal power allocation is used in
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Fig. A.2: The average BER curves of relay networks employing distributed
space-time codes with BPSK signals, using Protocol I and Scheme 1.

two phases and also among the relays. Assume that the relays and the
destination have the same value of noise power, i.e., N1 = N2, and all the
links have unit-variance Rayleigh flat fading, i.e., σ2

fr
= σ2

gr
= 1. To be in

consistency with the result presented in [10], in all figures we consider the
total transmission power consumed per symbol in two phases, i.e., P is
plotted along with horizontal axis.

In Fig. A.2, the BERs of the system with different DSTCs and decod-
ing techniques are considered, when BPSK signal is employed. Since the
log-likelihood ratio cost function in the 4 × 4 GABBA code can be decom-
posed into two separate function, pairwise maximum-likelihood (PW ML)
decoding is equivalent to ML decoding, similar to QO-DSTC [10]. Fig. A.2
demonstrates that T × R GABBA DSTC and QO-DSTC with PW ML de-
coding [10] have a similar performance. Note that for QO-DSTC codes
to be fully-diverse, some of the information signals need rotation. More-
over, it can be seen that GABBA DSTCs with linear orthogonal decoding
have some performance loss, in expense of simple decoding, although they
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Fig. A.3: Performance comparison of analytical and simulated results of
a relay network with R = 2 and employing different protocols with QPSK
signals, and under Scheme 1.

achieve the same diversity order as GABBA DSTCs with PW ML decoding.
Fig. A.3 and A.4 confirm that the analytical SER expressions in Sub-

section V-A for finding SER have similar performance as practical full-
diversity distributed space-time codes. In Fig. A.3, we consider a network
with R = 2 and QPSK signals. The analytical results are based on (A.41),
where by assuming that Gray coding is used, BER becomes SER divided
by log2(M). Since Protocol III uses all degrees of freedom in the network,
full space-time diversity is obtained. In Fig. A.4, we consider a network
with R = 1, 2, 3, 4 and QPSK signals under Protocol II. Fig. A.4 confirms
that, even when more than two relays are employed, the analytical results
approximate the simulated results with a good precision, especially in high
SNR values.

Fig. A.5 compares the performance of distributed GABBA space-time
codes with the indexing format in (A.8) and Enhanced Distributed GABBA
codes presented in Subsection IV-C, when GABBA orthogonal decoding is
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Fig. A.4: Performance comparison of analytical and simulated results of a
relay network employing Protocol II with QPSK signals.

used. The coherence time of network channels is such that T = 8, and the
number of relays is assumed to be R = 2, 3, . . . , 6. In this case, the best
choice of GABBA codes is the 8 × 8 GABBA mother code, shown in (A.23).
Note that T ×R DSTC codes can be constructed by simply removing T −R

columns of T × T general DSTC code. Since distributed GABBA codes and
Enhanced Distributed GABBA codes have the same performance when
R = 1, 7, 8, we do not show the corresponding curves in Fig. A.5. One can
observe that at BER = 10−2, a gain of 7 dB is obtained using Enhanced
Distributed GABBA codes comparing to distributed GABBA codes, when
R = 4. On the other hand, the linear decodability of such codes allow
us to increase the scale (R) of the cooperative network in feasible wireless
systems, such as wireless sensor networks.

In Fig. A.6, the BERs of the system with different DSTCs and decoding
techniques are considered. For R ≤ 2, 2 × 2 GABBA mother code, or the
transpose of Alamouti code, can be employed. Note that the linear ortho-
gonal decoder is equivalent to ML decoder, in this case. When 2 < R ≤ 4,
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Fig. A.5: The average BER curves of linear orthogonal decoded 8 × R dis-
tributed GABBA codes and their enhanced version with QPSK signals, un-
der Protocol I and Scheme 1.

the 4 × 4 GABBA mother code, stated in (A.21), is an appropriate choice.
For this case, we applied both GABBA linear decoder and PW ML. It can
be seen that the 4 × 4 code with PW ML outperforms the same code using
linear decoder by about 3 dB at BER = 10−3. Finally, for R > 4, a suitable
choice for DSTC is the 8 × 8 GABBA mother code. Fig. A.6 demonstrates
that the 8 × 8 code with PW ML outperforms from the same code using
linear decoder by about 3 dB at BER = 10−4. Thus, GABBA DSTCs with
linear orthogonal decoding have simple decoding, in expense of some per-
formance loss, although they achieve the same diversity order as GABBA
DSTCs with PW ML decoding.

In Fig. A.7, we compare the performance of systems with different scal-
ing factors using R = 2 and QPSK signals. The figure shows that using
a single relay, a network with our proposed scaling factor in (A.17), i.e.,
Scheme 3, outperforms the system with the scaling factor in (A.14) and
(A.15), which introduced in [10], around 5 dB, when one relay is used.
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Fig. A.6: The average BER curves of relay networks employing distributed
space-time codes using different decoding techniques, with QPSK signals,
T = 8, under Protocol I and Scheme 1.

Due to the reason explained in Subsection V-A, Scheme 1 and Scheme 2
have the same performance. Thus, we omitted the curves corresponding
to Scheme 2. Furthermore, comparing the curves related to 2 × 2 DSTC, it
can be seen that by using Scheme 3 we loose the diversity gain. However,
using Scheme 3 and R = 2 a considerable coding gain will be obtained
comparing to R = 1 relay network, and the instantaneous transmit power
from each relay is constant.

7 Conclusion

In this paper, we proposed using distributed GABBA space-time codes for
a general R-relay cooperative system. Relays simply transmit the scaled
version of the linear combinations of the received signals. The applica-
bility of linear orthogonal decoding is also investigated. We analyzed the
performance of the system with M-PSK and M-QAM signals, when ML de-

69



Distributed GABBA Space-Time Codes in Amplify-and-Forward Relay

Networks

0 5 10 15 20 25 30 35 40
10−6

10−5

10−4

10−3

10−2

10−1

100

P [dB]

B
E

R

2×1 DSTC; Scheme 3
2×1 DSTC; Scheme 1
2×2 DSTC; Scheme 3
2×2 DSTC; Scheme 1

Fig. A.7: The average BER curves of relay networks employing different
scaling factors at relays with QPSK signals, T = 2, and under Protocol I.

coding is utilized. Based on the proposed approximated SER expression, it
is shown that using DSTC, full-diversity can be obtained. We also gener-
alized the DSTC in AF mode, when source-destination link is contributing
in both phases, where full space-time diversity is also obtainable. Sim-
ulations are in accordance with the proposed analytic results and show
that using linear GABBA decoder, we can extend the network size with ac-
ceptable performance. Finally, simulations show that a network with our
proposed scaling factor outperforms the system with the existing scaling
factors by about 5 dB, when one relay is used.

Appendix I: Proof of Theorem 1

Suppose Z = γr, X = |fr|2, and Y = |gr|2, where X and Y are exponentially
distributed with means X = σ2

f and Y = σ2
g , respectively. The cumulative
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density function of the RV Z = μrXY is

Pr{Z < z}= Pr{XY < z/μr}=
∫ ∞

0
Pr{Xy < z/μr}pY (y)dy =

1
Y

∫ ∞

0

(
1 − e

− z
yμrX

)
e−

y

Y dy

=
1
Y

∫ ∞

0
e−

y

Y − e
−
(

y

Y
+ z

yμrX

)
dy = 1 − 2

√
z

μrX Y
K1

(
2
√

z

μrX Y

)
,

where we used [25, Eq. (3.324)] for the last equality. The pdf of Z can be
written as (A.21)

pZ(z) =
d

dz
Pr{Z < z} =

2
μrX Y

K0

(
2
√

z

μrX Y

)
, (A.46)

where for the derivative of d
dzPr{Z < z} we have used the following equality

(see, e.g., [24])

x
d

dx
Ki(x) = −xKi−1(x) − iKi(x). (A.47)

Finally, from (A.46) and (A.47), we obtain the result in (A.30).

Appendix II: Proof of Lemma 1

From the definition of MGF, i.e., Mγ(σ) =
∫∞
0 exp(σγ)p(γ)dγ, where σ is a

real-valued number, it is clear that the MGF is maximized when exp(σγ)
is maximized. Consider the relationship between the MGF and the SER
expressions, i.e., Pe(R) = c

π

∫ π/2
0 Mγ( −κ

2 sin2 φ
)dφ. Since exp( −κ

2 sin2 φ
) has a single

maximum that occurs at φ = π/2, Mγ(−κ
2 ) is the maximum value for MGF.

Hence, an upper bound for SER is of the form

Pe(R) ≤ c

2
Mγ

(−κ

2

)
. (A.48)

Note that in the case of M-PSK modulation, we can have the tighter
upper bound of Pe(R) ≤ (1 − 1

M )Mγ

(−κ
2

)
[23, Eq. (9.27)].

A tractable definition of the diversity, or diversity gain, is [18, Eq. (1.19)]

Gd = − lim
μ→∞

log (Pe(R))
log (μ)

. (A.49)

Now, we replace the upper bound of c
2Mγ

(−κ
2

)
in (A.49), and (A.45) can be

achieved.
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Appendix III: Proof of Theorem 3

Using the fact that the MGF of the sum of independent RVs is the product
of the MGFs of the individual RVs, the integrand in (A.37) is the MGF of
the summation of RVs γr, i.e., γeq =

∑R
r=1 γr. Therefore, using Lemma 1,

we can find the diversity order of AF DSTC system in which relays have no
CSI. Hence, we have

Gd ≥ − lim
μ→∞

log
(
Meq(−κ

2 )
)

log(μ)
= − lim

μ→∞

∑R
r=1 log

(
Mr(−κ

2 )
)

log(μ)

= −
R∑

r=1

lim
μr→∞

log
(
− 2

κμrσ2
fr

σ2
gr

e
2

κμrσfr2σ2
gr Ei

(
−2

κμrσ2
fr

σ2
gr

))
log(μr)

, (A.50)

where Meq(·) is the MGF of γeq. The second equality is obtained by replac-
ing the integrand of (A.37), and also by assuming that all relays are located
in a fixed area. Furthermore, for x < 0, the series representation of Ei(x)
can be expressed as [25, Eq. (8.213)]

Ei(x) = τ + log(−x) +
∞∑

k=1

xk

k k!
, (A.51)

where τ ≈ 0.5772156 is Euler’s constant. Then, using (A.51), we can rewrite
(A.50) as

Gd ≥ −
R∑

r=1

lim
μr→∞

log

[
− 1

χr
e

1
χr

(
τ − log(χr) +

∞∑
k=1

(−χr)−k

k k!

)]

log (μr)

= −
R∑

r=1

lim
μr→∞

(
− log (χr) + 1

χr
+ log [log(χr)]

)
log (μr)

=
R∑

r=1

lim
μr→∞

log(χr)
log (μr)

= R,

(A.52)

where χr = κμrσ
2
fr

σ2
gr

/2. Hence, it is proven that AF DSTC with the scal-
ing factor presented in (A.14), in which relays have no CSI, provides full
diversity, i.e., diversity R.
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Abstract

We consider a wireless relay network with Rayleigh fading channels, and
apply distributed space-time coding (DSTC) in amplify-and-forward (AF)
mode. It is assumed that the relays have statistical channel state infor-
mation (CSI) of the local source-relay channels, while the destination has
full instantaneous CSI of the channels. It turns out that, combined with
the minimum SNR-based power allocation in the relays, AF DSTC results
in a new opportunistic relaying scheme, in which the best relay is selected
to retransmit the source’s signal. Furthermore, we have derived the op-
timum power allocation between two cooperative transmission phases by
maximizing the average received SNR at the destination. Next, assuming
M-PSK and M-QAM modulations, we analyze the performance of coop-
erative diversity wireless networks using AF opportunistic relaying. We
also derive an approximate formula for the symbol error rate (SER) of AF
DSTC. We first derive the probability density function and the moment gen-
erating function (MGF) of the received SNR at the destination. Then, the
MGF is used to determine the SER in Rayleigh fading channels. Assuming
the use of full-diversity space-time codes, we derive two power allocation
strategies minimizing the approximate SER expressions, for constrained
transmit power. Our analytical results have been confirmed by simulation
results, using full-rate, full-diversity distributed space-time codes.
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Introduction

1 Introduction

Space-time coding (STC) has received a lot of attention in the last years
as a way to increase the data rate and/or reduce the transmitted power
necessary to achieve a target bit error rate (BER) using multiple antenna
transceivers. In ad-hoc network applications or in distributed large scale
wireless networks, the nodes are often constrained in the complexity and
size. This makes multiple-antenna systems impractical for certain net-
work applications [1]. In an effort to overcome this limitation, cooperative
diversity schemes have been introduced [1–4]. Cooperative diversity al-
lows a collection of radios to relay signals for each other and effectively
create a virtual antenna array for combating multipath fading in wireless
channels. The attractive feature of these techniques is that each node is
equipped with only one antenna, creating a virtual antenna array. This
property makes them outstanding for deployment in cellular mobile de-
vices as well as in ad-hoc mobile networks, which have problem with ex-
ploiting multiple-antenna due to the size limitation of the mobile terminals.

Among the most widely used cooperative strategies are amplify-and-
forward (AF) [4], [5] and decode-and-forward (DF) [1, 2, 4]. The authors in
[6] applied Hurwitz-Radon space-time codes in wireless relay networks and
conjecture a diversity factor around R/2 for large R from their simulations,
where R is the number of relays.

In [7], a cooperative strategy was proposed, which achieves a diversity
factor of R in a R-relay wireless network, using the so-called distributed
space-time codes (DSTC). In this strategy, a two-phase protocol is used. In
phase one, the transmitter sends the information signal to the relays and
in phase two, the relays send information to the receiver. The signal sent
by every relay in the second phase is designed as a linear function of its
received signal. It was shown in [7] that the relays can generate a linear
space-time codeword at the receiver, as in a multiple antenna system, al-
though they only cooperate distributively. This method does not require
decoding at the relays and for high SNR it achieves the optimal diversity
factor [7]. Although distributed space-time coding does not need instanta-
neous channel information at the relays, it requires full channel informa-
tion at the receiver of both the channel from the transmitter to relays and
the channel from relays to the receiver. Therefore, training symbols have
to be sent from both the transmitter and relays. Distributed space-time
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coding was generalized to networks with multiple-antenna nodes in [8],
and the design of practical DSTCs that lead to reliable communication in
wireless relay networks, has also been recently considered [9–11].

Power efficiency is a critical design consideration for wireless networks
such as ad-hoc and sensor networks, due to the limited transmission
power of the nodes. To that end, choosing the appropriate relays to for-
ward the source data, as well as the transmit power levels of all the
nodes become important design issues. Several power allocation strate-
gies for relay networks were studied based on different cooperation strate-
gies and network topologies in [12]. In [13], we proposed power alloca-
tion strategies for repetition-based cooperation that take both the sta-
tistical CSI and the residual energy information into account to prolong
the network lifetime while meeting the BER QoS requirement of the des-
tination. Distributed power allocation strategies for decode-and-forward
cooperative systems are investigated in [14]. Power allocation in three-
node models are discussed in [15] and [16], while multi-hop relay net-
works are studied in [17–19]. Recent works also discuss relay selection
algorithms for networks with multiple relays, which result in power effi-
cient transmission strategies. Recently proposed practical relay selection
strategies include pre-select one relay [20], best-select relay [20], blind-
selection-algorithm [21], informed-selection-algorithm [21], and coopera-
tive relay selection [22]. In [23], an opportunistic relaying scheme is intro-
duced. According to opportunistic relaying, a single relay among a set of
R relay nodes is selected, depending on which relay provides the best end-
to-end path between source and destination. Bletsas et al. [23] proposed
two heuristic methods for selecting the best relay based on the end-to-end
instantaneous wireless channel conditions. Performance and outage anal-
ysis of these heuristic relay selection schemes are studied in [24] and [25].
In this paper, we propose a decision metric for opportunistic relaying
based on maximizing the received instantaneous SNR at the destination
in amplify-and-forward (AF) mode, when statistical CSI of the source-relay
channel is available at the relay. Furthermore, similar to [7], knowledge
of whole CSI is required for decoding at the destination. In this paper, we
use a simple feedback from the destination toward the relays to select the
best relay.

In [9] and [10], a network with symmetric channels is assumed, in
which all source-to-relay and relay-to-destination links have i.i.d. distri-
butions. In [7], using the pair-wise error probability (PEP) analysis in high
SNR scenario, it is shown that uniform power allocation along relays is op-
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timum. However, this assumption is hardly met in practice and the path
lengths among nodes could vary. Therefore, power control among the re-
lays is required for such a cooperation. In [10], a closed-form expression
for the moment generating function (MGF) of AF space-time cooperation
is derived as a function of Whittaker function. However, this function is
not well-behaved and cannot be used for finding an analytical solution for
power allocation.

Our main contributions can be summarized as follows:

• We show that the DSTC based on [7], in which relays transmit the lin-
ear combinations of the scaled version of their received signals leads
to a new opportunistic relaying, when maximum instantaneous SNR
based power allocation is used.

• The optimum power allocation between two phases is derived by max-
imizing the average SNR at the destination.

• We derive the average symbol error rate (SER) of AF opportunistic
relaying system with M-PSK or M-QAM modulations over Rayleigh-
fading channels. Furthermore, the probability density function (PDF)
and moment generating function (MGF) of the received SNR at the
destination are obtained.

• We analyze the diversity order of AF opportunistic relaying based on
the asymptotic behavior of average SER. Based on the proposed ap-
proximated SER expression, it is shown that the proposed scheme
achieves the diversity order of R.

• The average SER of AF DSTC system for Rayleigh fading channels is
derived, using two new methods based on MGF.

• We propose two power allocation schemes for AF DSTC based on
minimizing the target SER, given the knowledge of statistical CSI of
source-relay links at the relays. An outstanding feature of the pro-
posed schemes is that they are independent of the instantaneous
channel variations, and thus, power control coefficients are varying
slowly with time.

The rest of this paper is organized as follows. In Section II, the system
model is given. Power allocation schemes for AF DSTC based on mini-
mizing the received SNR at the destination are presented in Section III. In
Section IV, the average SER of AF opportunistic relaying and AF DSTC with
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Fig. B.1: Wireless relay network consisting of a source s, a destination d,
and R relays.

relays with partial statistical CSI is derived. Two power allocation schemes
minimizing the SER are proposed in Section V. In Section VI, the overall
performance of the system are presented for different number of relays
through simulations. Finally, Section VI summarized the conclusions.

Throughout the article, the following notation is applied: The super-
scripts t and H stand for transposition and conjugate transpose, respec-
tively. E{·} denotes the expectation operation. Cov(xT ) is the covariance
of the T × 1 vector xT . All logarithms are the natural logarithm.

2 System Model

Consider the network in Fig. B.1 consisting of a source denoted s, one or
more relays denoted Relay r = 1, 2, . . . , R, and one destination denoted d.
It is assumed that each node is equipped with a single antenna. We de-
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note the source-to-rth relay and rth relay-to-destination links by fr and
gr, respectively. Suppose each link has a flat Rayleigh fading, and chan-
nels are independent of each others. Therefore, fr and gr are i.i.d. com-
plex Gaussian random variables with zero-mean and variances σ2

fr
and

σ2
gr

, respectively. Similar to [7], our scheme requires two phases of tra-
nsmission. During the first phase, the source node transmits a scaled
version of the signal s = [s1, . . . , sT ]t, consisting of T symbols to all relays,
where it is assumed that E{ssH} = 1

T IT . Thus, from time 1 to T , the sig-
nals

√
P1Ts1, . . . ,

√
P1TsT are sent to all relays by the source. The average

total transmitted energy in T intervals will be P1T . Assuming fr is not
varying during T successive intervals, the received T × 1 signal at the rth
relay can be written as

rr =
√

P1Tfrs + vr, (B.1)

where vr is a T × 1 complex zero-mean white Gaussian noise vector with
variance N1. Using amplify-and-forward, each relay scales its received
signal, i.e.,

yr = ρrrr, (B.2)

where ρr is the scaling factor at Relay r. When there is no instantaneous
CSI available at the relays, but statistical CSI is known, a useful constraint
is to ensure that a given average transmitted power is maintained. That
is,

ρ2
r =

P2,r

σ2
fr

P1 + N1
, (B.3)

where P2,r is the average transmitted power at Relay r. The total power
used in the whole network for one symbol transmission is therefore P =

P1 +
R∑

r=1

P2,r.

DSTC, proposed in [7], uses the idea of linear dispersion space-time
codes of multiple-antenna systems. In this system, the T × 1 received
signal at the destination can be written as

y =
R∑

r=1

grAryr + w, (B.4)

where yr is given by (B.2), w is a T × 1 complex zero-mean white Gaussian
noise vector with the component-wise variance of N2, and the T × T di-
mensional matrix Ar is corresponding to the rth column of a proper T × T

space-time code. The DSTCs designed in [9] and [10] are such that Ar,
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r = 1, . . . , R, are unitary. Combining (B.1)-(B.4), the total noise vector wT

is given by

wT =
R∑

r=1

Ar

√
P2,r

σ2
fr

P1 + N1
grvr + w. (B.5)

Since, gi, vi, and w are independent complex Gaussian random variables,
which are jointly independent, the conditional auto-covariance matrix of
wT can be shown to be

Cov
(
wT |{fr}R

r=1, {gr}R
r=1

)
=

(
R∑

r=1

P2,r|gr|2N1

σ2
fr

P1 + N1
+ N2

)
IT , (B.6)

where IT is the T × T identity matrix. Thus, wT is white.

3 Opportunistic Relaying through AF DSTC

In this section, we propose power allocation schemes for the AF distributed
space-time codes introduced in [7], based on maximizing the received SNR
at the destination d. First, the optimum power transmitted in the two
phases, i.e., P1 and P2 =

∑R
r=1 P2,r, will be obtained by maximizing the

average received SNR at the destination. Then, we will find the optimum
distribution of transmitted powers among relays, i.e., P2,r, based on in-
stantaneous SNR.

3.1 Power Control between Two Phases

In the following proposition, we derive the optimal value for the transmit-
ted power in the two phases when backward and forward channels have
different variances by maximizing the average SNR at the destination.

Proposition 1 Assume α portion of the total power is transmitted in the

first phase and the remaining power is transmitted by relays at the second

phase, where 0 < α < 1, that is P1 = αP and P2 = (1 − α)P , where P is the

total transmitted power during two phases. Assuming σ2
fr

= σ2
f and σ2

gr
= σ2

g ,

the optimum value of α by maximizing the average SNR at the destination is

α =
N1σ

2
gP + N1N2

(N2σ2
f − N1σ2

g) P

⎛
⎝
√

1 +
(N2σ2

f − N1σ2
g)P

N1σ2
gP + N1N2

− 1

⎞
⎠ . (B.7)
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Proof: The average SNR at the destination can be obtained by dividing

the average received signal power by the variance of the noise at the des-

tination (approximation of E{SNR} using Jensen’s inequality). Using (B.1)-
(B.6), the average SNR can be written as

SNR =
α(1 − α)P 2σ2

fσ2
g

α(N2σ2
f − N1σ2

g)P + N1σ2
gP + N1N2

, (B.8)

where we have assumed σ2
fr

= σ2
f and σ2

gr
= σ2

g , for r = 1, . . . , R, and thus,

P2,r = P2
R . First, we consider the case in which N2σ

2
f > N1σ

2
g . In this case,

the optimum value of α which maximizes (B.8), subject to the constraint

0 < α < 1, is obtained as

α =
√

1 + β − 1
β

, (B.9)

where

β =
(N2σ

2
f − N1σ

2
g) P

N1σ2
gP + N1N2

. (B.10)

Similarly, when N2σ
2
f < N1σ

2
g , the optimum value of α, which maximizes SNR

in (B.8), subject to constraint 0 < α < 1, is also (B.9) and (B.10). Therefore,

observing (B.9) and (B.10), the desired result in (B.7) is achieved. �

For the special case of N2σ
2
f = N1σ

2
g , the optimum α is equal to 1

2 ,
which is in compliance with the result obtained in [7], where assumed

N1 = N2 and σ2
f = σ2

g . In this case, we have α = lim
β→0+

1
β

(
√

1 + β − 1) =

lim
β→0+

1
β

(
β

2
+ o(1)

)
=

1
2
.

3.2 Power Control among Relays with Source-Relay link CSI at

Relay

Now, we are going to find the optimum distribution of the transmitted
powers among relays during the second phase, in a sense of maximizing
the instantaneous SNR at the destination.

The conditional variance of the equivalent received noise is obtained in
(B.6). Thus, using (B.1), (B.2), and (B.4), the instantaneous received SNR
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at the destination can be written as

SNRins =

R∑
r=1

P1|fr|2|gr|2 P2,r

σ2
fr

P1 + N1∑R
r=1 |gr|2 P2,r

σ2
fr

P1+N1
N1 + N2

. (B.11)

For notational simplicity, we represent SNRins in (B.11) in a matrix format
as

SNRins =
ptUp

ptV p + N2
, (B.12)

where p = [
√

P2,1,
√

P2,2, . . . ,
√

P2,R]t and the positive definite diagonal ma-
trices U and V are defined as

U = diag

[
P1|f1|2|g1|2
σ2

f1
P1 + N1

,
P1|f2|2|g2|2
σ2

f2
P1 + N1

, . . . ,
P1|fR|2|gR|2
σ2

fR
P1 + N1

]
,

V = diag

[
|g1|2N1

σ2
f1

P1 + N1
,

|g2|2N1

σ2
f2

P1 + N1
, . . . ,

|gR|2N1

σ2
fR

P1 + N1

]
. (B.13)

Then, the optimization problem is formulated as

p∗ = arg max
p

SNRins, subject to ptp = P2. (B.14)

where the R × 1 vector p∗ denotes the optimum values of power control
coefficients. Moreover, since ptp = P2 = (1 − α)P , we can rewrite (B.12) as

SNRins =
ptUp

ptWp
, (B.15)

where diagonal matrix W is defined as W = V + N2
P2

IR. Since W is a

positive semi-definite matrix, we define q � W
1
2 p, where W = (W

1
2 )tW

1
2 .

Then, (B.15) can be rewritten as

SNRins =
qtZq

qtq
, (B.16)

where diagonal matrix Z is Z = UW−1. Now, using Rayleigh-Ritz theorem
[26], we have

qtZq

qtq
≤ λmax, (B.17)

88



Opportunistic Relaying through AF DSTC

where λmax is the largest eigenvalue of Z, which is corresponding to the
largest diagonal element of Z, i.e.,

λmax = max
r∈{1,...,R}

λr = max
r∈{1,...,R}

P1P2|fr|2|gr|2
P2|gr|2N1+N2(σ2

fr
P1+N1)

. (B.18)

The equality in (B.17) holds if q is proportional to the eigenvector of Z

corresponding to λmax. Since Z is a diagonal matrix with real elements, the
eigenvectors of Z are given by the orthonormal bases er, defined er,l = δr,l,
l = 1, . . . , R. Hence, the optimum qmax can be chosen to be proportional to
ermax. On the other hand, since p = W− 1

2 q, and W is a diagonal matrix,
the optimum p∗ is also proportional to ermax. Using the power constraint
of the transmitted power in the second phase, i.e., ptp = P2, we have p∗ =√

P2ermax. This means that for each realization of the network channels,
the best relay should transmit all the available power P2 and all other
relays should stay silent. Hence, the optimum power allocation based on
maximizing the instantaneous received SNR at the destination is to select
the relay with the highest instantaneous value of P1P2|fr|2|gr|2

P2|gr|2N1+N2(σ2
fr

P1+N1)
.

3.3 Relay Selection Strategy

In the previous subsection, it is shown that the optimum power allocation
of AF DSTC based on maximizing the instantaneous received SNR at the
destination is to select the relay with the highest instantaneous value of

P1P2|fr|2|gr|2
P2|gr|2N1+N2(σ2

fr
P1+N1)

. We assume the knowledge of magnitude of source-

to-rth relay link to be available for the process of relay selection. The
process of selecting the best relay could be done by the destination. This
is feasible since the destination node should be aware of all channels for
coherent decoding. Thus, the same channel information could be exploited
for the purpose of relay selection. However, if we assume a distributed
relay selection algorithm, in which relays independently decide to select
the best relay among them, such as work done in [23], the knowledge of
local channels fr and gr is required for the rth relay. The estimation of fr

and gr can be done by transmitting a ready-to-send (RTS) packet and a
clear-to-send (CTS) packet in MAC protocols.
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4 Performance Analysis

4.1 Performance Analysis of the Selected Relaying Scheme

4.1.1 SER Expression

In the previous section, we have shown that the optimum transmitted
power of AF DSTC system based on maximizing the instantaneous received
SNR at the destination led to opportunistic relaying. In this section, we will
derive the SER formulas of best relay selection strategy under the amplify-
and-forward mode. For this reason, we should first derive the received
SNR at the destination due to the rth relay, when other relays are silent,
that is

γr =
P1P2|fr|2|gr|2

P2|gr|2N1 + N2(σ2
fr

P1 + N1)
. (B.19)

In the following, we will derive the PDF of γr in (B.19), which is required
for calculating the average SER.

Proposition 2 For the γr in (B.19), the probability density function pr(γr)
can be written as

pr(γr) =2Are
−BrγrK0

(
2
√

Arγr

)
+ 2Br

√
Arγre

−BrγrK1

(
2
√

Arγr

)
, (B.20)

where Ar and Br are defined as

Ar =
N2(σ2

fr
P1 + N1)

P1P2σ2
fr

σ2
gr

, Br =
N1

P1σ2
fr

, (B.21)

and Kν(x) is the modified Bessel function of the second kind of order ν [27].

Proof: The proof is given in Appendix I. �

Define γmax � max {γ1, γ2, . . . , γR}. The conditional SER of the best relay
selection system under AF mode with R relays can be written as

Pe

(
R|{fr}R

r=1, {gr}R
r=1

)
= cQ (

√
g γmax) , (B.22)

where Q(x) = 1/
√

2π
∫∞
x e−u2/2 du, and the parameters c and g are repre-

sented as

cQAM = 4
√

M − 1√
M

, cPSK = 2, gQAM =
3

M − 1
, gPSK = 2 sin2

( π

M

)
.
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For calculating the average SER, we need to find the PDF of γmax. Thus,
in the following proposition, we derive the PDF of the maximum of R ran-
dom variables expressed in (B.19).

Proposition 3 For the γr in (B.19), the probability density function of the

maximum of the R random variables, γr, can be written as

pmax(γ) =
R∑

r=1

pr(γ)
R∏

i=1
i �=r

[
1− 2e−Biγ

√
AiγK1

(
2
√

Aiγ
)]

, (B.23)

where pr(γ) is derived in (B.20).

Proof: The proof is given in Appendix II. �

Now, we are deriving the SER expression for the selection relaying
scheme discussed in Section III. Averaging over conditional SER in (B.22),
we have the exact SER expression as

Pe(R) =
∫ ∞

0
Pe

(
R|{fr}R

r=1, {gr}R
r=1

)
pmax(γ) dγ =

∫ ∞

0
c Q (

√
g γ) pmax(γ) dγ.

(B.24)

Using the moment generating function approach, we can express Pe(R)
given in (B.24) as

Pe(R) =
∫ ∞

0

c

π

∫ π
2

0
e
− g γ

2 sin2 φ pmax(γ) dφdγ =
c

π

∫ π
2

0
Mmax

(
− g

2 sin2 φ

)
dφ,

(B.25)

where Mmax(−s) = Eγ(e−sγ) is the moment generating function of γmax. In
the following theorem, we state a closed-form expression for Mmax(−s) in
(B.25).

Theorem 1 For the R independent random variables γr, which is stated in

(B.19), the MGF of γmax = max {γ1, γ2, . . . , γR} is given by

Mmax(−s) ≈
(

R∏
r=1

Br

)
R∑

r=1

(R − 1)!
(s + Br)R

e
Ar

2(s+Br)

{√
Ar(s + Br)

Br
(R − 1)!

· W−R+ 1
2
,0

(
Ar

s + Br

)
+ R!W−R, 1

2

(
Ar

s + Br

)}
, (B.26)

where Wa,b(x) is Whittaker function of orders a and b (see e.g., [27] and [28,

Eq. 9.224]).
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Proof: The proof is given in Appendix III. �

4.1.2 Diversity Analysis

From [27, Eq. (9.6.8)] and [27, Eq. (9.6.9)], the following properties can be
obtained

K0(x) ≈ − log (x) , K1(x) ≈ 1
x

. (B.27)

Specially, for small values of x, which corresponds to the small value of A

and B in (B.21), or equivalently, high SNR scenario, the approximations
in (B.27) are more accurate. In Fig. B.2, we have shown that K0(x) and
log
(

1
x

)
, and also K1(x) and 1

x have the same asymptotic behavior when
x → 0+. Therefore, we can approximate pr(γ) in (B.20) as

pr(γ) ≈ (Br − Ar log(4Ar)) e−Brγ − Are
−Brγ log(γ), (B.28)

and hence, pmax(γ) in (B.23) is approximated as

pmax(γ) ≈
R∑

r=1

[
(Br − Ar log(4Ar)) e−Brγ − Are

−Brγ log(γ)
] R∏

i=1
i�=r

(
1 − e−Brγ

)
.

(B.29)

Using (B.29), we can approximate the moment generating function of γmax,
i.e., Mmax(−s) = Eγ(e−sγ), in high SNRs as

Mmax(−s) =
∫ ∞

0
e−s γpmax(γ) dγ

≈
R∑

r=1

(
R∏

i=1
i�=r

Bi)
∫ ∞

0
e−(s+Br) γ [Br − Ar log(4Ar) − Ar log(γ)] γR−1dγ, (B.30)

where we have approximated
(
1 − e−Brγ

)
with Brγ, due to the high SNR

assumption we made. Simplifying (B.30), we have

Mmax(−s) ≈
R∑

r=1

(
R∏

i=1
i�=r

Bi) [Br − Ar log(4Ar)]
∫ ∞

0
e−(s+Br)γγR−1dγ

−
R∑

r=1

Ar(
R∏

i=1
i�=r

Bi)
∫ ∞

0
e−(s+Br)γ log(γ)γR−1dγ, (B.31)
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Fig. B.2: Diagrams of K0(x) and log( 1
x) in (a) and K1(x) and 1

x in (b), which
have the same asymptotic behavior when x → 0.

where the first integral can be calculated as
∫∞
0 e−(s+Br)γγR−1dγ = (R −

1)!(s + Br)−R. With the help of [28, Eq. (4.352)], the second integral in
(B.31) can be computed as∫ ∞

0
e−(s+Br)γ log(γ)γR−1dγ = (R − 1)! (s + Br)−R (ξ(R) − log(s)) ,

where ξ(R) = 1 + 1
2 + 1

3 + · · · + 1
R−1 − κ, and κ is the Euler’s constant, that

is κ ≈ 0.5772156. Therefore, the closed-form approximation for the MGF
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function of γmax is given by

Mmax(−s) ≈ (R − 1)!
R∑

r=1

(
R∏

i=1
i�=r

Bi)(s + Br)−R [Br − Ar log(4Ar) +Ar (log(s) − ξ(R))] .

(B.32)

To have more insight into the MGF derived in (B.32), we represent Ar

and Br as functions of the transmit SNR, i.e., μ = P
N1

, assuming the des-
tination and relays have the same value of noise, i.e., N1 = N2. Thus, Ar

and Br in (B.21) can be represented in high SNRs as

Ar =
1

(1 − α)μσ2
gr

, Br =
1

αμσ2
fr

, (B.33)

and then, Mmax(−s) in (B.32) can be rewritten as

Mmax(−s) ≈
(

R∏
i=1

1
σ2

fi

)
R∑

r=1

(R − 1)!
[(s + Br)μα]R

⎡
⎢⎣1+ ασ2

fr

log
(

sμ(1−α)σ2
gr

4

)
− ξ(R)

(1 − α)σ2
gr

⎤
⎥⎦ .

(B.34)

Now, we are using the moment generating function method to derive
an approximate SER expression for the opportunistic relaying scheme dis-
cussed in Section III. Using the moment generating function approach, we
can express Pe(R) given in (B.24) as

Pe(R) =
∫ ∞

0

c

π

∫ π
2

0
e
− g γ

2 sin2 φ pmax(γ) dφdγ =
c

π

∫ π
2

0
Mmax

(
− g

2 sin2 φ

)
dφ

≈
(

R∏
i=1

1
σ2

fi

)
c2R(R − 1)!

π(gμα)R

R∑
r=1

∫ π
2

0
sin2Rφ

⎡
⎢⎣1+ ασ2

fr

log
(

gμ(1−α)σ2
gr

8 sin2 φ

)
− ξ(R)

(1 − α)σ2
gr

⎤
⎥⎦dφ.

(B.35)

where using (B.21), g
2 sin2 φ

+Br is accurately approximated with g
2 sin2 φ

for all
values of φ in high SNR conditions. For deriving the closed-form solution
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for the integral in (B.35), we decompose it into

Pe(R) ≈Ω(μ,R)

[
C1(μ,R)

∫ π
2

0
sin2Rφdφ − C2(R)

∫ π
2

0
sin2Rφ log(sinφ) dφ

]
,

(B.36)

where Ω(μ,R), C1(μ,R) and C2(R) are defined as

Ω(μ,R) =
c2R(R − 1)!

π(gμα)R

R∏
i=1

1
σ2

fi

, (B.37)

C1(μ,R) =
R∑

r=1

⎡
⎢⎣1+ ασ2

fr

log
(

gμ(1−α)σ2
gr

8

)
− ξ(R)

(1 − α)σ2
gr

⎤
⎥⎦ , (B.38)

C2(R) =
R∑

r=1

ασ2
fr

(1 − α)σ2
gr

. (B.39)

Using [28, Eq. (4.387)] for solving the second integral in (B.36), the closed-
form SER approximation is obtained as

Pe(R) ≈ (2R)!

((2RR)!)2
π

2
Ω(μ,R)

{
C1(μ,R) − C2(R)

(
R∑

k=1

(−1)k+1

k
− log(2)

)}
.

(B.40)

In the following theorem, we will study the achievable diversity gains in
an opportunistic relaying network containing R relays, based on the SER
expression.

Theorem 2 The AF opportunistic relaying with the scaling factor presented

in (B.3), in which relays have no CSI, provides full diversity.

Proof: The proof is given in Appendix IV. �

4.2 SER Expression for AF DSTC

In this subsection, we derive approximate SER expressions for the AF
space-time coded cooperation using moment generating function method.
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The conditional SER of the protocol described in Section II, with R re-
lays, can be written as [29, Eq. (9.17)]

Pe

(
R|{fr}R

r=1{gr}R
r=1

)
= cQ

⎛
⎝
√√√√g

R∑
r=1

μr|frgr|2
⎞
⎠ , (B.41)

where, using (B.2)-(B.6), μr can be written as

μr =

P1P2,r

σ2
fr

P1+N1

R∑
k=1

P2,k

σ2
fk

P1 + N1
σ2

gk
N1 + N2

. (B.42)

It is important to note that in (B.42) we approximate the conditional vari-
ance of the noise vector wT in (B.6) as its expected value. The received
SNR at the receiver side is denoted

γ =
R∑

r=1

γr, (B.43)

where
γr = μr|frgr|2. (B.44)

We can calculate the average SER as

Pe(R) =
∫ ∞

0
Pe

(
R|{γr}R

r=1

)
p(γ) dγ =

∫ ∞

0
c Q (

√
g γ) p(γ) dγ. (B.45)

Now, we are using the MGF method to calculate the SER expression in
(B.45). We also exploit the property that the γr ’s are independent of each
other, because of the inherit spatial separation of the relay nodes in the
network. Hence, the average SER in (B.45) can be rewritten as

Pe(R) =
∫ ∞

0; R−fold

c

π

∫ π
2

0

R∏
r=1

e
− g γr

2 sin2 φ dφ
R∏

r=1

(p(γr) dγr)

=
c

π

∫ π
2

0

∫ ∞

0; R−fold

R∏
r=1

(
e
− g γr

2 sin2 φ p(γr) dγr

)
dφ =

c

π

∫ π
2

0

R∏
r=1

Mr(−s) dφ,

(B.46)

where Mr(−s) is the MGF of the random variable γr, and s = g
2 sin2 φ

.
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It can be shown that for larger values of average SNR, γ, the behavior
of γ/γ becomes increasingly irrelevant because the Q term in (B.45) goes
to zero so fast that almost throughout the whole integration range the
integrand is almost zero. However, recalling that Q(0) = 1/2, regardless of
the value of γ, the behavior of p(γ) around zero never loses importance. On
the other hand, it is shown in [10, Eq. (18)] that the PDF of the random
variables γr is proportional to the modified bessel function of second kind
of zeroth order, i.e,

p(γr) =
2

μrσ2
fr

σ2
gr

K0

⎛
⎝2
√

γr

μrσ2
fr

σ2
gr

⎞
⎠ . (B.47)

This PDF has a very large value around zero. Thus, the behavior of the
integrand in (B.45) around zero becomes very crucial, and we can ap-
proximate p(γr) in (B.47) with a logarithmic function, which is easier to
handling. In Fig. B.2-(a), we have shown that K0(x) and log

(
1
x

)
have the

same asymptotic behavior when x → 0+, i.e., limx→0+ K0(x) −→ − log (x).
Hence, we can approximate Mr(−s) as

Mr(−s) ≈
∫ ∞

0
e−s γr

−1
μrσ2

fr
σ2

gr

log

(
4γr

μrσ2
fr

σ2
gr

)
dγr =

1
sμrσ2

fr
σ2

gr

[
log

(
s μrσ

2
fr

σ2
gr

4

)
− κ

]
.

(B.48)

Furthermore, for the case of R = 1, the closed-form solution for the
approximate SER is obtained as

Pe(R = 1) ≈ c

π

∫ π
2

0
M(−s) dφ =

2c

πgμrσ2
fr

σ2
gr

∫ π
2

0
sin2φ

[
log

(
g μrσ

2
fr

σ2
gr

8 sin2 φ

)
− κ

]
dφ

=
c

2μrσ2
fr

σ2
gr

[
log

(
μrσ

2
fr

σ2
gr

2

)
− (κ + 1)

]
. (B.49)

5 Power Control in AF DSTC without Instantaneous

CSI at Relays

In this section, we propose two power allocation schemes for the AF dis-
tributed space-time codes introduced in [7]. We use the approximate value
of the MGF, which was derived in Section III, for the power control among
relays. Furthermore, we present another closed-form solution for the
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MGF, as a function of the incomplete gamma function, which can be used
for a more accurate power control strategy.

The MGF of the random variable γ, M(−s), which is the integrand of the
integral in (B.46), is given by the product of MGF of the random variables
γr. Since Mr(−s) is independent of the other μi, i �= r, we can write

∂M(−s)
∂μr

=
∂Mr(−s)

∂μr

R∏
i=1
i �=r

Mi(−s), (B.50)

which will be used in the next two subsections to find the power control
coefficients.

5.1 Power Allocation Based on Exact MGF

The closed-form solution for MGF of random variable γr, can be found
using [28, Eq. (8.353)] as

Mr(−s) =
2

s μrσ2
fr

σ2
gr

Γ

(
0,

1
s μrσ2

fr
σ2

gr

)
e

1

s μrσ2
fr

σ2
gr , (B.51)

where Γ (α, x) is the incomplete gamma function of order α [27, Eq. (6.5)].
Moreover, from [28, Eq. (8.356)], we have

−dΓ (α, x)
dx

= xα−1e−x. (B.52)

Since the MGFs in (B.48) and (B.51) are functions of xr � μrσ
2
fr

σ2
gr

s,
we can express (B.50) in terms of xr. Hence, using (B.52), the partial
derivative of Mr(−s) with respect to xr can be expressed as

∂Mr(−s)
∂xr

=
∂

∂xr

[
2
xr

Γ

(
0,

1
xr

)
e

1
xr

]
=

1
x2

r

[
1 − Γ

(
0,

1
xr

)(
1 +

1
xr

)
e

1
xr

]
.

(B.53)

Furthermore, the power constraint in the the second phase, i.e.,
R∑

r=1

P2,r =

P1, can be expressed as a function of xr. Thus, using (B.42) and the def-
inition of xr, under the high SNR assumption, we have the following con-
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straint
R∑

r=1

xr

σ2
gr

s
≤ P1

N2
. (B.54)

Given the objective function as an integrand of (B.46) and the power
constraint in (B.54), the classical Karush-Kuhn-Tucker (KKT) conditions
for optimality [30] can be shown as

R∏
i=1
i �=r

[
2
xi

Γ

(
0,

1
xi

)
e

1
xi

]
1
x2

r

[
1 − Γ

(
0,

1
xr

)(
1 +

1
xr

)
e

1
xr

]
+

λ

σ2
gr

s
= 0, for r = 1, . . . , R.

(B.55)

By solving (B.54) and (B.55), the optimum values of xr, i.e., x∗
r, r = 1, . . . , R

can be obtained. Now, we can have the following procedure to find the
power control coefficients, P2,r. First, the x∗

r coefficients can be solved by
the above optimization problem. Then, recalling the relationship between
xr and μr, i.e., xr = μrσ

2
fr

σ2
gr

s, and by taking average μr over different values
of φ, since s is a function of sin2 φ, the optimum value of μr is obtained.
However, for computational simplicity in the simulation results, we have
assumed s = 1, which corresponds to φ = π/2. Since the maximum amount
of Mr(−s) occurs in s = 1, this approximation achieves a good performance
as will be confirmed in the simulation results. Finally, using (B.42), we can
find the power control coefficients, P2,r. If we assume that relays operate
in the high SNR region, P2,r would be approximately proportional to μr.

5.2 Power Allocation Based on Approximate MGF

The power allocation proposed in Subsection IV-A needs to solve the set of
nonlinear equations presented in (B.55), which are function of incomplete
gamma functions. Thus, we present an alternative scheme in this sub-
section. For gaining insight into the power allocation based on minimizing
the SER, we are going to minimize the approximate MGF of the random
variable γ, obtained in (B.48). Using (B.48) and (B.54), we can formulate
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the following problem:

min
{x1,x2,...xR}

R∏
r=1

1
xr

(
log
(xr

4

)
− κ
)

,

subject to
R∑

r=1

xr

σ2
gr

s
≤ P1

N2
, xr � 0, for r = 1, . . . .R. (B.56)

The objective function in (B.56), i.e., F (x1, x2, . . . , xR) =
∏R

r=1
1
xr

(
log
(

xr
4

)− κ
)
,

is not a convex function in general. However, it can be shown that for
xr > 4 e1.5+κ, the Hessian of F (x1, x2, . . . , xR), is positive, which corresponds
to high SNR conditions, this function is convex. Therefore, the problem
stated in (B.56) is a convex problem for high SNR values and has a global
optimum point. Now, we are going to derive a solution for a problem ex-
pressed in (B.56).

The Lagrangian of the problem stated in (B.56) is

L(x1, x2, . . . , xR)=
R∏

r=1

log(xr)−κ′

xr
+ λ

(
R∑

r=1

xr

σ2
gr

s
− P1

N2

)
, (B.57)

where λ > 0 is the Lagrange multiplier, and κ′ = log(4) + κ. For nodes
r = 1, . . . , R with nonzero transmitter powers, the KKT conditions are

(
− log(xr)

x2
r

+
1 + κ′

x2
r

) R∏
i=1
i�=r

log(xi)−κ′

xi
+

λ

σ2
gr

s
= 0. (B.58)

Using (B.48) and some manipulations, one can rewrite (B.58) as(
1
xr

− 1
xr (log (xr) − κ′)

)
M(s) =

λ

σ2
gr

s
. (B.59)

Since the strong duality condition [30, Eq. (5.48)] holds for convex
optimization problems, we have λ

(∑R
r=1

xr
σ2

gr s
− P1

N2

)
= 0 for the optimum

point. If we assume the Lagrange multiplier has a positive value, we have∑R
r=1

xr
σ2

gr
s

= P1
N2

. Therefore, by multiplying the two sides of (B.59) with xr,
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and applying the summation over r = 1, . . . , R, we have

[
R −

R∑
i=1

1
log (xi) − κ′

]
M(s) = λ

P1

N2
. (B.60)

Dividing both sides of equalities in (B.59) and (B.60), we have

1
xr

(
1− 1

log(xr)−κ′

)
=

N2

P1σ2
gr

s

[
R−

R∑
i=1

1
log (xi)−κ′

]
, (B.61)

for r = 1, . . . , R. The optimal values of xr in the problem stated in (B.56)
can be easily obtained with initializing some positive values for xr, r =
1, . . . , R, and using (B.61) in an iterative manner. Then, we apply the same
procedure stated in Subsection IV-A to find the power control coefficients,
P2,r.

6 Simulation Results

In this section, the performance of the AF distributed space-time codes
with power allocation are studied through simulations. We utilized dis-
tributed version of GABBA codes [10], as practical full-diversity distributed
space-time codes, using BPSK modulation. We compare the transmit SNR
P
N1

versus BER performance. We use the block fading model, in which
channel coefficients changed randomly in time to isolate the benefits of
spatial diversity. Assume that the relays and the destination have the
same noise power, i.e., N1 = N2.

In Fig. B.3, the BER performance of the AF DSTC is compared to the
proposed AF opportunistic relaying derived in Section III, when the num-
ber of available relays are 3 and 4. For AF DSTC, equal power allocation
is used among the relays. All links are supposed to have unit-variance
Rayleigh flat fading. One can observe from Fig. B.3 that the AF oppor-
tunistic scheme gains around 2 and 3 dB in SNR at BER 10−3, when 3
and 4 relays are used, respectively. Furthermore, Fig. B.3 confirms that
the analytical results attained in Section IV for finding SER for AF op-
portunistic relaying coincide with the simulation results. Since the curves
corresponding to R relays are parallel to each other in the high SNR region,
the AF opportunistic relaying have the same diversity gain as AF DSTC. In
low SNR scenarios, due to the noise adding property of AF systems, even
opportunistic relaying with R = 3 outperforms AF DSTC with R = 4.
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Fig. B.3: The average BER curves of relay networks employing DSTC and
opportunistic relaying with partial statistical CSI at relays, BPSK signals
and σ2

fi
= σ2

gi
= 1.

Fig. B.4 compares the performance of the two AF schemes introduced in
Section III, when the proposed power allocation in two phases is employed.
That is, we compare the equal power allocation in two phases [7] with the
optimum value of α, which is derived in (B.7). The number of relays is
supposed to be R = 4. Assuming dg =

√
2df = 2, where df and dg are source-

to-relays and relays-to-destination distances, respectively, σ2
fi

= 1
d4

f
= 1 and

σ2
gi

= 1
d4

g
= 1

4 . This is due to the fact that path-loss can be represented by
1
dn , where 2 < n < 5, and we assume n = 4. Fig. B.4 demonstrates that
by using the optimum value of α in (B.7), around 1 dB gain is achieved
for both AF DSTC and AF opportunistic relaying schemes for BER of less
than 10−3. Therefore, the amount of performance gain obtainable using
the optimal power allocation between two phases is negligible compared to
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Fig. B.4: The average BER curves of relay networks employing DSTC and
opportunistic relaying in AF mode, when equal power between two phases
is compared with α in (B.7), and with BPSK signals, σ2

fi
= 4σ2

gi
= 1, and

R = 4.

the equal power allocation, i.e., α = 1
2 .

In Fig. B.5, we compare the approximate BER formula based on MGF
given in (B.48) with the full-rate, full-diversity distributed GABBA space-
time codes. For GABBA codes, we employed 4 × 4 GABBA mother codes,
i.e., T = 4 [10]. Assume all the links have unit-variance Rayleigh flat
fading. Fig. B.5 confirms that the analytical results attained in Section III
for finding the BER approximate well the performance of the practical full-
diversity distributed space-time codes for high SNR values.

Fig. B.6 presents the BER performance of the AF distributed space-
time codes using different power allocation schemes. For transmission
power among nodes, we employed the two power control schemes in-
troduced in Section IV, and also uniform power transmission among re-
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Fig. B.5: The average BER curves versus SNR of relay networks employing
distributed space-time codes with BPSK signals.

lays, i.e., P1 = P
2 and P2,r = P

2R [7]. Since the proposed power alloca-
tion strategies are designed for high SNR scenarios, we study the system
performance in the high SNR regime. Furthermore, since we supposed
that the relays are operating in low noise conditions, here, we assume
N2 = 2N1. Slow Rayleigh flat fading channels are considered, with variance
of σ2

fr
(r) = σ2

gr
(r) = 1/2r−1, r = 1, 2, . . . R. For the power control scheme ex-

pressed in Subsection IV-A (based on the exact MGF), we have used MAT-
LAB optimization toolbox command "fmincon" designed to find the mini-
mum of the given constrained nonlinear multivariable function. Fig. B.6
demonstrates that using the power control schemes of Section V, about 1
and 2 dB gain will be obtained for R = 2 and R = 3 cases, respectively,
comparing to uniform power allocation. The power control strategy given
in Subsection V-A (Exact MGF-based power control) has a slightly better
performance than the power control strategy presented in Subsection V-B
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Fig. B.6: Performance comparison of AF DSTC with different power allo-
cation strategies in a network with two and three relays and using BPSK
signals.

(Approximate MGF-based power control), at the expense of higher compu-
tational complexity.

7 Conclusion

In this paper, we have shown that using maximum instantaneous SNR
power allocation at the relays, subject to the fixed transmit power dur-
ing the second phase, distributed space-time codes under amplify-and-
forward led to opportunistic relaying. Therefore, the whole transmission
power during the second phase is transmitted by the relay with the best
channel conditions. We analyzed the SER performance of the AF oppor-

105



Power Allocation Strategies for Distributed Space-Time Codes in

Amplify-and-Forward Mode

tunistic relaying system with M-PSK and M-QAM signals. Simulations
are in accordance with the analytic expressions. We also derived approx-
imate BER formulas of AF DSTC using the moment generating function
method, when M-PSK and M-QAM modulations are employed. Simulation
results confirmed that the theoretical expressions have a similar perfor-
mance to the Monte Carlo simulations at high SNR values. Furthermore,
we proposed two power allocation methods based on minimizing the BER,
which are independent of the knowledge of instantaneous CSI. Simula-
tions showed that up to 2 dB is achieved in the high SNR region compared
to an equal power transmission, when using three relays.

Appendix I: Proof of Proposition 2

Suppose X = |fr|2 and Y = |gr|2, where X and Y have exponential dis-
tribution with mean of X = σ2

fr
and Y = σ2

gr
, respectively. Therefore, the

cumulative density function (CDF) of Z = XY/(aY + b), where a = N1 and

b =
N2(σ2

fr
P1+N1)

P2
, can be presented to be

Pr{Z < z} = Pr{XY/(aY + b) < z} =
∫ ∞

0
Pr{X <

z(ay + b)
y

}pY (y)dy

=
1
Y

∫ ∞

0

(
1 − e

− z(ay+b)

Xy

)
e−

y

Y dy = 1 − 1
X

∫ ∞

0
e−

az
X e

−
(

bz
Xy

+ y

Y

)
dy

= 1 − 2 e−
az
X

√
bz

XY
K1

(
2

√
bz

XY

)
, (B.62)

where we have used [28, Eq. (3.324)] for the last equality. The PDF of Z

can be written as

pZ(z) =
d

dz
Pr{Z < z} = f1(z) + f2(z), (B.63)

where f1(z) and f2(z) are defined as

f1(z) =
2b

XY
e−

az
X K0

(
2

√
bz

XY

)
, (B.64)

f2(z) =
2a

X

√
bz

XY
e−

az
X K1

(
2

√
bz

XY

)
, (B.65)
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where for the derivative of d
dzPr{Z < z} we have used the following equality

[27]

x
d

dx
Kν(x) = −xKν−1(x) − νKν(x).

Now, using (B.63)-(B.65), and the fact that the PDF of the random variable
γr = P1Z is 1

P1
pZ( γr

P1
), we obtain the result in (B.20).

Appendix II: Proof of Proposition 3

For deriving the PDF of γmax we should first find its CDF, which can be
written as

Pr{γmax < γ} = Pr{γ1 ≤ γ, γ2 ≤ γ, . . . , γR ≤ γ} =
R∏

r=1

Pr{γr ≤ γ}. (B.66)

The second equality comes from the fact that we assumed that all channel
coefficients are independent of each others. Then the PDF of γmax can be
written as

pmax(γ) =
d

dγ
Pr{γmax < γ} =

R∑
r=1

pr(γ)
R∏

i=1
i �=r

Pr{γi ≤ γ}. (B.67)

Replacing pr(γ) and Pr{γi ≤ γ} from (B.20) and (B.62), respectively, in
(B.67), the result given in (B.23) is obtained.

Appendix III: Proof of Theorem 1

Considering pmax(γ) stated in (B.23), we can express Mmax(−s) as

Mmax(−s) =
∫ ∞

0
e−s γpmax(γ) dγ ≈

R∑
r=1

∫ ∞

0
e−s γpr(γ)

R∏
i=1
i�=r

(
1 − e−Biγ

)
dγ

≈ 2
R∑

r=1

∫ ∞

0
e−(s+Br) γ

[
ArK0

(
2
√

Arγ
)

+Br

√
ArγK1

(
2
√

Arγ
)]

(
R∏

i=1
i�=r

Bi)γR−1dγ,

(B.68)
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where in the second equality we have approximated K1(x) ≈ 1
x (see, e.g.,

[27, Eq. (9.6.8)]), and in the third equality
(
1 − e−Biγ

)
is approximated by

Biγ. These approximations are accurate for all values of Bi, since the fact
that e−x, K0(x), and K1(x) are decreasing functions of x in the integrand
in (B.68), and thus, the value of Biγ around γ = 0 is critical . Simplifying
(B.68), we get

Mmax(−s) ≈ 2
R∑

r=1

Ar(
R∏

i=1
i�=r

Bi)
∫ ∞

0
e−(s+Br) γK0

(
2
√

Arγ
)

γR−1dγ

+ 2
R∑

r=1

√
Ar(

R∏
r=1

Br)
∫ ∞

0
e−(s+Br)γK1

(
2
√

Arγ
)

γR− 1
2 dγ, (B.69)

The integrals in (B.69) denoted I1 and I2, respectively, can be evaluated
with the help of [28, Eq. (6.631)], which with some extra manipulations
leads to

I1 =
Γ 2(R)(s + Br)−R+ 1

2

2
√

Ar
e

Ar
2(s+Br) W−R+ 1

2
,0

(
Ar

s+Br

)
, (B.70)

I2 =
Γ(R + 1)Γ(R)(s+Br)−R

2
√

Ar
e

Ar
2(s+Br) W−R, 1

2

(
Ar

s+Br

)
. (B.71)

where Γ (n) is the gamma function of order n. Combining (B.69), (B.70),
and (B.71), the desired result given in (B.26) is achieved.

Appendix IV: Proof of Theorem 2

From (B.38)-(B.40), and by using a tractable definition of the diversity gain
in [31, Eq. (1.19)], we have

Gd = − lim
μ→∞

log (Pe(R))
log (μ)

= − lim
μ→∞

log (Ω(μ,R)) + log (C1(μ,R))
log (μ)

= − lim
μ→∞

log
(
μ−R

)
log (μ)

− lim
μ→∞

log (log (μ))
log (μ)

= R (B.72)

where in the second, third, and fourth equations, we have used the l’Hôpital’s
rule. Hence, it is proven that AF opportunistic relaying scheme derived in
Section III, provides full diversity of order R in a network consisting of R
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relays.
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Abstract

This letter analyzes the performance of repetition-based cooperative diver-
sity wireless networks using amplify-and forward relaying, in which each
relay has only statistical knowledge of the source-relay link. The network
channels are modeled as independent, non-identical, Rayleigh distributed
coefficients. The exact symbol error rate is derived using the moment
generating function (MGF). We derive the probability density function and
MGF of the total SNR. Then, the MGF is used to determine the symbol
error rate (SER). The diversity order of the amplify-and-forward coopera-
tion with partial statistical channel state information is also found via the
asymptotic behavior of the average SER, and it is shown that the cooper-
ative network achieves full diversity. Our analytical results are confirmed
by simulations.
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Introduction

1 Introduction

Cooperative diversity networks technique is a promising solution for the
high data-rate coverage required in future cellular and ad-hoc wireless
communications systems. Several cooperation strategies with different re-
laying techniques, including amplify-and-forward (AF), decode-and-forward (DF),
and selective relaying, have been studied in Laneman et al.’s seminal pa-
per [1]. Cooperative transmissions have been categorized into space-time
coded cooperation (see, e.g., [2–5]) and repetition-based cooperation (see,
e.g., [6–8]).

In [7], the authors derived asymptotic average symbol error rate (SER)
for AF cooperative networks, when relays have instantaneous channel state
information (CSI). An exact average SER analysis for a AF cooperative net-
work (with knowledge of instantaneous CSI at the relays) is presented
in [6]. Using scaling factors which depend on partial statistical CSI in
AF relays, i.e., each relay has only statistical knowledge of the source-
relay channel, were first proposed in [9]. In [3, 10, 11], relays with partial
statistical CSI are used in space-time coded cooperation.

In this letter, we apply AF relaying with partial statistical CSI to the case
of repetition-based cooperation, in which R amplifying relays retransmit
the source’s signal in a time-division multiple-access (TDMA) manner. We
derive the exact average SER of this system for M-PSK transmissions over
Rayleigh-fading channels. We first find closed-form expressions for the
cumulative distribution function (CDF), probability density function (PDF)
and MGF of the total SNR. Then, the MGF is used to determine the average
SER. We also derive the diversity order of the AF cooperation with partial
statistical CSI via the asymptotic behavior of the average SER, and show
that the cooperative network presented in this paper achieves full diversity
order R + 1.

2 System Model

Consider a network consisting of a source, R relays, and one destination.
We denote the source-to-destination, source-to-ith relay, and ith relay-to-
destination links by f0, fi, and gi, respectively. Suppose each link has
Rayleigh fading, independent of the others. Therefore, f0, fi, and gi are
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complex Gaussian random variables, which are jointly independent, with
zero-mean and variances σ2

f0
, σ2

fi
, and σ2

gi
, respectively. Similar to [1], our

scheme requires two phase of transmission. During the first phase, the
source node transmits a signal s(n), where n is the time index, to all relays
and the destination. The received signal at the destination and the ith
relay from the source in the first phase can be written as

y0(n) =
√

ε0f0s(n) + w0(n), (C.1)

ri(n) =
√

ε0fis(n) + vi(n), (C.2)

respectively, where ε0 is the average total transmitted symbol energy of the
source, since we assume the information bearing symbols s(n)’s are nor-
malized to one (M-PSK), and w0(n) and vi(n) are complex zero-mean white
Gaussian noises with variances N0 and Ni, respectively. Under repetition-
based amplify-and-forward cooperation, each relay scales its received sig-
nal with the scaling factor αi. Then, the ith relay retransmits the scaled
version of the received signal towards the destination in the ith interval of
the second phase, i.e.,

yi(n) = gi αi ri(n) + wi(n), (C.3)

where wi(n) is a complex zero-mean white Gaussian noise with the vari-
ance of N0. When there is no instantaneous CSI at the relays, but statis-
tical CSI of the source-to-ith relay link is known, a useful constraint is to
ensure that a given average transmitted power is maintained. That is,

αi =
√

εi

ε0σ2
fi

+ Ni
, (C.4)

where εi is the average transmitted power at relay i, such that all relays
transmits with the same average power.

Assuming maximum ratio combining (MRC) at the destination, the total
received signal-to-noise ratio (SNR) can be written as

γd = γ0 +
R∑

i=1

γi, (C.5)

where γ0 = |f0|2ε0/N0 is the instantaneous SNR between the source and ith
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relay, and γi can be shown to be

γi =
|fi|2|gi|2

Ai|gi|2 + Bi
, (C.6)

for i = 1, . . . , R, where Ai and Bi are given by

Ai =
Ni

ε0
, Bi =

N0(σ2
fi

ε0 + Ni)
ε0εi

. (C.7)

3 Performance Analysis

3.1 Exact Symbol Error Probability Expression

In this subsection, we will derive the SER formula of a repetition-based
relay network with noncoherent relays, using the MGF method. First, we
will derive the PDF of γi in (C.6). This is needed for calculating the average
SER.

Using the same procedure for calculating the CDF of product of two
exponential random variable which is given in [3, Eq. (19)], and with the
help of [12, Eq. (3.324)], the CDF of γi in (C.6) can be presented to be

Pr{γi < γ} = 1 − 2 e
−Aiγ

σ2
gi

√
Biγ

σ2
fi

σ2
gi

K1

(
2

√
Biγ

σ2
fi

σ2
gi

)
, (C.8)

where Kj(x) is the modified Bessel function of the second kind of order
j [13]. Thus, the PDF of γi can be found by taking the derivative of (C.8)
with respect to γ, and using [14, Eq. (24.55)], yielding

p(γi) =
2Bi

σ2
fi

σ2
gi

e
−Aiγi

σ2
gi K0

(
2

√
Biγi

σ2
fi

σ2
gi

)

+
2Ai

σ2
gi

√
Biγi

σ2
fi

σ2
gi

e
−Aiγi

σ2
gi K1

(
2

√
Biγi

σ2
fi

σ2
gi

)
. (C.9)

Recalling the independence of f0, fi, and gi, the MGF of γd in (C.5), i.e.,
Md(−s) = E{e−sγd}, can be written as

Md(−s) = M0 (−s)
R∏

r=1

Mi (−s) , (C.10)
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where Mi(−s) is the MGF of γi in (C.6), while M0(−s) = 1
1+σ2

f0
ε0s/N0

is the

MGF of γ0. Considering (C.9), and with the help of [12, Eq. (6.643)], the
MGF of γi can be calculated as

Mi(−s) =

⎡
⎢⎣
√√√√ Bi

(s + Ai
σ2

gi

) σ2
fi

σ2
gi

W− 1
2
,0

⎛
⎝ Bi

(s + Ai
σ2

gi

) σ2
fi

σ2
gi

⎞
⎠

+
AiΓ (2)

σ2
gi

(s + Ai
σ2

gi

)
W−1,− 1

2

⎛
⎝ Bi

(s + Ai
σ2

gi

) σ2
fi

σ2
gi

⎞
⎠
⎤
⎦e

Bi

2(s+
Ai
σ2

gi

)σ2
fi

σ2
gi

, (C.11)

where Wa,b(x) is Whittaker’s function of orders a and b (see e.g., [13] and
[12, Subsection 9.224]). Note that Whittaker’s function can be presented in
terms of a generalized hypergeometric function (see, e.g., [12, Eq. (9.220)]).

Using Md(−s), the the average SER for M-ary phase-shift keying (M-
PSK) can be written as [15, p. 271]

Pe(R) =
1
π

∫ (M−1)π
M

0
Md

( −ρ

sin2 φ

)
dφ, (C.12)

where ρ = sin2
(

π
M

)
. The result of (C.12) can also be used to find average

SER for nonconstant modulus transmissions like M-ary amplitude modu-
lation (M-AM and M-QAM as indicated in [15, Eqs. (9.19) and (9.21)].

3.2 Diversity Analysis

In this subsection, we will study the achievable diversity gain in a AF
repetition-based network containing R relays with partial statistical CSI at
the relays.

A tractable definition of the diversity, or diversity gain, is Gd = − lim
μ→∞

log (Pe(R))
log (μ)

,

where μ is the SNR [16, Eq. (1.19)]. Furthermore, (C.12) can be upper-
bounded by Pe(R) ≤ (

1 − 1
M

)
Md (−ρ) < Md (−ρ) [15, p. 271]. Hence, we

have

Gd ≥ − lim
μ→∞

log(Md(−ρ))
log(μ)

. (C.13)

Therefore, using (C.10), we can find the diversity order of repetition-
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based AF system in which relays have partial statistical CSI as follows:

Gd ≥ − lim
μ→∞

log (Md (−ρ))
log (μ)

= − lim
μ→∞

∑R
k=0 log (Mk (−ρ))

log (μ)

= −
R∑

k=0

lim
μ→∞

log (Mk (−ρ))
log (μ)

. (C.14)

For the simplicity in deriving the expressions and without lose of gen-
erality, similar to [11], we assume equal power allocation among the two
transmission phases and among the relays, i.e., ε0 = R εi, for i = 1, . . . , R,
and Ni = N0. Then, by defining μ = N0

ε0
, we have

lim
μ→∞

− log (M0 (−ρ))
log (μ)

= lim
μ→∞

log
(
1 + σ2

f0
μρ
)

log (μ)
= 1. (C.15)

Now, for calculating (C.14) we need to solve limμ→∞
log(Mi(−ρ))

log(μ) , for i =
1, . . . , R.

With the help of the integral in [12, Eq. (9.22)], it can be shown that
Wβ, 1

2
+β(x) = x−βex/2Γ (2β+1, x), where Γ (·, ·) is the incomplete gamma func-

tion [12, Eq. (8.350)]. On the other hand, the incomplete gamma function
can be represented as exponential integrals En(x) = xn−1Γ (1 − n, x), where
n is an integer [13, Eq. (5.1.45)]. Thus, we can represent W− 1

2
,0(·) and

W−1,− 1
2
(·) in terms of exponential integrals, En(·):

W− 1
2
,0(x) = x

1
2 e

x
2 E1(x), W−1,− 1

2
(x) = e

x
2 E2(−x). (C.16)

Therefore, Mi (−ρ) in (C.11) can be rewritten as

Mi(−ρ)=e

Bi

(ρ+
Ai
σ2

gi

)σ2
fi

σ2
gi

⎡
⎣ Bi

(ρ+ Ai
σ2
gi

)σ2
fi

σ2
gi

E1

⎛
⎝ Bi

(ρ+ Ai
σ2
gi

)σ2
fi

σ2
gi

⎞
⎠

+
AiΓ (2)

σ2
gi

(ρ + Ai
σ2

gi

)
E2

⎛
⎝ Bi

(ρ + Ai
σ2

gi

)σ2
fi

σ2
gi

⎞
⎠
⎤
⎦ . (C.17)

Furthermore, using [13, Eq. (5.1.11)], the series representation of Ei(x),
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for x > 0, can be expressed as

E1(x) = −κ − log(x) −
∞∑

k=1

−xk

k k!
, (C.18)

E2(x) = e−x + κx + x log(x) +
∞∑

k=1

(−x)k+1

k k!
. (C.19)

where κ is Euler’s constant, i.e., κ ≈ 0.5772156 [12]. Then, using (C.18) and
(C.19), and by defining Ci = R

μρ σ2
gi

, we have

lim
μ→∞

− log (Mi (−ρ))
log (μ)

= lim
μ→∞

− log
(
eCi

[
CiE1(Ci) + 2AiΓ (2)

σ2
gi

g
E2(Ci)

])
log (μ)

= lim
μ→∞

− log
(
eCiCiE1(Ci)

)
log (μ)

= lim
μ→∞−Ci + log (Ci) + log (− log (Ci))

log (μ)
= 1. (C.20)

In the last equation, we have used the l’Hôpital’s rule. As a result, by
substituting (C.15) and (C.20) in (C.14), we find that the system provides
full diversity, i.e., Gd = R + 1.

4 Simulation Results

In this section, we show numerical results of the analytical SER for binary
phase shift keying (BPSK) modulation. We plot the performance curves in
terms of average SER versus SNR of the transmitted signal (εT /N0), where
εT is the total transmitted power during two phases, i.e., εT = ε0 +

∑R
i=1 εi.

We use the block fading model and it is assumed that the relays and the
destination have the same value of noise power (Ni = N0). We assume all
the source-relays and relays-destination links have unit-variance Rayleigh
flat fading, i.e., σ2

fi
= σ2

gi
= 1, and the direct source-destination has doubled

distance as source-relays link, which by assuming path loth exponent 2,
σ2

f0
= 1/4. Furthermore, we assume equal power allocation scheme, i.e.,

ε0 = R εi, for i = 1, . . . , R, which is a reasonable choice [7, 10].
Fig. C.1 confirms that the analytical SER expressions in Subsection
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Fig. C.1: The average SER curves of relay networks employing repetition-
based transmission with scaling factor in (C.4) and BPSK signals.

III-A for finding the average SER have similar performance as simulation
result. We consider a network with R = 1, 2, 3 and we have averaged the
error rate over 200 000 fading realization. The analytical results are based
on (C.12).

5 Conclusion

Performance analyzes for AF cooperative networks with noncoherent re-
lays over independent, non-identical, Rayleigh fading channels has been
investigated. The closed-form expressions for the CDF, pdf, and MGF of
the total received SNR at the destination have been derived. Then, we
have computed the exact SER of a repetition-based cooperative network
with R parallel relays and M-PSK signaling using the gain in (C.4). Using
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the asymptotic analysis of the SER expression, we have shown that this
cooperative network achieves full diversity order R + 1. Simulations are in
accordance with analytic results.
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Abstract

This letter analyzes the performance of repetition-based cooperative wire-
less networks using amplify-and forward relaying. The network consists of
a source, R parallel relays, and a destination, and the channel coefficients
are distributed as independent, non-identical, Nakagami-m. The approx-
imated average symbol error rate (SER) is investigated. For sufficiently
large SNR, this letter derives a close-form average SER when m is an inte-
ger. The simplicity of the asymptotic results provides valuable insights into
the performance of cooperative networks and suggests means of optimiz-
ing them. We also use simulation to verify the analytical results. Results
show that the derived error rates are tight approximations particularly at
medium and high SNR.
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1 Introduction

Cooperative diversity networks technique is a promising solution for the
high data-rate coverage required in future cellular and ad-hoc wireless
communications systems. Cooperative transmissions have been catego-
rized into space-time coded cooperation (see, e.g., [1, 2]) and repetition-
based cooperation, in which relays retransmit the source’s signal in a
time-division multiple-access (TDMA) manner (see, e.g., [3–5]).

In [4], the authors derived asymptotic average symbol error rate (SER)
for amplify-and-forward (AF) cooperative networks. An exact average SER
analysis for a AF cooperative network is presented in [3]. An asymptotic
analysis of the SER of a selection AF network over Rayleigh fading chan-
nels is studied in [6]. In [7], semianalytical lower-bounds of the outage
probability of single-branch AF multihop wireless systems over Nakagami-
m fading channels is evaluated. Authors in [8] derived the closed-form
lower-bounds on the outage probability and SER of single-branch AF mul-
tihop wireless systems over Nakagami-m fading channels.

In this letter, we derive tight approximations for the average SER of
repetition-based cooperative networks over independent non-identical Nakagami-
m fading channels in AF mode. We first find the approximated expres-
sion for the average SER. For sufficiently high SNR, we derive a simple
closed-form average SER expression for a network with multiple cooperat-
ing branches. We verify the obtained analytical results using simulations.
Results show that the derived error rates are tight bounds particularly at
medium and high SNR.

2 System Model

Consider a network consisting of a source, R relays, and one destination.
We denote the source-to-destination, source-to-ith relay, and ith relay-
to-destination links by h, fi, and gi, respectively (see [2, Fig. 1] for an
illustration of the system model). Suppose each link has Nakagami-m
fading, independent of the others. Similar to [9], our scheme requires two
phases of transmission. During the first phase, the source node transmits
a signal s(n), where n is the time index, to all relays and the destination.
The received signal at the destination and the ith relay from the source in
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the first phase can be written as

y0(n) =
√

ε0 h s(n) + w0(n), (D.1a)

ri(n) =
√

ε0fis(n) + vi(n), (D.1b)

respectively, where ε0 is the average total transmitted symbol energy of
the source, since we assume E{sHs} = 1, and w0(n) and vi(n) are complex
zero-mean white Gaussian noises with variances N0 and Ni, respectively.
Under repetition-based amplify-and-forward cooperation, each relay scales
its received signal with the scaling factor αi. Then, the ith relay retransmits
the scaled version of the received signal towards the destination in the ith
interval of the second phase, i.e.,

yi(n) = gi αi ri(n) + wi(n), (D.2)

where wi(n) is a complex zero-mean white Gaussian noise with variance
N0. To constrain transmit power at the relay, the scaling factor can be
chosen as αi =

√
εi

ε0|fi|2+Ni
, where εi is the transmit power at relay i, such

that all relays transmits with the same power.
Assuming maximum ratio combining (MRC) at the destination, the total

received signal-to-noise ratio (SNR) can be written as

γd = γh +
R∑

i=1

γfi
γgi

γfi + γgi + 1
, (D.3)

where γh = |h|2ε0/N0, γfi
= |fi|2ε0/Ni, and γgi = |gi|2εi/Ni.

3 Performance Analysis

3.1 Approximate SER Expression

In this subsection, we will derive a closed-form SER formula of AF repetition-
based cooperative networks over Nakagami-m fading channels in the high
SNR regime. This simple expression can also be used for a power allo-
cation strategy among the cooperative nodes, or to get an insight on the
diversity-multiplexing tradeoff of the system.

The total SNR in (D.3) can be upper-bounded as γu = γh+
∑R

i=1 γi, where
γi = min{γfi

, γgi} [3, 5].
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The PDF of γh is as follows [10, Eq. (5.14)]

ph(γ) =
mm0

0 γm0−1

γm0
h Γ (m0)

e
−m0γ

γh , (D.4)

where m0 is the Nakagami-m fading parameter of h, Γ (·) is the gamma
function, and γh = E[γh].

In [11, Eq. (6)], the PDF of γi is derived as

pi(γ) =

[(
mfi

γfi

)mfi

γmfi
−1e

−mfi
γ

γfi Γ

(
mgi ,

mgi

γgi

γ

)
+

(
mgi

γgi

)mgi

γmgi−1e
−mgiγ

γgi Γ

(
mfi

,
mfi

γfi

γ

)]
/[Γ(mfi

)Γ(mgi)], (D.5)

where Γ (α, x) is the incomplete gamma function of order α [12, Eq. (8.350)],
γfi

= E[γfi
], γgi

= E[γgi ], mfi
and mgi are the Nakagami-m fading parameters

of fi and gi, respectively.

Now, we are deriving the SER expression for the repetition-based co-
operative scheme with M-PSK signals. Averaging over conditional SER
Pe

(
R|h, {γi}R

i=1

)
= Q

(√
ρ γu

)
, where ρ = 2 sin2

(
π
M

)
and Q(x) = 1/

√
2π
∫∞
x e−u2/2 du,

the average SER can be written as a (R+1)-folded integral given by [10, Eq.
(9.9)]

Pe(R) =
∫ ∞

0;(R+1)−fold
Pe

(
R|h, {γi}R

i=1

)
ph(γh) dγh

R∏
i=1

(pi(γi) dγi) . (D.6)

The result of (D.6) can also be used to find the average SER for noncon-
stant modulus transmissions like M-ary amplitude modulation (M-AM)
and M-QAM as indicated in [10, Eqs. (9.19) and (9.21)].

3.2 Asymptotic SER Expression

Now, we are going to derive a closed-form SER formula at the destination,
which is valid in the high SNR regime. Before deriving the asymptotic
expression, we present two lemmas.

Lemma 1 Let the Nakagami-m fading parameters of channels be integer

numbers, and mi � min {mfi
, mgi}. The (mi − 1)th order derivative of pi(γ)
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with respect to γ at zero is computed as

∂mi−1pi

∂γmi−1
(0) =

mmi
i (mi − 1)!

Γ (mi)
Λ(mi, γfi

, γgi
). (D.7)

where Λ(mi, γfi
, γgi

) is defined as

Λ(mi, γfi
, γgi

) =

⎧⎪⎨
⎪⎩

γ −mi
fi

, if mfi < mgi

γ −mi
fi

+ γ −mi
gi

, if mfi
= mgi

γ −mi
gi

, if mfi
> mgi

(D.8)

Furthermore, the nth (n < mi − 1) order derivatives of pi(γ) with respect to

γ at zero are null.

Proof: Using the definition of incomplete gamma function, we have

Γ (mi, 0) = Γ (mi). Moreover, from [12, Eq. (8.356)], we have
−d Γ (α,x)

dx =
xα−1e−x. Thus, applying the chain rule for differentiating composite func-

tions, the desired result in (D.7) is obtained. The second part of the lemma

can straightforwardly be calculated using the same procedure given above.

�

Lemma 2 Consider a finite set of nonnegative random variables X = {X0, X1, . . . , XR}
whose (mj − 1)th order derivative PDFs pj, j = 0, 1, . . . , R, have nonzero val-

ues at zero. If the random variable Y is the sum of the components of the

set X , i.e. Y =
∑R

j=0 Xi, then all the derivatives of pY evaluated at zero up to

order ν − 1, ν =
∑R

i=1 mi + m0 − 1, are zero, while the ν-th order derivative is

given by

∂ νpγ

∂γν
(0) =

R∏
j=0

∂mj−1pj

∂γmj−1 (0), (D.9)

Proof: As we are interested in the value at zero, we can use the initial

value theorem of Laplace transforms [13] to arrive at (D.9). Since Y is the

sum of R + 1 independent random variables, we have Mγ(s) =
∏R

j=0 Mj(s),
where Mγ(s) and Mj(s), j = 0, 1, . . . , R, are the Laplace transforms of pγ(γ)
and pj(γ), j = 0, 1, . . . , R, respectively.

The Laplace transform of the νth order derivative of pγ(γ), where ν =∑R
i=1 mi + m0 − 1, can be computed as sνMγ(s)− sν−1pγ(0)− · · · − s

∂ν−2pγ

∂γν−2 (0)−
∂ν−1pγ

∂γν−1 (0) [13, Eq. (7.29)]. Using the initial value theorem, we have

∂νpγ

∂γν
(0) = lim

s→∞ sν+1Mγ(s), (D.10)
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where we have used that pγ(0) = · · · = ∂ν−2pγ

∂γν−2 (0) = ∂ν−1pγ

∂γν−1 (0) = 0. Substituting

Mγ(s) as its equivalent representation based on Mj(s), we can rewrite (D.10)
as

∂νpγ

∂γν
(0)= lim

s→∞

R∏
j=0

smjMj(s)=
R∏

j=0

lim
s→∞ s smj−1Mj(s). (D.11)

However, each of the limits in (D.11) is precisely corresponding the (mj−1)th
order PDF of pj(γ), evaluated at zero, from where we obtain (D.9).

The fact that this limit is not infinite validates the assumption of consid-

ering pγ(0) = · · · = ∂ν−2pγ

∂γν−2 (0) = ∂ν−1pγ

∂γν−1 (0) = 0 (using the initial value theorem,

∂k−1pγ

∂γk−1 (0) = lims→∞ skMγ(s), k ≤ ν =
∑R

i=1 mi + m0 − 1, but if the limit with

sν+1 is finite, the limit with sk should be 0) which completes the proof. �

Asymptotic expression for the SER of the system under Nakagami-m
fading is presented in the following theorem.

Theorem 1 Suppose the relay network consisting of R relays with Nakagami-

m fading channels, where m parameters are integer number. The SER of this

system at high SNRs can be calculated as

Pe ≈ Δ(R)
γm

h

R∏
i=1

Λ(mi, γfi
, γgi

), (D.12)

where Λ(mi, γfi
, γgi

) is defined in (D.8) and

Δ(R) =
c

2ρν+1(ν + 1)!

R∏
j=0

(mj−1)!mmj

j

Γ (mj)

ν+1∏
i=1

(2i − 1) (D.13)

where ν =
∑R

i=1 mi + m0 − 1.

Proof: To deduce the asymptotic behavior of the average SER (as γ→∞),

we are using the approximate expression given in [14]. When the derivatives

of pγ(γ) up to ν-th order are null at γ =0, then the SER at high SNRs can be

given by

Pe ≈
∏ν+1

i=1 (2i − 1)
2(ν + 1)ρν+1

c

ν!
∂νpγ

∂γν
(0). (D.14)

Applying Lemmas 1 and 2, (D.14) can be rewritten as

Pe ≈
∏ν+1

i=1 (2i − 1)
2(ν + 1)ρν+1

c

ν!
∂m0−1ph

∂γm0−1
(0)

R∏
i=1

∂mi−1pi

∂γmi−1
(0). (D.15)
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Fig. D.1: The average SER curves of relay networks employing repetition-
based transmission with different relay number R and Nakagami-m, and
using QPSK signals.

Furthermore, using (D.4), it can be shown that

∂m0−1ph(γ)
∂γm0−1

(0) =
mm0

0 (m0 − 1)!
Γ (m0)

1
γm0

h

. (D.16)

Combining (D.15)-(D.16) and using Lemma 1, (D.12) is obtained. �

4 Simulation Results

In this section, we show numerical results of the analytical SER for QPSK
modulation. We plot the performance curves in terms of average SER ver-
sus the transmit SNR (ε0/N0). It is assumed that the relays and the desti-
nation have the same value of noise power (Ni =N0) and all channels have
the same value of m, i.e., mh=mfi

=mgi. We assume the network channels
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have Nakagami-m flat fading with parameter m = 1, 2. The source-relays
and relays-destination links assumed to be equal, i.e., E[|fi|2]=E[|gi|2]= 1,
and the direct source-destination has doubled distance of source-relays
links, which by assuming path-loss exponent 3, E[|h|2]=1/8. Furthermore,
we assume equal power allocation scheme, i.e., ε0 = Rεi, for i = 1, . . . , R,
which is a reasonable choice [2, 4].

Fig. D.1 confirms that the analytical SER expressions in Section III for
finding the average SER have similar performance as simulation result.
We consider a network with R = 1, 2. One observe that the analytical re-
sult based on (6) approximates the simulated result with a good precision.
Furthermore, we have sketched the asymptotic average SER derived in
Theorem 1. It can be seen that the asymptotic expression well approxi-
mate the simulations in high SNR conditions.

5 Conclusion

Performance analysis for AF repetition-based cooperative networks over
independent non-identical Nakagami-m fading channels have been inves-
tigated. The approximated average SER is obtained, when M-PSK mod-
ulation is employed. Moreover, we have derived a simple closed-form ex-
pression for the average SER in the high SNR regime when m is an integer,
which is valid for any number of relays. Our numerical results show that
derived SER expressions are tight bounds at medium and high SNR val-
ues.
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Abstract

This letter analyzes the performance of single relay selection cooperative
wireless networks using amplify-and forward relaying. The network chan-
nels are modeled as independent, non-identical, Rician distributed coef-
ficients. We derive approximate formulas for the symbol error rate (SER)
of the opportunistic relaying cooperative network. We first derive the PDF
of the approximate value of the total SNR. Then, assuming M-PSK or M-
QAM modulations, the PDF is used to determine the SER. For sufficiently
large SNR, this letter derives the close-form average SER. The simplicity of
the asymptotic results provides valuable insights into the performance of
cooperative networks and suggests means of optimizing them. We also use
simulation to verify the analytical results. Results show that the derived
error rates are tight bounds particularly at medium and high SNR.
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1 Introduction

Cooperative diversity networks technique is a promising solution for the
high data-rate coverage required in future cellular and ad-hoc wireless
communications systems. Several cooperation strategies with different re-
laying techniques, including amplify-and-forward (AF), decode-and-forward (DF),
and selective relaying, have been studied in Laneman et al.’s seminal pa-
per [1]. In [2], the authors derived asymptotic average symbol error rate
(SER) for AF repetition-based cooperative networks. An exact average SER
analysis for a AF cooperative network is presented in [3]. The perfor-
mance analysis of AF-based space-time cooperation under Rayleigh fading
is studied in [4].

In [5], an opportunistic relaying scheme is introduced. According to
opportunistic relaying, a single relay among a set of R relay nodes is se-
lected, depending on which relay provides for the best end-to-end path
between source and destination. Performance and outage analysis of this
relay selection scheme is studied in [6] and [7]. Also in [8], we analyzed the
performance of AF opportunistic relaying networks over Rayleigh fading,
when the relays have statistical CSI of the local source-relay channels.

In practice, the desired user often has a line-of-sight (LOS) to the re-
ceiver, therefore, this channel can be modeled as Rician fading. The pres-
ence of LOS has been confirmed through physical measurement for a num-
ber of applications, such as micro-cellular mobile and indoor radio. In
contrast to the Rayleigh distribution, there are few performance results for
wireless relay networks in these practical Rician fading conditions. Simi-
lar to [9], we have modeled the source-to-destination, source-to-relay, and
relay-to-destination links as fixed LOS component and a randomly varying
non-LOS component, which is often the case in cellular fixed relaying and
wireless mesh networks.

In this letter, we derive tight approximations for the average SER of op-
portunistic relaying networks over independent non-identical Rician fading
channels in AF mode. We first find the closed-form expressions for the cu-
mulative distribution function (CDF) and the probability density function
(PDF) of the total SNR. Then, the PDF is used to determine the lower and
upper bounds. For sufficiently high SNR, we derive a simple closed-form
average SER expression, for AF opportunistic relaying links with multiple
cooperating branches. Based on the proposed approximated SER expres-
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sion, it is shown that using AF opportunistic relaying over Rician fading
channels, full-diversity can be obtained. We verify the obtained analytical
results using simulations. Results show that the derived error rates are
tight bounds particularly at medium and high SNR.

2 System Model

Consider a network consisting of a source, R relays, and one destination.
We denote the source-to-destination, source-to-i-th relay, and i-th relay-
to-destination links by h, fi, and gi, respectively. Suppose each link has
Rician flat fading, independent of the others. Similar to [1], our scheme
requires two phase of transmission. During the first phase, the source
node transmits a signal s(n), where n is the time index, to all relays and
the destination. The received signal at the destination and the i-th relay
from the source in the first phase can be written as

y1(n) =
√

εsh s(n) + w1(n), (E.1a)

ri(n) =
√

εsfis(n) + vi(n), (E.1b)

respectively, where εs is the average total transmitted symbol energy of the
source, since we assume the information bearing symbols s(n)’s are nor-
malized to one, and w1(n) and vi(n) are complex zero-mean white Gaussian
noise vectors with variances N0 and Ni, respectively.

In the second phase of transmission, we use an opportunistic relaying
scheme. That is, the relay with the highest value of γi = min{γfi

, γgi} is
selected for retransmitting of the source’s signal, where γfi

= |fi|2εs/Ni

is the instantaneous SNR between the source and i-th relay, and γgi =
|gi|2εs/N0 is the instantaneous SNR between the i-th relay and destination.

The received signal at the destination in the second phase becomes

y2(n) = gmax α rmax(n) + w2(n), (E.2)

where the index max is indicating the selected relay and w2(n) is a com-
plex zero-mean white Gaussian noise vector with the variance of N0. The
parameter α =

√
εs

εs|fmax|2+Nmax
is the amplifying factor at the selected relay.

Assuming maximum ratio combining (MRC) between the received sig-
nals y1(n) and y2(n), the total SNR at the destination can be written as [2], [10]

γd = γh +
γfmaxγgmax

γfmax + γgmax + 1
, (E.3)
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where γh = |h|2εs/N0.

3 Performance Analysis

3.1 Approximate SER Expression

In this subsection, we will derive the SER formula of the best relay selec-
tion strategy in AF mode over Rician fading channels.

The total SNR in (E.3) can be approximated by its upper bound (γb) as
follows

γd ≤ γb = γh + γmax, (E.4)

where γmax � max {γ1, γ2, . . . , γR} and γi = min{γfi
, γgi}. The approximate

SNR value γb is analytically more tractable than the exact value in (E.3).
This approximation is adopted in many recent papers (e.g., [5], [11], [12])
and it is shown to be accurate enough at medium and high SNR values.

The PDF of γh is as follows [13, Eq. (5.10)]

ph(γ) =
(K0+ 1)

γh

e
−
[
K0+(K0+1) γ

γh

]
I0

(
2

√
K0(K0 + 1)γ

γh

)
, (E.5)

where K0 is the Rician factor of the source-destination link, which is de-
fined as the ratio of the power in the LOS component to the power in the
other (non-LOS) multipath components [13]. In (E.5), I0(·) is the modified
Bessel function of first kind and order zero, and γh = E[γh] where E[·] is the
expectation operation.

In the following, we will derive the PDF of γi, which is required for
calculating the average SER. Using the definition of the first-order Marcum
Q-Function Q1 (·, ·) in [13, Eq. (4.10)], we find the CDF of γi as

Pr (γi < γ) = 1 − Pr (γfi
> γ) Pr (γgi > γ)

= 1−Q1

(√
2Kfi ,

√
2(Kfi

+1)γ
γfi

)
Q1

(√
2Kgi ,

√
2(Kgi+1)γ

γgi

)
, (E.6)

where γfi
= E[γfi

], γgi
= E[γgi ], and Kfi

and Kgi are the Rician factors of fi

and gi, respectively. Thus, the PDF can be found by taking the derivative
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of (E.6) with respect to γ, yielding

pi(γ) =
d

dγ
P (γi < γ) = Q1

(√
2Kgi ,

√
2(Kgi + 1)γ

γgi

)
pfi

(γ)

+ Q1

(√
2Kfi

,

√
2(Kfi

+ 1)γ
γfi

)
pgi(γ), (E.7)

where pfi
(γ) and pgi(γ) are similar to ph(γ) in (E.5), with substituting γh for

γfi
and γgi

, respectively.

The conditional SER of the best relay selection system under AF mode
with R relays can be written as Pe

(
R |h, {γi}R

i=1

)
= cQ

(√
g γb

)
, where Q(x) =

1/
√

2π
∫∞
x e−u2/2 du and the parameters c and g are represented as

cQAM =4
√

M − 1√
M

, cPSK =2, gQAM =
3

M − 1
, gPSK =2 sin2

( π

M

)
.

For calculating the average SER, we need to find the PDF of γmax. Using
the result from order statistics, and by assuming that all channel coeffi-
cients are independent of each other, the PDF of γmax can be written as

pmax(γ) =
R∑

i=1

pi(γ)
R∏

j=1
j �=i

Pr{γj ≤ γ}. (E.8)

where Pr{γj<γ} and pi(γ) are derived in (E.6) and (E.7), respectively.

Now, we are deriving the SER expression for the selection relaying
scheme discussed in Section II. Averaging over conditional SER, and by
assuming that γh and γmax are independent, the average SER would be

Pe(R)=
∫ ∞

0

∫ ∞

0
Pe

(
R|h, {γi}R

i=1

)
ph(γh)pmax(γmax)dγhdγmax

=
∫ ∞

0

∫ ∞

0
cQ (

√
g γb) ph(γh)pmax(γmax) dγh dγmax. (E.9)

Note that it is possible to obtain an upper-bound expression for the
average SER, when we define γ̂i = 1

2γi = 1
2 min{γfi

, γgi}. In this case, using
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(E.8), the PDF of γ̂max � max {γ̂1, γ̂2, . . . , γ̂R} can be calculated as

p̂max(γ) = 2
R∑

i=1

pi(2γ)
R∏

j=1
j �=i

Pr{γj < 2γ}. (E.10)

Using (E.9) and (E.10), an upper-bound expression for SER is

Pe(R)≤
∫ ∞

0

∫ ∞

0
cQ (

√
gγb) ph(γh)p̂max(γ̂max)dγhdγ̂max. (E.11)

3.2 Asymptotic SER Expression

Now, we are going to derive a closed-form SER formula at the destination,
which is valid in high SNR regime. This simple expression can be used
for a power allocation strategy among the cooperative nodes, or to get an
insight on the diversity-multiplexing tradeoff of the system.

Using the series representation of I0(·) in [14, Eq. (24.32)] and Q1(x, 0) =
1, it can be shown that dnpi

dγn (0), n ∈ N, has a limited nonzero value. There-
fore, using the chain rule, (E.8), and the fact that Pr{γj < 0} = 0, it can be
shown that

dR−1pmax

dγR−1
(0) = R

R∏
j=1

pj(0), (E.12)

and dvpmax

dγv (0) = 0, for v < R − 1.
Before deriving the SER expression for high SNR values, the following

lemma is needed.

Lemma 1 All the derivatives of the PDF of γb, i.e., pγ, evaluated at zero up

to order (R − 1) are zero, while the R-th order derivative is given by

∂Rpγ

∂γR
(0) = ph(0)

dR−1pmax

dγR−1
(0). (E.13)

Proof: As we are interested in the value at zero, we can use the initial

value theorem of Laplace transforms [15] to arrive at (E.13). Since γb is the

sum of two independent random variables, we have Mγ(s) = Mh(s) Mmax(s),
where Mh(s) = E{esγh} and Mmax(s) = E{esγmax} are the Laplace transforms

of ph(γ) and pmax(γ), respectively.
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The Laplace transform of R-th order derivative of pγ(γ) can be computed

as sRMγ(s) − sR−1pγ(0) − · · · − s
∂R−2pγ

∂γR−2 (0) − ∂R−1pγ

∂γR−1 (0) [15, Eq. (7.29)]. Using

the initial value theorem, we have

∂Rpγ

∂γR
(0) = lim

s→∞ s
(
sRMγ(s)

)
, (E.14)

where we have used that pγ(0) = · · · = ∂R−2pγ

∂γR−2 (0) = ∂R−1pγ

∂γR−1 (0) = 0. Substitut-

ing Mγ(s) as its equivalent representation based on Mh(s) and Mmax(s), we

can rewrite (E.14) as

∂Rpγ

∂γR
(0) = lim

s→∞ sR+1Mh(s) Mmax(s) (E.15)

However, lim
s→∞sMh(s) = ph(0) and lim

s→∞sRMmax(s) =
∂R−1pmax

∂γR−1
(0), from where

we obtain (E.13).
The fact that this limit is not infinite validates the assumption of considering

pγ(0) = · · · = ∂R−2pγ

∂γR−2 (0) = ∂R−1pγ

∂γR−1 (0) = 0 (using the initial value theorem,

∂v−1pγ

∂γv−1 (0) = lim
s→∞svMγ(s), v≤R, but if the limit with sR+1 is finite, the limit with

sv should be 0) which completes the proof. �

Asymptotic expression for the average SER of the selection relaying
system under Rician fading is presented in the following theorem.

Theorem 1 Suppose the relay network consisting of R relays with Rician

fading channels with the parameter K. The average SER of the system

described in Section II at high SNRs can be approximated by

Pe ≈ Ω(R)
(K0 + 1)
γheK0

R∏
r=1

(
Kfr+ 1
γfr

eKfr
+

Kgr+ 1
γgr

eKgr

)
, (E.16)

where

Ω(R) =
R

2gR+1(R + 1)!

R+1∏
r=1

(2r − 1). (E.17)

Proof: To deduce the asymptotic behavior of the average SER (as γ → ∞),

we are using the approximate expression given in [16]. When the derivatives

of pγ(γ) up to the kth order are null at γ = 0, where k is an integer number,

then the SER at high SNRs can be approximated using the McLaurin series
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of pγ(γ) as follows

Pe ≈
∏k+1

i=1 (2i − 1)
2(k + 1)gk+1

1
k!

∂kpγ

∂γk
(0), (E.18)

where
∂kpγ

∂γk (0) is the kth order derivative of the PDF of the equivalent channel,

and the derivatives of pγ(γ) up to order (k − 1) are supposed to be zero.

Applying Lemma 1 and (E.12), we have

Pe ≈
∏R+1

i=1 (2i − 1)
2(R + 1)gR+1

1
(R − 1)!

ph(0)
R∏

r=1

pi(0). (E.19)

Furthermore, from (E.5) and (E.7) we have ph(0) = (K0+1)
γh

e−K0 and pi(0) =

e−Kfi
(Kfi

+1)

γfi

+ e−Kgi
(Kgi+1)

γgi

. By replacing ph(0) and pi(0) in (E.19), the result

given in (E.16) is obtained. �

A tractable definition of the diversity gain is [17, Eq. (1.19)] Gd =
− limμ→∞

log(Pe(R))
log(μ) , where μ denotes the transmit SNR. Now, we replace

the asymptotic average SER obtained in (E.16), and by the fact that γfi
=

μ E[|fi|2] and γgi
= μ E[|gi|2], it is easy to show that the diversity order Gd

becomes R + 1.
By defining the coding gain as the reduction in the required SNR to

achieve a specified BER (see [17, page 49]), we have the following corollary:

Corollary 2 Opportunistic relaying provides the same diversity gain as repetition-

based cooperation and the coding gain in high SNR of R times less, while

providing multiplexing gain of (R + 1)/2 over repetition-based cooperation.

Proof: In [2, Proposition 2], it is shown that for a finite set of nonnega-

tive random variables {γ1, γ2, . . . , γm} whose PDFs p1, p2, . . . , pm have nonzero

values at zero, and γ =
∑m

i=1 γi, all the derivatives of pγ(γ) evaluated at zero

up to order (m − 2) are zero, while the (m − 1)th order derivative is given by

∂m−1pγ

∂γm−1
(0) =

m∏
i=1

pi(0). (E.20)

Using [2, Proposition 2] and (E.18), we get an asymptotic expression for

the average SER of repetition-based cooperation under Rician channels as

Pe ≈ Ω(R)
R

(K0 + 1)
γheK0

R∏
r=1

(
Kfr+ 1
γfr

eKfr
+

Kgr+ 1
γgr

eKgr

)
. (E.21)
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By comparing (E.21) with (E.16) and (E.17), we find that selection relaying

provides the same diversity gain as the repetition-based cooperation and the

coding gain of R times less.

On the other hand, the opportunistic relaying described in Section II has

two phases of transmission with equal time slots, while the repetition-based

cooperation, in which each relay retransmit the source data in a TDMA man-

ner, requires R + 1 phases of transmission. This means that the spectral

efficiency of the opportunistic relaying system is (R + 1)/2 times higher than

a repetition-based cooperation network. �

4 Simulation Results

In this section, we show numerical results of the analytical SER for QPSK
modulation. We plot the performance curves in terms of average SER
versus the transmit SNR (εs/N0). We use the block fading model and it
is assumed that the relays and the destination have the same value of
noise power (Ni = N0). We assume all the network channels have Rician
flat fading with parameter K0 = Kfi

= Kgi = 1. The source-relays and
relays-destination links assumed to be equal, i.e., E[|fi|2] = E[|gi|2] = 1,
and the direct source-destination has doubled distance of source-relays
links, which by assuming path loth exponent 3, E[|h|2] = 1/8. Furthermore,
we assume equal power allocation in two phases, which is a reasonable
choice [2, 18].

Fig. E.1 confirms that the analytical SER expressions in Subsection
III-A for finding the average SER have similar performance as simulation
results. We consider a network with R = 1, 2, 3, 4. One observe that the
analytical result based on (E.9) approximates the simulated results with
a good precision. The difference between the analytical result and the
simulated results comes from the upper-bound expression in (E.4) for the
received SNR. Furthermore, we have sketched the asymptotic average SER
derived in Theorem 1. It can be seen that the asymptotic expression well
approximates the simulations in high SNR conditions. The quality of the
approximation decreases when the number of cooperating terminals in-
creases, a reasonable result due to the accumulation of approximations.
In addition, Fig. E.1 shows an upper-bound for the average SER, which is
obtained by substituting p̂max(γ) in (E.10) into (E.9). Moreover, in Fig. E.1,
we compare the asymptotic SER of repetition-based cooperation derived
in (E.21) with the AF opportunistic relaying. As stated in Corollary 1,
repetition-based cooperation obtain log(R) dB coding gain in high SNR
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Fig. E.1: Performance comparison of AF opportunistic relaying with differ-
ent relay number R in Rician fading with the parameter K0 = Kfi

= Kgi = 1
and using QPSK signals.

compared to opportunistic relaying in expense of (R+1)/2 less multiplexing
gain.

5 Conclusion

Performance analysis for opportunistic relaying networks over indepen-
dent non-identical Rician fading channels have been investigated. The
total SNR is approximated by its lower and upper bounds. Then, closed-
form expressions for the CDF and PDF of the approximate total SNR have
been derived. The PDF is used to determine the approximate average SER,
when M-PSK or M-QAM modulations are employed. Moreover, we have
derived the simple closed-form solution for the average SNR in high SNR
scenarios, which is valid for any number of relays. Our numerical re-
sults show that derived SER expressions are tight bounds particularly at
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medium and high SNR values.
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Abstract

In this paper, we propose minimum power allocation strategies for repetition-
based amplify-and-forward (AF) relaying, given a required symbol error
rate (SER) at the destination. We consider the scenario where one source
and multiple relays cooperate to transmit messages to the destination.
We derive the optimal power allocation strategy for two-hop AF coopera-
tive network that minimizes the total relay power subject to the SER re-
quirement at the destination. Two outstanding features of the proposed
schemes are that the power coefficients have a simple solution and are in-
dependent of knowledge of instantaneous channel state information (CSI).
We further extend the SER constraint minimum power allocation to the
case of multi-branch, multihop network, and derive the closed-form solu-
tion for the power control coefficients. For the case of power-limited relays,
we propose two iterative algorithms to find the power coefficients for the
SER constraint minimum-energy cooperative networks. However, these
power minimization strategy does not necessarily maximize the lifetime
of battery-limited systems. Thus, we propose two other AF cooperative
schemes which consider the residual battery energy, as well as the statis-
tical CSI, for the purpose of lifetime maximization. Simulations show that
the proposed minimum power allocation strategies could considerably save
the total transmitted power compared to the equal transmit power scheme.
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Abstract

Due to the limited energy supplies of nodes in many applications like wire-
less sensor networks, energy efficiency is crucial for extending the lifetime
of these networks. This paper addresses the routing problem for outage-
restricted multihop wireless ad hoc networks based on cooperative tra-
nsmission. The source node wants to transmit messages to a single des-
tination. Other nodes in the network may operate as relay nodes. In this
paper, a new cooperative routing protocol is introduced using the Alamouti
space-time code for the purpose of energy savings, given a required out-
age probability at the destination. Two efficient power allocation schemes
are derived, which depend only on the statistics of the channels. In the
first scheme, each node needs to know only the local channel statistics,
and can be implemented in a distributed manner. In the second scheme,
a centralized power control strategy is proposed, which has a higher en-
ergy efficiency, at the expense of more complexity and signalling overhead.
Compared to non-cooperative multihop routing, an energy saving of 80%
is achievable in line networks with 3 relays and an outage probability con-
straint of 10−3 at the destination.
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Introduction

1 Introduction

Energy consumption in multihop wireless networks is a crucial issue that
needs to be addressed at all the layers of a communication system, from
the hardware up to the application. The focus of this paper is on energy ef-
ficiency when messages may be transmitted via multiple radio hops. After
substantial research efforts in the last several years, routing for multihop
wireless networks is broadly investigated problem [1, 2]. Nevertheless,
with the emergence of new multiple-antennas technologies, existing rout-
ing solutions in the traditional radio transmission model are no longer
efficient. For instance, it is feasible to coordinate the simultaneous trans-
missions from multiple transmitters to one receiver simultaneously. As
a result, simultaneous transmitter signals from several different nodes
to the same receiver are not considered a collision, but instead could be
combined at the receiver to obtain stronger signal. In [3], the concept of
multihop diversity is introduced where the benefits of spatial diversity are
achieved from the concurrent reception of signals that have been trans-
mitted by multiple previous terminals along the single primary route. This
scheme exploits the broadcast nature of wireless networks where the com-
munications channel is shared among multiple terminals. On the other
hand, the routing problem in the cooperative radio transmission model
over static channels is studied in [4], where it is allowed that multiple
nodes along a path coordinate together to transmit a message to the next
hop as long as the combined signal at the receiver satisfies a given SNR
threshold value. In [4], it is assumed that transmitting nodes adjust their
phases in such a way that the coherent reception of signals at the receiving
node is possible. However, the knowledge of the instantaneous channels
at the transmitting nodes is difficult to realize.

In this paper, a cooperative multihop routing scheme is proposed for
Rayleigh fading channels. The investigated system can achieve consider-
able energy savings compared to non-cooperative multihop transmission,
when there is an outage probability quality-of-service (QoS) requirement at
the destination node. Two power control schemes, i.e., distributed and cen-

tralized power allocations are derived to minimize the total transmission
power given the outage probability constraint. Using some tight approx-
imations, simple closed-form power allocations are presented without re-
quiring the knowledge of instantaneous channel state information (CSI);
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Fig. G.1: Wireless multihop network with space-time coded cooperative
routing.

hence, the proposed schemes can be implemented in real wireless sys-
tems. Numerical results show that the proposed power allocation strate-
gies provide considerable gains compared to non-cooperative multihop tra-
nsmission.

The remainder of this paper is organized as follows. In Section II, the
system model is given. The formulation of link costs based on a per-hop
outage probability constraint for distributed power control is presented
in Section III. In Section IV, the end-to-end outage probability is used to
formulate the minimum energy link costs for centralized power control. In
Section V, the overall performance of the system is presented for classical
line networks. Finally, the conclusion is presented in Section VI.

2 System Model and Protocol Description

Consider a wireless communication scenario where the source node s

transmits information to the destination node d with the assistance of
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N intermediate relays (see Fig. G.1). Due to the broadcast nature of the
wireless channel, some relays can overhear the transmitted information,
and thus, can cooperate with the source to send its data. The wireless link
between any two nodes in the network is modeled as a Rayleigh fading nar-
rowband channel. For medium access, the relays are assumed to transmit
over orthogonal channels, thus, no inter-relay interference is considered
in the signal model. As in [4], each transmission is either a broadcast tra-
nsmission where a single node transmits the information that is received
by multiple nodes, or a cooperative transmission where multiple nodes
simultaneously send the information to a single receiver.

The cooperation protocol has N + 1 phases, where each phase consists
of two time slots. The signals transmitted by the source terminal during
the first and second time slots of Phase 1 are denoted as s1(t) and s2(t),
respectively. In the following, symbol-by-symbol transmission is consid-
ered such that the time index t can be dropped; hence, s1 and s2 are the
symbols transmitted in the first and second time slots, respectively, where
E{si} = 0 and E{|si|2} = 1 for i = 1, 2. The data symbols may be chosen
from a complex- valued finite constellation such as quadrature amplitude
modulation (QAM) or from a Gaussian codebook. In Phase 1, the source
transmits the information, and the signal received at the first selected node
in the first two time slots is given by

y1,i =
√

P0,1 h0,1si + v1,i, for i = 1, 2, (G.1)

where P0,1 is the average transmitted symbol energy of the source during
the first phase (since the information symbols si’s have zero mean and
unit variance) and v1,i denotes complex zero-mean white Gaussian noise
with variance N0. The channel coefficients from Node j to Node k hj,k, j =
0, 1, . . . , N , k = 1, 2 . . . , N + 1, are complex Gaussian random variables with
zero-mean and variances σ2

j,k, where Node (N + 1) node is the destination
node d. We assume coherence times of the channels are such that channel
coefficients hj,k are not varying during two consecutive time slots.

In contrast to [4] where transmitters are able to adjust their phases, in
this paper, the instantaneous CSI is not known at the transmitter nodes.
This assumption is realistic for most wireless systems. Therefore, space-
times codes are the appropriate choice to achieve the spatial diversity gain.
The Alamouti space-time code is used for this purpose. In Phase 2, relay
nodes are sorted based on their received SNR, such that Relay 1 has the
highest received SNR. Then, in Phase n, 2 ≤ n ≤ N + 1, the previous two
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nodes transmit their signals toward the next node using the Alamouti code
structure [5], with a simple power allocation. Thus, the received signal at
the nth receiving node in Phase n is yn = [yn,1, yn,2]T , which is given by

yn = SnΛnhn + vn, (G.2)

for n = 2, . . . , N, N + 1, where hn = [hn−2,n, hn−1,n]T , Λn =
[

Pn−2,n 0
0 Pn−1,n

]
,

and Pn−i,n, i = 1, 2, is the average transmit power of node n − i during the
ith time slot of Phase n. In (G.2), Sn is given by

Sn =
[

ŝn−2,1 ŝn−1,2

−ŝ∗n−2,2 ŝ∗n−1,1

]
, (G.3)

in which ŝn,i is the re-encoded symbol of si at the nth relay. Note that in
the first stage of Alamouti transmission, we have ŝ0,i = si.

It is assumed that all hops use the total bandwidth W . The objective of
the system is the reliable delivery of symbols generated at the source node
s at a bandwidth-normalized rate (henceforth just called the rate of R bits
per second per Hertz, i.e., RW bits per second) to the destination node by
consuming the least total transmit power. To achieve the end-to-end rate
R, it is obvious that all hops should guarantee the rate R.

The rate r1 achieved at the first hop is

r1 =
1

N + 1
log
(

1 +
P0,1|h0,1|2
N0W

)
, (G.4)

and from (G.2) the rate rn achieved at hop n = 2, . . . , N + 1 is

rn =
1

N + 1
log

(
1 +

2∑
i=1

Pn−i,n|hn−i,n|2
N0W

)
, (G.5)

where it is assumed that ŝn−2,1 = ŝn−1,1 = s1 and ŝn−2,2 = ŝn−1,2 = s2. In
the sequel, the outage probability ρn−1,n � Pr{rn < R} of the nth receiving
node in hop n is investigated, which describes the probability that the
transmit rate R is greater than the supported rate rn. This probability
expressed as a cumulative distribution function (CDF) and depends on
the fixed transmission parameters and the channel condition within the
hops. By defining γth � (2R(N+1) − 1)N0W , the outage probability can be
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represented as

ρn−1,n = Pr

{
2∑

i=1

Pn−i,n|hn−i,n|2 < γth

}
, (G.6)

for n = 1, 2 . . . , N + 1, where P−1,1 = 0.

3 Distributed Per-Hop Outage Constrained Link Cost

Formulation

In this section, we derive the required power for the direct (non-cooperative)
and cooperative transmission modes in order to achieve a certain rate R.
Two distinct cases described as follows are considered to derive explicit
expressions for the link costs.

3.1 Non-Cooperative Multihop Link Cost

First, consider the non-cooperative case where only one node is transmit-
ting within a time slot to a single receiving node. The transmitter node
should decide the value of its transmit power Pn−1,n to satisfy the target
rate R with a target outage probability of ρ0 at each hop. The per-hop
outage probability constraint is used for distributed power allocation. The
receiver can correctly decode the source data whenever Pn−i,n|hn−i,n|2 ≥ γth.
Hence, the probability of correct detection for each hop is

1 − ρ0 = Pr
{
|hn−1,n|2≥ γth

Pn−1,n

}
= e

−γth
Pn−1,n σ2

n−1,n . (G.7)

Therefore, the required transmit power can be calculated as

Pn−1,n =
−γth

σ2
n−1,n ln(1 − ρ0)

. (G.8)

Now, assume a connection from the source node to the destination
via N intermediate nodes. For decoding the message reliably, the outage
probability must be less than the desired end-to-end outage probability
ρmax. The probability of correct end-to-end reception is

Pc(N)=
N+1∏
n=1

Pr
{
|hn−1,n|2≥ γth

Pn−1,n

}
=

N+1∏
n=1

e

−γth
Pn−1,nσ2

n−1,n. (G.9)
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Thus, in the multihop case, a target outage probability ρ0 = 1− N+1
√

1 − ρmax

is required at each hop. Since ln(1−ρmax) = (N +1) ln(1−ρ0), the total power
for transmitting two symbols, and hence, the non-cooperative multihop
link cost is given by

PT (non-coop) =
N+1∑
n=1

2 C(n − 1, n)=
N+1∑
n=1

−2 γth (N + 1)
σ2
n−1,n ln(1−ρmax)

, (G.10)

where C(n−1, n) is the point-to-point link cost when the (n − 1)th node
transmits to the nth node, which is given in (G.8).

3.2 Cooperative Multihop Link Cost

In this case, from (G.8) the source node transmits with the power P0,1 =
−γth

σ2
0,1 ln(1−ρ0)

during the first phase. In Phase n, n = 2, . . . , N + 1, a set of

two nodes Txn = {txn,1, txn,2} cooperate to transmit the source’s informa-
tion to a single receiver node rxn, using the Alamouti space-time code, as
stated in (G.2). For coherent detection at the receiving node, the signals
simply add up at the receiver, and acceptable decoding is possible when
γrec

n =
∑2

i=1 Pn−i,n|hn−i,n|2 ≥ γth. The total transmitted power from Node k

is denoted by Pk = Pk,k+1 + Pk,k+2. Our objective is to find the minimum
value of the total transmission power in Phase n, i.e., the cost function
C(Txn, n) = Pn−1,n +Pn−2,n, such that the outage probability at the receiving
node rxn becomes less than the target value ρ0. In this case, the probability
of outage can be calculated as in (G.6).

Now, a tractable outage probability formula is derived for the sum of
independent-not-identical exponentially distributed random variables at
the receiving node rxn. The moment generating function (MGF) of the
random variable γrec

n is derived to calculate Pr{γrec
n < γth}. Since the

γi’s are independent exponential random variables, the MGF of γrec
n , i.e.,

Mn(−s) = E{e−sγrec
n }, can be written as Mn(−s) =

∏2
i=1

1
1+Pn−i,nσ2

n−i,ns
. Using

partial fraction expansion, and by assuming that the products Pn−i,nσ2
n−i,n

are distinct for all links, the MGF can be decomposed into

Mn(−s) =
2∑

i=1

αn,i

1 + Pn−i,nσ2
n−i,ns

, (G.11)
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where

αn,1 =
1

1 − Pn−2,nσ2
n−2,n

Pn−1,nσ2
n−1,n

, αn,2 =
1

1 − Pn−1,nσ2
n−1,n

Pn−2,nσ2
n−2,n

. (G.12)

Since each term in the summation in (G.11) corresponds to the MGF of an
exponential distribution, Pr {γrec

n < γth} can be written as

ρn,n−1 = Pr {γrec
n < γth} =

2∑
i=1

αn,i

(
1 − e

−γth
Pn−i,n σ2

n−i,n

)

= 1 − αn,1e

−γth
Pn−1,n σ2

n−1,n − αn,2e

−γth
Pn−2,n σ2

n−2,n (G.13)

Now, we formulate the problem of power allocation in the coopera-
tive multihop networks. The link cost or total transmitted power for the
multipoint-to-point case is C(Txn, n) =

∑2
i=1 Pn−i,n. Therefore, the power

allocation problem, which has a required outage probability constraint on
the receiving node, can be formulated as

min
2∑

i=1

Pn−i,n,

s.t.
2∑

i=1

αn,i

(
1 − e

−γth
Pn−i,n σ2

n−i,n

)
≤ ρ0.

Pn−i,n ≥ 0, for i = 1, 2. (G.14)

The constraint function in (G.14) is not convex. For tractability, the
outage probability in (G.13) is rewritten in terms of its series representa-
tion as

ρn−1,n =
2∑

i=1

αn,i

∞∑
k=1

1
k!

(
−γth

Pn−i,n σ2
n−i,n

)k

, (G.15)

and by replacing αn,i from (G.12) into (G.15), we have

ρn−1,n =
1
βn

∞∑
k=1

(−γth)k

k!
P k−1

n−1,nσ2k−2
n−1,n − P k−1

n−2,n σ2k−2
n−2,n

σ2k−2
n−1,nσ2k−2

n−2,nP k−1
n−1,nP k−1

n−2,n

, (G.16)

where βn = Pn−1,n σ2
n−1,n − Pn−2,n σ2

n−2,n. Furthermore, from (G.16), ρout can
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be well approximated in high SNR as

ρn−1,n ≈ γ2
th

2 σ2
n−1,nσ2

n−2,nPn−1,nPn−2,n
� ρ̃n−1,n, (G.17)

which is a tight upper-bound on the outage probability, and thus, it can
be reliably used in the optimization problem (G.14). Consequently, each
power allocation strategy satisfying the constraint on ρ̃n−1,n fulfills the orig-
inal constraint on ρn−1,n automatically; hence, the original optimization
problem (G.14) can be simplified to

min
2∑

i=1

Pn−i,n,

s.t.
γ2

th

2 σ2
n−1,nσ2

n−2,nPn−1,nPn−2,n
≤ ρ0,

Pn−i,n ≥ 0, for i = 1, 2. (G.18)

The objective function and the second set of constraints in (G.18) are
linear functions of the power allocation coefficients, and thus, they are
convex functions. The first constraint in (G.18) can be written as f(Pn−1,n, Pn−2,n) ≤
0, where

f(Pn−1,n, Pn−2,n)=
γ2

th

2σ2
n−1,nσ2

n−2,nPn−1,nPn−2,n
−ρ0, (G.19)

with Df ={Pn−i,n∈(0,∞), i∈{1, 2}|f(Pn−1,n, Pn−2,n)≤0}, f : Df −→ R. f(Pn−1,n, Pn−2,n)
is a geometric function [6], which is a convex function. Hence, since the
objective function and the constraints are convex, the optimum power al-
location coefficients Pn−1,n and Pn−2,n in the optimization problem stated
in (G.18) are unique.

The optimal power allocation strategy for high SNRs is found in the
following. Since the approximate outage probability expression derived in
(G.17) is an upper-bound on the outage probability, this result can be
used reliably for all SNR scenarios.

Theorem 1 The optimum power allocation P ∗
n−1,n and P ∗

n−2,n in the optimiza-

tion problem stated in (G.18) are equal and is expressed as

P ∗
n−i,n =

γth

σn−1,nσn−2,n
√

2ρ0
, i = 1, 2. (G.20)
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Proof: The Lagrangian of the problem stated in (G.18) is

L(Pn−1,n, Pn−2,n)=
2∑

i=1

Pn−i,n + λf(Pn−1,n, Pn−2,n). (G.21)

For node n − 1, n = 2, . . . , N + 1, with a nonzero transmitter power in Phase

n, the Kuhn-Tucker condition is

∂

∂Pn−1,n
L(Pn−1,n,Pn−2,n)=1 + λ

∂

∂Pn−1,n
f(Pn−1,n,Pn−2,n)=0, (G.22)

where

∂

∂Pn−1,n
f(Pn−1,n, Pn−2,n)=

−γ2
th

2σ2
n−1,nσ2

n−2,nP 2
n−1,nPn−2,n

. (G.23)

Since the strong duality condition [6, Eq. (5.48)] holds for convex optimiza-

tion problems, we have λf(Pn−1,n, Pn−2,n) = 0 for the optimum point. If we as-

sume Lagrange multiplier has a positive value, we have f(Pn−1,n, Pn−2,n) = 0,

which is equivalent to the equality in the constraint in (G.18), i.e.,

ρ0 =
γ2

th

2 σ2
n−1,nσ2

n−2,nPn−1,nPn−2,n
. (G.24)

Combining (G.22)-(G.24), we can find the optimum value of the power

coefficient Pn−1,n, yielding (G.20). The same procedure can be followed for

Pn−2,n to yield (G.20). �

An outstanding property of Theorem 1 is that each power coefficient is
only depending on the channel statistics of local nodes, and thus, can be
implemented in a distributed manner. One possible distributed scheme
is that Node n broadcasts the product of σ2

n−1,nσ2
n−2,n to nodes n − 2 and

n − 1. It is assumed that the end-to-end communication is in outage if
any of the receiving nodes cannot correctly decode the information [7]. For
decoding the message reliably, the outage probability at the destination
must be less than the desired end-to-end outage probability ρmax. We de-
note the required outage probability at the nth phase be ρ0. The outage
probability ρn at the nth node is affected by all previous n−1 hops and can
be iteratively calculated according to the recursion

ρn = 1 − (1 − ρn−1,n)
n−1∏

i=n−2

(1 − ρi), (G.25)

203



Performance Analysis of Repetition-Based Cooperative Networks

with Partial Statistical CSI at Relays

for n = 3, . . . , N + 1, where ρ1 = ρ0,1, ρ2 = 1 − (1 − ρ1,2)(1 − ρ0,1), and ρn−1,n

is the outage probability of the nth transmission phase given by (G.13)
or (G.17). If the power allocation strategy derived in Theorem 1 is used,
(G.25) can be rewritten as ρn = 1 − (1 − ρ0)

∏n−1
i=n−2(1 − ρi). The end-to-end

outage probability is computed using n = N + 1 in (G.25), and is given by

ρout = ρN+1 = 1 −
N∏

ν=0

(1 − ρN−ν,N−ν+1)Ω(ν), (G.26)

where Ω(ν) = Ω(ν − 1) + Ω(ν − 2), Ω(−1) = 0, Ω(0) = 1. Note that {Ω(ν)} is
a Fibonacci sequence. To get an insight into the relationship between the
end-to-end outage probability ρmax = ρN+1 and ρ0, we have

ρmax = 1 −
N∏

ν=0

(1 − ρ0)Ω(ν) = 1 − (1 − ρ0)
∑N

ν=0 Ω(ν). (G.27)

Thus, the target outage probability at each hop ρ0 can be represented in
terms of the end-to-end desired outage probability ρmax. It is important
to note that based on (G.25), outage at the destination occurs even if one
intermediate node experience an outage. This guarantees that by using
the power allocation strategies given in Theorem 1, the outage probability
QoS at the destination is satisfied.

3.3 Energy Savings via Cooperative Routing

The problem of finding the optimal cooperative route from the source node
to the destination node can be mapped to a Dynamic Programming (DP)
problem [4]. As the network nodes are allowed only to either fully co-
operate or broadcast, finding the best cooperative path from the source
node to the destination has a special layered structure. In [4], it is shown
that in a network with N + 1 nodes, which has 2N nodes in the coopera-
tion graph, standard shortest path algorithms have a complexity of O(2N ).
Hence, finding the optimal cooperative route in an arbitrary network be-
comes computationally intractable for larger networks. For this reason, we
restrict the cooperation to nodes along the optimal noncooperative route.
That is, at each transmission slot, all nodes that have received the infor-
mation cooperate to send the information to the next node along the min-
imum energy noncooperative route [4]. Therefore, with the help of the link
cost expressed in Subsection III-A, the minimum-energy non-cooperative

204



Distributed Per-Hop Outage Constrained Link Cost Formulation

Fig. G.2: A regular 4 × 4 grid topology with the source s and destination d

where two possible routing paths are demonstrated.

route is first selected, which has N intermediate relays. Fig. G.2 demon-
strate an example of a selected route in a regular 4 × 4 grid topology with
the source s and destination d located at the opposite corners. An n × n

grid can be decomposed into many 2 × 2 grids. Fig. G.2 shows two pos-
sible routes for an 4 × 4 grid. Without lose of generality, we assume that
a transmission to a neighbor in vertical or horizontal direction has a cost
of 1 unit. Under this assumption, the diagonal transmission in Route 2
has a cost of 5 units. Thus, Route 1 has cost of 6, and Route 2 has cost
of 8. Therefore, in this example, it can be checked that stair-like nonco-
operative path (Route 1) is the minimum energy cost route. Then, nodes
along the optimal non-cooperative route cooperate to transmit the source
information toward the destination. That is, at each transmission slot,
the two nodes that have most recently received the information cooper-
ate to send the information to the next node along the minimum energy
non-cooperative route. The transmit power can be estimated using (G.20).

205



Performance Analysis of Repetition-Based Cooperative Networks

with Partial Statistical CSI at Relays

Therefore, assuming a connection from the source node to the destination
via the cooperative routing around the best non-cooperative path with N

intermediate nodes, the total transmission power for the cooperative mul-
tihop system is

PT (coop) =
N+1∑
n=1

C(Txn, n) =
N+1∑
n=1

2Pn−1,n. (G.28)

Note that the nth node denotes the nth relay when n ≤ N , and the desti-
nation node when n = N + 1.

The energy savings for a cooperative routing strategy relative to the
optimal non-cooperative strategy is defined as

Energy Savings =
PT (non-coop) − PT (coop)

PT (non-coop)
, (G.29)

where PT (non-coop) and PT (coop) are computed in (G.10) and (G.28), re-
spectively.

4 Centralized End-to-End Outage Constrained Link

Cost Formulation

The power allocation proposed in Theorem 1 can be implemented distribu-
tively. However, it is not optimal in terms of minimizing the total transmit
power given an end-to-end outage probability constraint ρmax. If the in-
termediate relays do not intend to use the source’s data, and act only as
passive nodes to relay source’s messages, the outage probability constraint
ρ0 for each hop is not required. Therefore, in this section, we propose a
centralized power allocation schemes to achieve the rate R with an end-to-
end outage probability constraint ρmax at the destination.

4.1 Non-Cooperative Multihop Link Cost

Now, we investigate non-cooperative transmit powers Pn−1,n to satisfy the
target rate R with a target outage probability of ρmax at the destination. We
consider that the receiver can correctly decode the source data whenever
Pn−i,n|hn−i,n|2 ≥ γth. Hence, in 1 − ρmax of the total transmissions, we have
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a reliable detection of symbols. That is

ρout = 1 −
N+1∏
n=1

e

−γth
Pn−1,nσ2

n−1,n =1 − e

∑N+1
n=1

−γth
Pn−1,nσ2

n−1,n. (G.30)

Now, we formulate the problem of power allocation in the non-cooperative
multihop networks with the acceptable outage probability of ρmax at the
destination. The link cost or total transmitted power for all (N + 1) phases
becomes C =

∑N+1
n=1 Pn−1,n. Therefore, the power allocation problem, which

has a required outage probability constraint on the destination node, can
be formulated as

min
N+1∑
n=1

Pn−1,n,

s.t.
N+1∑
n=1

γth

Pn−1,nσ2
n−1,n

≤ − ln(1 − ρmax),

Pn−1,n ≥ 0, for n = 1, . . . , N + 1. (G.31)

Therefore, the required transmit power can be calculated in the following
theorem:

Theorem 2 The optimum power allocation values P ∗
n−1,n and P ∗

n−2,n in the

optimization problem (G.31) are expressed as

P ∗
n−1,n =

−γth

σn−1,n ln(1 − ρmax)

N+1∑
k=1

1
σk−1,k

. (G.32)

Proof: The Lagrangian of the problem stated in (G.31) is

L(P0,1, . . . , PN,N+1) =
N+1∑
n=1

Pn−1,n + λf(P0,1, . . . , PN,N+1). (G.33)

By solving Kuhn-Tucker condition as in (G.22), the inverse of Lagrange mul-

tiplier can be computed as

λ−1 =
γth

P 2
n−1,nσ2

n−1,n

. (G.34)
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Assuming that the equality in the first constraint in (G.31) is satisfied, we

have

N+1∑
n=1

γth

Pn−1,nσ2
n−1,n

= − ln(1 − ρmax). (G.35)

Next, we substitute Pn−1,n from (G.34) into (G.35), and we get

√
λ =

N+1∑
n=1

−√
γth

σn−1,n ln(1 − ρmax)
. (G.36)

Using (G.34) and (G.36), the optimum value of the power coefficient Pn−1,n,

is found in (G.32). �

Hence, the non-cooperative multihop link cost is given by

PT (non-coop) =
N+1∑
n=1

−γth

σn−1,n ln(1−ρmax)

N+1∑
k=1

1
σk−1,k

. (G.37)

4.2 Cooperative Multihop Link Cost

In this subsection, our objective is to find the minimum power allocation
required for the cooperative transmission in order to achieve certain rate
R with the successful reception of source’s data at the destination. For
decoding the message reliably, the outage probability at the destination
must be less than the desired end-to-end outage probability ρmax.

As stated in Section II, the source node transmits two symbols s1 and s2

with the power P0,1 during the first phase. In Phase n, n = 2, . . . , N +1, a set
of two nodes Txn = {txn,1, txn,2} cooperate to transmit information of the
source to a single receiver node rxn, using the Alamouti space-time code,
as stated in (G.2). Therefore, the total transmission power in all phases
becomes C = 2P0,1 +

∑N+1
n=2 (Pn−1,n +Pn−2,n), such that the outage probability

at the destination becomes less than the target value ρmax.

From (G.13) and (G.26), the probability of outage can be calculated

ρout = 1 −
N+1∏
n=1

(
2∑

i=1

αn,i e

−γth
Pn−i,n σ2

n−i,n

)Ω(N−n+1)

, (G.38)

where α1,2 = 0, α1,1 = 1, and αn,i = 1, n = 2, . . . , N +1, is calculated in (G.12).
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Now, ρout in (G.26) can be approximated as follows:

ρout ≈
N∑

ν=0

Ω(ν) ρN−ν,N−ν+1 � ρ̂out. (G.39)

With a derivation similar to [8], it is straightforward to show that the ap-
proximated form (G.39) serves as an upper bound for the exact outage
probability (G.26), i.e., ρout ≤ ρ̂out. Thus, if ρ̂out is considered for dis-
tributing the power within the multi-hop system, the applied end-to-end
probability constraint is more stringent. Using (G.13), (G.38) and (G.39),
we have

ρout ≈
N+1∑
n=1

Ω(N − n + 1)
2∑

i=1

αn,i

(
1 − e

−γth
Pn−i,nσ2

n−i,n

)
. (G.40)

From 1 − e−x ≤ x, (G.17), and (G.40), an upper-bound for ρout can be
obtained as

ρout ≈ γth Ω(N)
σ2

0,1P0,1
+

N+1∑
n=2

γ2
th Ω(N − n + 1)

2 σ2
n−1,nσ2

n−2,nPn−1,nPn−2,n
. (G.41)

Then, we formulate the outage restricted minimum power allocation prob-
lem as

min 2P0,1+
N+1∑
n=2

(Pn−1,n+Pn−2,n) ,

s.t.
γth Ω(N)
σ2

0,1P0,1
+

N+1∑
n=2

γ2
th Ω(N − n + 1)

2σ2
n−1,nσ2

n−2,nPn−1,nPn−2,n
≤ρmax,

Pn−i,n ≥ 0, for i = 1, 2. (G.42)

Due to the symmetry between Pn−1,n and Pn−2,n in the objective and con-
straint function in (G.42), it follows that Pn−1,n = Pn−2,n. Therefore, the
optimization problem in (G.42) is equivalent to

min
N+1∑
n=1

2 Pn−1,n

s.t.
γth Ω(N)
σ2

0,1P0,1
+

N+1∑
n=2

γ2
th Ω(N − n + 1)

2 σ2
n−1,nσ2

n−2,nP 2
n−1,n

≤ ρmax,

Pn−1,n ≥ 0. (G.43)
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The outage constraint in (G.43) is a posynomial function [6], which is a
convex function. Hence, since the objective function and the constraints
are convex, the optimum power allocation values Pn−1,n and Pn−2,n in the
optimization problem (G.43) are unique.

From the Lagrangian (G.33) and the Kuhn-Tucker condition, the fol-
lowing set of equations can be found as

P0,1 =

√
λ

γthΩ(N)
σ2

0,1

, Pn−1,n = 3

√
λ

γ2
thΩ(N − n + 1)
2σ2

n−1,nσ2
n−2,n

, (G.44)

for n = 2, . . . , N + 1. Since the strong duality condition [6, Eq. (5.48)] holds
for convex optimization problems, the constraint in (G.43) is satisfied with
equality:

γth Ω(N)
σ2

0,1P0,1
+

N+1∑
n=2

γ2
th Ω(N − n + 1)

2 σ2
n−1,nσ2

n−2,nP 2
n−1,n

= ρmax. (G.45)

Combining (G.44) and (G.45), we can find the optimum value of power coef-

ficients Pn−1,n, n = 1, . . . , N+1. By defining a =
√

γth Ω(N)

σ0,1
, b =

∑N+1
n=2

3

√
γ2

thΩ(N−n+1)

2 σ2
n−1,nσ2

n−2,n
,

and x = λ−1/6, we can find the optimum value of λ by solving a x3 + b x4 =
ρmax. It can be shown that this equation has two real roots, and the single
positive root corresponds to the desired value of λ.

5 Numerical Analysis

In this section, numerical results are provided to quantify the energy sav-
ings using the proposed cooperative routing scheme. A regular line topol-
ogy is considered where nodes are located at unit distance from each other
on a straight line. The optimal non-cooperative routing in this network is
to always send the information to the next nearest node in the direction of
the destination. Assume that the noise power N0, rate R, and bandwidth
W are normalized to 1.

In Fig. G.3, we compare the achieved energy savings of the proposed
outage-restricted cooperative routings with respect to the non-cooperative
multihop scenario. We compare the distributed power allocations derived
in Section III and the centralized power allocation given in Section IV. Here,
σ2

i,j is proportional to the inverse of the squared distance, and the end-to-
end outage probability of ρmax = 10−3 at the destination, Fig. G.3 demon-
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Fig. G.3: The average energy savings curves versus the number of hops,
using the distributed and centralized power allocations for space-time
coded cooperative routing in outage-restricted wireless multihop network.

strates the energy savings curves obtained from (G.29) versus the number
of transmitting nodes N + 1. It can be observed that using the centralized
power control based on optimization problem in (G.43), more than 80%
saving in energy is achieved when 3 relays are employed. We have used
power allocation derived in (G.32) for the case of non-cooperative multihop
transmission. It is shown that cooperative routing is beneficial for net-
works with small number of relays. Notice that the depicted curves are
obtained by the pessimistic model for the end-to-end outage probability
(G.25). Thus, these curves are lower-bounds on the actual energy savings
obtainable by the proposed cooperative routing. Fig. G.3 confirms that the
closed-form distributed power allocation derived in (G.20) has the same
performance as the original optimization problem stated in (G.14). In this
numerical example, we have also depicted the energy savings via coopera-
tive routing when the outage probability ρ0 = 10−5 is required at each step.
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Fig. G.4: The total transmit power curves versus the achievable rate in a
wireless multihop network with N = 3 and ρmax = 10−3.

In this case, it can be seen that using the distributed cooperative routing,
a substantial gain can be achieved comparing to the non-cooperative tra-
nsmission. For example, for the network with 19 relays, up to 95% savings
in energy is achievable. Moreover, the ene-to-end outage probability can
be represented in terms of ρ0 from (G.27).

Next, the energy-efficiency versus rate efficiency of the multi-hop net-
work with (N + 1) = 4 hops is studied when the nodes are located at
a distance of 1 km from each other on a straight line. It is assumed
that the communication over a bandwidth of W = 5 MHz should meet
an end-to-end outage probability constraint ρmax = 10−3 for noise power
N0 = −174 dBm/Hz according to the UMTS standard. In Fig. G.4, the
total transmit power of the different power allocation schemes is plotted
versus the achievable end-to-end data rate RW (Mbits/s). For the non-
cooperative multihop transmission, the power allocation given in Theorem

212



Conclusion

2 is used. For the cooperative routing protocols with distributed and cen-
tralized power allocation, (G.20) and (G.43) are used, respectively. For
example, one can observe that given a total power of PT = 0.06 watt, the
rate is increased by 1.5 and 2 Mbits/sec using the distributed and central-
ized power allocated cooperative routing protocols, respectively, compared
to non-cooperative routing.

6 Conclusion

In this paper, we formulated the problems of finding the minimum energy
cooperative route for a wireless network under Rayleigh fading. We pro-
posed a space-time coded cooperative multihop routing for the purpose of
energy savings, constrained on a required outage probability at the desti-
nation. The calculated distributed and centralized power allocations are
independent of instantaneous channel variation, and thus, can be used
in practical wireless systems. It is shown that energy savings of up to
80% is achievable in line networks with 3 relays for an outage probability
constraint of ρmax = 10−3 at the destination.
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