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Abstract

The basic function of the Internet is to forward messages hop-by-hop towards their destination
hosts. A single message has only one destination and the network does not provide a mechanism
for delivering a message to multiple hosts. Therefore, in order to transmit the same message to mul-
tiple destinations, a host sends the message to each destination separately. This, however, leads to
inefficient use of the Internet resources because packets carrying the same message traverse multiple
times the same several first hops from the source. In this thesis we propose CacheCast - a system for
single source multiple destination data transfer. CacheCast does not change the host-to-host com-
munication model. It is based on a link layer caching technique that removes redundant transfers
of the same data. CacheCast consists of two elements: distributed architecture of link caches and
server support. The link caches are designed to work independently. A single link cache consists of
two elements that operate on the link end-points. The cache management unit located at the link
entry removes from packets data that is already present in the cache store unit located at the link
exit. The cache store unit reconstructs the packets from the local cache and passes them to a router
for further processing. The server support provides a mechanism for an application to transmit
the same data over multiple connections in the CacheCast manner. The resulting packets carrying
the data are annotated with information that simplifies redundancy detection and removal. This,
in turn, greatly reduces the storage and complexity requirements of link caches. The CacheCast
system is incrementally deployable. It preserves the end-to-end relationship between communicat-
ing hosts thus it can operate with firewalls or NATs. The CacheCast deployment requires minimal
changes in the network operation and the minimum amount of resources.

The thesis evaluates three aspects of the CacheCast system. Firstly, it assesses the efficiency in
terms of network bandwidth consumption during single source multiple destination transfer. It
shows through analysis and simulations that CacheCast achieves near perfect multicast efficiency.
Secondly, the thesis studies impact of the link caches on the network traffic. Simulations performed
in the ns-2 network simulator indicate that CacheCast does not violate current understanding of
“fairness” in the Internet. Thirdly, the thesis evaluates the computational complexity of the server
support and link cache elements. The server support is implemented as a system call in Linux.
The detailed measurements of the system call execution show that it outperforms the standard send
system call when transmitting data to multiple destinations. The link cache is evaluated in the
context of the Click router. Even though, the link cache elements consume the router processing
capacity, the CacheCast router can forward much larger traffic volumes than a standard router.
Finally, the thesis includes an example of a live streaming application that uses the CacheCast
system to transmit audio stream to thousands of clients.
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Chapter 1

Introduction

The history of the Internet began in the late 60’s with a research project called ARPANET founded
by Advance Research Projects Agency (ARPA). The goal of the project was to create a network for
connecting hosts. At that time, the understanding of networking was mainly based on a telephone
network. Therefore, the common wisdom was that in order to enable communication, first an
end-to-end channel must be established. This requires allocation of resources along the end-to-
end path which are released after the communication is finished. This type of network is called
the circuit switched network and it suits very well the human communication pattern. Nonethe-
less, machines are unlike humans, they communicate using short messages or bursts of messages.
This communication pattern does not suit the circuit switched network. A transmission of a single
message between hosts would require a costly end-to-end channel setup. Additionally, the delay
incurred during the channel setup operation would represent a very slow host-to-host communi-
cation. An alternative type of network was necessary which would support the rapid exchange of
short messages.

ARPANET was based on the packet switching paradigm which was a new approach to com-
munication at that time. A packet switched network does not provide a fixed end-to-end path,
rather it forwards messages on a hop-by-hop basis. Network nodes cooperate to build a consistent
view of a network topology and maintain this knowledge locally. Thus, each node can evaluate
the destination address of a message and forward it to the next hop towards the final destination.
The packet switched network matches the requirements of the host communication. A host can
transmit a message immediately without any channel setup and resource allocation. This, however,
has consequences for the message delivery. Since there are no preallocated resources, there is no
guarantee that a message will be delivered.

The work on ARPANET resulted in the development of the Internet Protocol (IP) and the
Transmission Control Protocol (TCP) which together are considered the foundation of the Internet.
The Internet Protocol (IP) assumes that a network is unreliable, thus, a message can be corrupted,
lost, delivered out of order, or even duplicated. The protocol defines the structure of a message
together with the addressing scheme and defines mechanisms to detect the message corruption and
erroneous behaviour of the network. TCP provides the abstraction of an end-to-end connection
for processes and ensures reliable message transfer. The full transition to the new protocols was
conducted in 1983. The TCP/IP protocol suit was quickly adopted for other networks which were
gradually connected to ARPANET thus establishing the Internet.

Over the last forty years the Internet evolved from a small project to a world wide network
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providing connectivity for all types of parties, ranging from individual users to large corporations,
governments, banks and institutions. The original concept permitted gradual attachment of new
networks to the base inter-network infrastructure. With its growth the Internet provided increas-
ingly more content and services. However, the distributed character of these resources required new
approaches which gave birth to all types of overlay systems. At present, the Internet is a platform
that provides host-to-host datagram transmission, while the services and content are accessible by a
significant variety of distributed systems.

1.1 Problem of single source multiple destination transfers

The original design of the Internet architecture did not consider the single source multiple destina-
tion datagram transmission, namely multicast. However, already in the middle 80’s it was recognized
that this functionality is necessary [1, 2] for applications such as distributed databases, distributed
computation, or teleconferencing, which require efficient multiple destination data delivery. With
content delivery over the Internet being more prominent nowadays multicast is increasingly becom-
ing a necessary feature. Unfortunately, the Internet still lacks widely deployed multicast services.

The first proposal to introduce multicast in the Internet [1] assumed that a source knows all
destinations. Thus, whenever it sends a packet it lists all of the destinations in the packet header.
This, however, severely limits the number of receivers, since a packet is of fixed size and has only
limited header space. Initially this proposal was rejected by the community but it has recently been
revised [3] and has been found useful as a complement to IP Multicast for small groups.

The second proposal by Cheriton and Deering [2] is IP Multicast. It assumes that a source does
not know the receivers of a datagram, rather it sends a packet to a group of hosts identified by an IP
multicast address. Therefore, the network is responsible for the delivery of a datagram to all group
members; hence it is also responsible for group management. However, due to many technical and
commercial issues it was not widely deployed. According to AmericaFree.TV1 from 2007 the IP
multicast penetration to the Internet was 2.2% measured as a ratio of the number of IP multicast
enabled systems to the total number of autonomous systems.

The aforementioned issues related to network layer multicast, and difficulties in the deploy-
ment of this class of services, led researchers to address the problem at the application layer. The
application layer multicast (ALM) quickly became very popular not only as a research topic but also
as a commercial product. But even though ALM can provide users with full multicast functionality
it “introduces duplicate packets on physical links and incurs larger end-to-end delays than IP Multicast”
as Yang-Chu et al. [4] point out. ALM distributes the burden of data transmission across data re-
ceivers; however, it does not address the root cause of the problem which is the lack of the network
layer mechanism for single source multiple destination data transfers.

At present, the only way to transmit the same data to multiple destinations which are scattered
across many autonomous systems is to use multiple unicast connections. However, this results in
numerous packets carrying the same payload crossing the same path for many hops. This redundant
payload transmission wastes Internet resources and the waste is particularly severe near to sources
streaming popular content, like IPTV or IP radio servers.

1http://www.multicasttech.com/status/
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1.2 Thesis problem statement

The host-to-host communication paradigm, which the Internet is based on, is decreasing in impor-
tance and is gradually being replaced by the content centric paradigm, where content – instead of a
host – is in the centre [5,6]. In this model, the main transport mechanism is single source multiple
destination transfer, while point-to-point transfer appears as a special case where only a single user
expresses an interest in content.

At present, the Internet does not provide efficient mechanisms for single source multiple des-
tination transfer. The network layer multicast does not work on the large scale and is inherently
insecure. The overlay solutions do not address this problem at the root, but provide workaround
methods where transmission costs are distributed among participating parties. This leaves us with
unicast as the only method for data transfer; a consequence of which the amount of redundancy in
the Internet increases.

The goal of this work is to remove the Internet redundancy in a minimal invasive way, i.e.,
using the minimum amount of resources and with minimal changes in the network operation.

1.3 Thesis claims

This thesis explores the feasibility of suppression of the redundant payload transmissions by apply-
ing a new caching technique on the Internet links. The thesis studies are based on the CacheCast
system, our reference system for the link layer redundancy elimination. The claims of this thesis are
the following:

Claim 1: A system of link caches can achieve near multicast bandwidth savings for a superposition
of unicast connections. The main benefit of using IP Multicast for data delivery is efficient
utilisation of network bandwidth. However, this is achieved at the cost of a huge management
burden in the network. We claim that a system of link caches can achieve similar utilisation
of network bandwidth without the management burden in the network.

Claim 2: A system of link caches requires server support in order to be feasible. In the context of single
source multiple destination data transfers, a source has all information on the data that it
generates and it also controls the data transmission. Thus, the source can support link caches
by providing information on packet redundancy and by transmitting the same data within
the minimum amount of time. We claim that this support reduces link cache requirements
to the point where it is feasible to implement them on all Internet links.

Claim 3: A system of link caches is incrementally deployable. In a large scale system it is highly
recommended that new functionality is incrementally deployable. Functionality which is
not incrementally deployable will not yield benefits until fully deployed, e.g. IP Multicast.
In the case of the Internet, which is owned by multiple parties, common agreement between
parties must be achieved in order to enable this functionality and to obtain benefits. This
poses additional difficulties for attempts to achieve full deployment, since it greatly increases
costs of initial investment. In contrast, an incrementally deployable functionality provides
immediate benefits at deployment of the first element. We claim that a system of link caches
is incrementally deployable and yields benefits at the first link cache deployment.
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Claim 4: A system of link caches maintains fairness with respect to bandwidth sharing on a bottleneck
link. The Internet traffic consists of flows which are controlled by protocols. A protocol
instance runs on the flow end points and adjusts the flow throughput to meet the network
capacity. If the network becomes congested the protocol instance reduces the flow through-
put to ensure equal bandwidth sharing, i.e. “fair sharing”, with other flows. The protocol
instance infers the network condition based on the behaviour of packets which compose the
flow. We claim that link caches do not disturb the operation of current protocols. The
protocols can ensure “fair sharing” of the network resources in the presence of link caches.

1.4 Thesis contributions

The main contributions of this thesis include:

Principles

The first key contribution consists of a set of principles for the design and implementation of
a link layer caching technique. The principles are established based on thorough analysis of (1)
network element capabilities and characteristics, (2) former and currently established systems for
single source multiple destination transfers, and (3) requirements for this type of system. We con-
clude that a caching technique which operates on network links must be supported by sources of
redundant data. A source transmitting the same data to multiple destinations should batch the
transmissions and annotate the data with information that simplifies redundancy elimination. In
this way, the link cache complexity is significantly reduced. Based on these principles we have de-
signed and implemented CacheCast - a system comprising unique architecture that consists of a
distributed system of link caches and server support.

Feasibility study

The second key contribution is a feasibility study of the proposed principles. The study is based on
the CacheCast system. In order to measure the system efficiency, we use a simple model capturing
only basic characteristics of the CacheCast system, such as finite cache size, or packet header trans-
mission. The measurement results obtained confirm the feasibility of this approach for suppressing
redundancy introduced by single source multiple destination transfers. We also evaluate the Cache-
Cast system with respect to computational complexity. The server support part is implemented in
a Linux operating system and the link cache element is implemented as part of a software router.
Finally, in order to prove the applicability of this approach we adapt an open source live streaming
application to the CacheCast system. We show that the modified live streaming software can serve
more clients than the original software, by a significant order of magnitude.

Environmental impact

The third key contribution is a study of the environmental impact of the CacheCast system. Inter-
net fairness is based on the assumption that different packet flows should obtain the same share of
a bottleneck link. However, when a link cache operates on a bottleneck link, packet flows carrying
redundant data obtain much less of the bottleneck link capacity. Using a network simulator, we
study this issue in a small network possessing a bottleneck link topology.
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1.5 Methods and approach

The applicability of a caching technique for removing redundant payload transmission requires
thorough analysis. A broad range of aspects of the system design is reflected in a range of methods
which we use during the analysis. In the following points, we briefly discuss the problems addressed
and the methods which we use to approach them.

• First, we establish where the caching technique should be applied in order to achieve the goal
of the redundancy elimination. This involves studies of two basic elements of the Internet
infrastructure, namely a link and a router. The study covers both the functional side and the
implementation side of the elements and results in the design of a link cache.

• Given a link cache we perform the initial assessment of bandwidth savings that can be ob-
tained when deploying a system of link caches in the Internet. The system is compared with
a “perfect” multicast, i.e., a multicast which avoids any redundant transmission and does
not incur management overheads. We use graphical analyses to determine the differences in
bandwidth savings between the systems and to understand the impact of the cache size.

• It is not given how end-to-end protocols will react in the presence of link caches. Congestion
control mechanisms built in the protocols estimate the throughput of a flow based on factors
such as packet size, packet arrival frequency, or end-to-end delay. However, these factors may
be affected in the presence of link caches. In order to understand the protocol behaviour we
use the network simulator ns-2 and perform simulations in a typical bottleneck link topology,
where the bottleneck link is a caching link.

• The efficiency of a link cache model depends solely on the cache size. However, when im-
plemented the link cache will not achieve the model efficiency. To understand how fast it
can operate, how much resources it consumes, and what are its bottlenecks we implement
the link cache in the Click modular router software and evaluate it in the context of network
operation.

• A system of link caches requires support from a server. However, the additional load on a
server related to the link cache support may reduce the benefits of using link caches. Ad-
ditionally, it is unknown whether the support can be integrated into the server operating
system. We address these concerns by a clean design of the server support in the Linux
operating system and a thorough evaluation of the server support implementation.

1.6 Thesis structure

In this chapter we provide a brief history of the Internet and introduce the problem of single source
multiple destination transfers. Chapter 2 provides the background for this thesis which consists of
two parts. In the first part, we elaborate the issue of single source multiple destination transfers,
and in the second part, we describe different caching techniques. We focus especially on the point-
to-point redundancy suppression techniques which are closely related solutions to CacheCast.

Chapter 3 presents the design of the CacheCast system. Firstly, we introduce the CacheCast
idea. Then, we analyse requirements and discuss properties of basic network elements. Based on
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these inputs, we give a rationale for our design decisions to distribute the caching burden between
a server and link caches. Next, we present the detailed design of the CacheCast elements, viz., link
cache and server support. Finally, we consider resilience and operational aspects of the system.

The next four chapters describe evaluation results of different aspects of the CacheCast system.
Chapter 4 presents the system efficiency with regard to the amount of removed redundancy from
network links during single source multiple destination data transfers. Additionally, it assesses the
benefits of incremental deployment. Chapter 5 presents the link cache impact on congestion control
mechanisms. The measurements are performed in the network simulator ns-2. We also provide
a description of the ns-2 CacheCast implementation. Chapters 6 and 7 assess the computational
complexity aspect of the CacheCast system. Chapter 6 presents the design of the server support and
discusses issues related to the server support implementation in the Linux operating system. The
implementation is thoroughly evaluated with regard to computational complexity. Additionally, the
chapter presents an example of CacheCast enabled audio streaming in a testbed network. Chapter
7 covers the design and evaluation of the link cache elements. The elements are implemented
using the Click modular router software and the evaluation is performed in the context of router
operation.

In Chapter 8 we compare the CacheCast system design with a closely related system for network-
wide redundancy elimination. We also present other related works to give a wider picture of redun-
dancy removal techniques. Finally, Chapter 9 presents the thesis summary. We evaluate the thesis
contributions, and claims, and also discuss future work, both short term and long term.
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Chapter 2

Background

In the previous chapter we have introduced the problem of single source multiple destination trans-
fer in the Internet. Despite a considerable research effort to enable network layer multicast in the
Internet, at present the service is still not available for an average user due to numerous problems.
Thus, the only method to transmit the same data to multiple destinations is to use multiple unicast
connections. However, this approach creates an unnecessary redundancy in the network traffic.

This chapter provides the background knowledge necessary to understand the motivation for
the thesis and to position the proposed system among other related solutions. The chapter is di-
vided into two parts. In the first part we give a thorough description of the problem of single source
multiple destination transfer in the Internet and in the second part we describe caching techniques.
Single source multiple destination transfer can be realised at the network layer or at the application
layer. At the network layer, multicast is approached using two different techniques, viz., explicit
multicast and IP multicast; however, both techniques have not been successfully deployed in the
Internet. We describe these two techniques and discuss reasons for the failure in deployment. Ap-
plication layer multicast operates only on end systems therefore it does not require any changes in
the network infrastructure. This ease of deployment contributed to quick development of appli-
cation multicast solutions and resulted in a great number of systems. We describe principles of
application layer multicast and the basic designs. To conclude the first part of the background, we
compare the network layer and the application layer approaches to multicast and derive insights for
our system design.

This thesis presents a system of link caches and therefore, in the second part of the background,
we introduce the caching technology. The technology has a broad range of applications which we
illustrate with a few examples. Finally, caching has already been employed on network links in a
similar manner to that presented in this thesis. We describe these related works in brief and we
compare them in detail with our system towards the end of the thesis, since this requires a thorough
knowledge of our system.

2.1 Single source multiple destination transfer

Single source multiple destination transfer can be understood in different ways within the context
of data transmission in a network. In this thesis, we use this expression to refer to an act of syn-
chronous transmission of the same data to multiple receivers by means of an application. We do
not use the word synchronous in an absolute form but rather as an effort of an application to achieve
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simultaneous transmission using available means. We use the expressions single source multiple desti-
nation transfer and multicast interchangeably except when referring to a specific technology like IP
Multicast, or Application Layer Multicast. To illustrate this definition, we give three examples. Let
us consider an IP network providing both unicast and IP multicast transport methods. The net-
work connects a server and a set of client machines. We regard the following scenarios as examples
of single source multiple destination transfers:

1. Several clients request the same content from the server. The server batches all requests and
transfers the content to the clients using multicast. If the requested content does not fit a
transfer unit, it is divided into chunks and the server transfers successively all chunks to the
clients.

2. Several clients request the same content from the server. The server batches all requests and
transfers the content successively to all clients using unicast. If the content does not fit a
transfer unit, it is divided into chunks and the server transfers the subsequent chunks to all
clients using unicast.

3. The server streams live content using unicast. The clients request the stream from the server
at different points in time. However, since the stream carries live content, data transfer is
synchronous, i.e, the clients receive the same data (e.g. a new audio sample in the case of live
audio streaming).

As can be derived from our three examples, in the centre of our definition is the synchronous
transmission. In the first two examples the clients initiate data transfer; thus, the server must
batch these requests in order to perform synchronous transfer. In the third example, the server
initiates transfer whenever it has a new sample for transmission; thus, the transfer to all clients
is synchronised per se. To give an example of what we do not regard as single source multiple
destination transfer, let us consider the following scenario. Clients request content from a server.
However, the server does not batch the requests but rather it starts to transfer the content at the
time a client requests it. In this example the server does not attempt to synchronise the transfers but
sends the content to each client individually; therefore, we say that the server delivers the content
using single source single destination transfers.

In order to transfer the same data to multiple destinations using multicast, a server must make
an effort to synchronise transmissions to individual destinations. This effort varies depending on
the transmitted data type. In this context we give two examples of data type: live-data and on-
demand-data. The live-data is valuable at the time when it is being created (e.g. a transmission of a
football match or a video conference) therefore it is immediately sent to clients who are interested in
it. This property makes live-data suitable for multicast transmission without additional processing,
the content is synchronised per se. In the case of on-demand-data, clients request it at different
points in time and download it at different speeds. Thus, in order to deliver on-demand-data using
multicast, a server must employ advanced techniques to synchronise transmissions to individual
clients. However, these can consume a considerable amount of the server CPU power.

Different data types require different adaptation techniques to make the data amenable for
multicast transmission. These techniques, in turn, consume additional CPU power of a server.
Therefore, the relevant question is: What is the benefit of using single source multiple destination
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transfer when compared to multiple single source single destination transfers? According to our def-
inition multicast transfer is a synchronous transmission of the same data to multiple receivers by
an application. This synchronous transmission can be exploited by an operating system (OS) or
a network mechanism to handle efficiently the data transfer. At present, there is a broad range of
systems for efficient handling of multicast transfer. We focus our discussion on the following three
solutions:

1. Explicit Multicast

2. IP Multicast

3. Application Layer Multicast (ALM)

The list of systems for multicast transfer is not complete but it contains the key systems. We
do not include in the list a class of content distribution networks (CDNs), since these solutions
(when considering multicast transfers) are similar to ALM. The common idea is to distribute the
server load. For this purpose ALM utilises end-host resources and CDNs rely on a dedicated
infrastructure.

2.1.1 Explicit Multicast

The necessity to support single source multiple destination data transfers in the Internet was recog-
nised already in the middle 80’s and the problem was approached from two directions. The first
direction was set by Aguilar in [1]. He proposed modifying the structure of the IP header. The
standard IP header contains a pair of source-destination addresses which reflect the unicast char-
acter of a packet. Aguilar suggested that a multicast packet should contain a list of destination
addresses instead of a single destination address. Thus, when a server transmits the same data to
multiple destinations, it lists all destination addresses in the packet header. This new IP packet is
processed on a router in the following way: first, a router evaluates all destination addresses from
the list and determines the next hops; second, it splits the destination list into sub-lists which con-
tain destinations reachable via the same hop; third, it creates new packets for each hop with the list
of destinations; and finally, the new packets are forwarded to the next hops. This process is per-
formed by each router on a packet route to destinations, until the resulting packets have only one
destination address when they become standard unicast packets. Please note that in this process a
router forwards packets according to the unicast routing table and there is no necessity for multicast
routing.

While Aguilar’s approach to multicast is very simple, it does not scale well with the growing
number of destinations. Considering the limited size of a packet, the more destinations are ad-
dressed the less space is left for data. Moreover, Explicit Multicast does not completely eliminate
redundancy from single source multiple destination data transfers. When a destination list does not
fit a single IP header, it must be split into sub-lists. Consequently, a new packet carrying the same
data is created for each sub-list. The approach was deemed to be unscalable by the networking
research community and it was dismissed soon after Aguilar proposed it. Nonetheless, a decade
later it was revisited in [7,8] and it was found useful as a complement to IP multicast. At present, it
is known as Small Group Multicast (SGM) or XCast (eXplicit Multicast) and is standardized in [9];
however, since it is not deployed in the Internet, it still remains a research concept.
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2.1.2 IP Multicast

The second approach to multicast was proposed by Cheriton and Deering in [2] and it is known as
IP Multicast. While Aguilar’s approach focused only on the multicast transfer mechanism, Cheriton
and Deering proposed a more comprehensive approach to the problem. IP Multicast is based on a
host group model where a set of hosts is identified with a single multicast IP address. The Internet
maintains the knowledge of the group members and actively constructs routes connecting them. If
a host wants to join or leave a group, it notifies a network using the Internet Group Management
Protocol (IGMP) [10]. Each membership change propagates through the network and the multicast
routes are updated. In order to transmit data to a group, a server using the group address sends the
data to the network. The data is forwarded and replicated along the multicast routes of that group.
The original IP Multicast model permits any source to transmit data to a group, even if a source is
not a member of the group; thus, it is called Any-Source-Multicast (ASM).

As Diot et al. point out in [11] the open multicast model is prone to malicious attacks, it
requires global address allocation, it does not provide any billing model, and it reveals serious
scalability issues due to group management in the network. To address some of these problems,
Holbrook and Cheriton proposed an extension to multicast called EXPRESS [12] – EXPlicitly
REquested Single-Source multicast. EXPRESS uses the semantics of a multicast channel, instead of
a multicast group. A multicast channel has only one source and is identified by a tuple (S,E) where
S is the source address and E is the channel number. This solves the problem of global address
allocation and the shortage of multicast groups. Moreover, since only a source S can transmit to
channels (S,*) no malicious source can pollute the channels. A source can secure a channel with
a key; thus, only hosts that present the key can join the channel. Considering the billing model
for multicast, EXPRESS provides a service for counting channel subscribers. Since a channel has
only one source in the EXPRESS model, it is easy to charge the source based on the number of
subscribers.

At present, IP Multicast still lacks vital services like reliable receiver authorization, authen-
tication, and also accounting (AAA) in order to be accepted by content providers and Internet
Service Providers (ISP). Moreover, IP multicast requires per group state on forwarding nodes which
poses heavy burden on backbone routers. Another issue is the difficulty to construct the multicast
congestion control [13]. The solutions for handling heterogeneous receivers are based on layered
transmission which in turn requires allocation of expensive multicast channels. Finally, IP Multicast
breaks the end-to-end relationship between communicating hosts, thus rendering communication
inherently insecure. Altogether, these issues account for the lack of IP multicast services in the
Internet.

2.1.3 Application Layer Multicast

The two aforementioned approaches to multicast address the problem at the network layer. Ex-
plicit Multicast proposes to extend the IP header with additional destination addresses. This new
IP header requires a different type of processing on the Internet routers. Similarly, IP Multicast re-
quires updating routers. Routers must run the distributed group management, co-operate to build
multicast routes between group members, and forward and replicate IP Multicast packets. The
requirement of router level deployment in the whole network greatly contributes to the failure of
these solutions. Routers are updated very rarely, typically when old routers are replaced by new
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ones. This, in turn, raises an issue of interoperability and increases costs of initial investment.
The reluctance to deploy and enable network layer multicast, directed the research effort to

application layer solutions that require only unicast transfers. The complete functionality of Appli-
cation Layer Multicast is implemented at the hosts that are part of a multicast group. This accounts
for rapid development of this class of solutions, since prototypes can be tested immediately in the
real world scenarios. The earliest examples of ALM from the research community include systems
like: Narada [4], NICE [14], Overcast [15], or Splitstream [16]. It was quickly recognised that
ALM is capable of efficiently delivering data to a large number of clients and the ALM technology
was adopted for commercial purposes, primarily to stream television channels. At present, systems
like PPLive [17], PPStream [18], Sopcast [19], or QQLive [20] attract a vast number of listeners.
For instance, the largest ALM PPLive claims to have more than 100 million users1.

Although the different ALM systems vary in their architecture, they share the common idea of
distributing the server load during data transfer among clients. This is achieved by arranging clients
in a tree structure where a server is at the root of the tree and the clients form subsequent levels of the
tree. The clients are in the parent-child relation, where a parent transfers data to children and the
first parent is the server. A parent has a limited amount of children and this number is called degree.
The degree parameter controls the tree shape. If the degree is high, the tree is short and therefore
the latency between the server and last client is low; however, the client load is high. Reversely, if
the degree is low, the tree is long and therefore the transmission latency is high; however, the client
load is low. In practice, the distribution tree is unbalanced - a few powerful hosts serve many poorly
connected clients (a host with an asymmetric connection, like ADSL, often cannot serve even a
single child due to the low uplink bandwidth).

The main challenge in ALM is to optimise the delivery tree structure under continuous changes
in network conditions and churn of group members. The amount of redundancy generated by
an ALM solution is smaller than the amount generated by purely a server-client model. ALM
exploits clients locality to efficiently deliver data. It can cluster clients by network location, thus,
a server sends data to only one client from a cluster which then distributes it to its neighbours.
Nonetheless, an ALM client that actively participates in the distribution tree, transfers the same
data to its children using unicast, thereby creating redundancy at the network layer. Moreover, even
the optimal ALM solutions incur additional delays during data transfer.

2.1.4 Summary and insights

Explicit Multicast and IP Multicast provide the mechanism for single source multiple destination
transfer at the network layer. Explicit Multicast implements only the transfer mechanism and
a server is responsible for group management. Therefore, an Explicit Multicast packet carries a
list of group member addresses. To overcome this limitation, IP Multicast combines the transfer
mechanism together with a group management system. The destination of an IP Multicast packet is
a group of hosts identified with a single address. While IP Multicast is scalable regarding group size,
it does not scale well regarding group number. The cost of the group management in the network
is difficult to justify with the degree of efficiency obtainable. Furthermore, the host group model
breaks the end-to-end relationship between communicating parties, causing a number of security
issues.

1http://download.pptv.com/en/about.html
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Even though the host group model provides a clean solution for the multicast problem, it does
not suit well the Internet architecture. The Internet design decisions follow primarily the end-to-
end arguments of Saltzer et al. [21]. Saltzer argues that the core network should provide only basic
functionality upon which higher layers can build diverse services and applications. Application layer
multicast indicates that group management can be successfully implemented at the higher layers;
however, it requires a network primitive to support single source multiple destination transfer.

2.2 Caching

Caching makes access to data faster by adding transparently a small secondary storage unit to the
system. The secondary unit is either faster, i.e., within a computer - cheap and slow storage units
are paired with faster and more expensive storage units to improve access time; or this secondary
storage unit is located closer to the process that requested the data. In this case redundant transfers
over networks are avoided.

Caching effectiveness follows from a phenomenon that most of process requests can be served
from a relatively small storage unit. This is because in most systems the request pattern exhibits
temporal and spatial locality of reference. The temporal locality of reference occurs when a process
requests the same data in short time periods. For instance, CPU often executes the same instructions
due to frequent loops in computer programs, or users often access the same favorite web-sites. The
spatial locality of reference occurs when a process within a short time period requests nearby data
elements. For instance, most CPU instructions are executed sequentially, or within data structures
related data elements are located nearby.

2.2.1 Cache fundamentals

A cache is a small storage unit that keeps a subset of data from the primary storage unit. As it is
depicted in Figure 2.1, a cache is organised as a pool of slots containing copies of data from the
primary storage unit. Each copy of data stored in a slot is identified with a tag. The same tag is used
to identify the original of this datum in the primary storage unit. In order to access an element in
either of the storage units, a system uses a tag to access the datum containing the element and an
offset to access the element in the datum. For instance, in a computer main memory an instruction
address determines both tag and offset of the instruction. With the increasing cache granularity,
more bits of the instruction address line are allocated for the tag part and less for the offset part.

Figure 2.1: Generic cache design

The cache assisted read operation is performed in two steps. When a process requests an ele-
ment, first, the cache is queried using the element tag. If the tag is found in the cache, the associated
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element is immediately served from the cache and we say that a cache hit occurred. If the tag is not
found in the cache, the element is served from the primary storage unit incurring high access la-
tency and long transfer time. In this case, we say that a cache miss occurred. In the second step
during cache miss a datum containing the requested element is inserted into the cache. Since the
cache space is limited, the new datum replaces the datum chosen from the cache according to the
replacement policy. The task of the cache replacement policy is to point to a datum that is most
unlikely to be referenced in the future, thereby maximising cache utilisation.

During the cache assisted write operation, a system does not write an element directly to the
primary storage unit, but transfers it to the cache. Then, the cache is responsible for writing the
modified datum to the primary unit to maintain coherency. In general, there are two policies to
handle the cache write operation: write-through and write-back. A cache with the write-through
policy immediately transfers a modified datum to the primary unit. A cache with the write-back
policy delays the transfer to the primary unit until the modified datum is not evicted from the
cache. This policy can yield better performance, since other elements in a single datum may be
accessed and modified by the system multiple times before the datum is evicted. However, the gain
in performance is achieved with temporal inconsistency.

Replacement policy

A good replacement policy should guarantee efficient use of the cache space. The cache efficiency is
usually measured by the cache hit ratio therefore the goal of the replacement algorithms is to max-
imise this parameter. Obviously, it is not possible to provide the optimal replacement algorithm,
since this requires knowledge of future access requests. Therefore, based on the previous request
pattern the replacement algorithm approximates the future behaviour.

One of the most popular cache replacement policies is the Least Recently Used (LRU) policy.
LRU evicts the least recently used element from the cache. Therefore, the elements that are accessed
frequently are unlikely to be evicted. The policy yields high hit ratio for most of the caching systems.
However, in order to achieve better cache performance, the replacement policy should match the
system request pattern. Thus, it must be designed to match the content characteristic and the
system behaviour. For example, in [22] Robinson and Devarakonda show that a frequency-based
replacement policy outperforms the LRU policy when managing caches used for disk blocks by a
file system, a database management system, or a disk control unit.

Optimisation of the cache replacement algorithm is not always beneficial. With the growing
complexity of the replacement algorithm the cache response time decreases. Complex algorithms
require more processing power and local storage space which are not always available. For example,
the CPU cache operates in a very constrained environment where the replacement algorithm is
implemented in hardware. Moreover, to decrease lookup time in the cache a single line can only be
mapped to a subset of possible cache slots. Therefore, this type of cache implements only a limited
version of the LRU policy. Virtual memory management systems also do not implement the basic
LRU policy for disk cache, but use the less complex clock replacement algorithm [23, 24]. The
algorithm does not achieve the LRU efficiency, but provides faster response times.
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Cache Coherence

A cache holds a subset of elements from a primary storage unit for fast access. These copies of
elements should reflect the original elements, and only then, can we say that the cache is coherent
with the primary unit. A cache may become incoherent in two situations: (1) a process modifies
elements in the cache, or (2) an external process modifies originals of the cached elements in the
primary storage unit. We have already discussed the first situation with the cache write policies.
To recap, the write-through policy provides strict coherence while the write-back policy permits
temporal incoherence for the sake of performance. The second situation, whereby an external
process modifies elements in the primary storage unit, occurs often in environments where multiple
systems access the same storage unit like a distributed file system, multi-core processors, or World
Wide Web (WWW) services.

The importance of cache coherence depends on the system characteristic and it is not always
crucial. Usually, systems that do not involve humans also do not tolerate inconsistencies. For exam-
ple, multi-core processors demand strict coherency between caches and a main memory. Deviations
from coherent state may cause system crash. Therefore, additional mechanisms are employed to
ensure the coherent state – both in hardware and software. Other considerations are required for
WWW proxy caches. Users accessing a web-page are often willing to get a stale web-page if they
do not have to wait a long time [25]. Hence, a proxy cache often serves stale web-pages as long as
their expiration time has not elapsed. Only then, will the proxy cache fetch the web-page from the
server.

2.2.2 Cache applications

Caches are ubiquitous in computer systems. We have already mentioned some of the cache appli-
cations, in order to support our description of the cache mechanism. In the following paragraphs
we extend these examples and discuss application specific cache design considerations. Finally, we
describe a cache for point-to-point data transfers in the Internet. This type of cache in many aspects
resembles our solution, however, here we describe only principles, providing a detailed comparison
with our system towards the end of the dissertation.

CPU caches

From the very beginning of computer systems, the instruction and data transfer from the main
memory to CPU posed a bottleneck for system performance. The CPU executes instructions an
order of magnitude faster than the speed instructions can be fetched from the main memory. To
bridge this gap, already in the early 80’s most large and moderate computer systems were equipped
with cache memories [26]. CPU cache has multiple design considerations, however, here we men-
tion only two: access time and hit ratio.

To provide the shortest access latency, modern CPU caches are integrated in the same circuit
as the processing unit. In addition to the cache placement, the cache lookup time constitutes a
considerable part of the access time. In order to minimise the lookup time a single memory line
can be placed only in a limited number of cache slots. Thus, based on the line tag the cache knows
immediately which set of slots to query. A directly mapped cache permits a single line to occupy
only one location in the cache. A less strict scheme - a set associative cache - permits a single line to

14



be stored in alternative locations. While the flexibility increases the cache hit ratio, it also extends
the lookup time.

The cache hit ratio is directly proportional to the cache size. The larger the cache, the higher the
hit ratio. However, increasing cache size also results in increased access latency, which is undesirable.
One solution to this problem is a multi-level cache hierarchy [27]. By providing a second level
cache, we can efficiently handle first level cache misses. Therefore, the second level cache allows
reduction in the size of the first level cache, thereby increasing its responsiveness.

Disk caches

In computer systems, disks provide an inexpensive storage space for large amounts of non-volatile
data. However, disks are mechanical devices and thus have a high access latency due to disk head
positioning. Moreover, advances in disk technology do not help to reduce the gap between the
disk access time and the CPU speed which is instead increasing. Therefore, processes performing
input/output (IO) operations are often blocked for a long period of time while waiting until the
requested data element is fetched to the main memory. To overcome the IO bottleneck limitation,
disk caches were proposed as a solution [28].

Disk caches use a part of the main memory to store frequently accessed blocks of data. This
improves the computer system performance in two ways. Firstly, the disk cache moves large blocks
of data, which is much more efficient than moving small data elements upon each IO request.
Hence, when a process performs multiple short IO operations on a file, most of the operations
are transparently handled by the disk cache. Secondly, the disk cache eliminates many IO write
operations, since data elements are only written to blocks in the main memory. The modified data
blocks are marked as dirty blocks and are written back to the disk either when evicted from the disk
cache or upon explicit system request (like the sync command in Unix systems).

In most operating systems, the disk cache functionality is implemented by the virtual memory
management system. When a file is open, it is mapped to a memory address space which is done
implicitly by a process loader, or explicitly with for example the mmap system command in Unix
operating systems.

WWW proxy caches

The first caches were primarily used to accelerate CPU access to main memory, and to improve IO
throughput when accessing disks. With the advent of the Internet, the caching technique was also
applied to web services. The idea of WWW proxy caches arose as an extension to proxy servers.
A proxy server originally provided access to web services for users located in a subnet protected
with a firewall. The proxy server was installed at the gateway and it forwarded all HTTP requests
generated by the subnet users to web servers. Since the subnet users often share common interest,
the proxy server was an excellent place to build a web-page cache [29].

A proxy cache reduces network traffic generated by users that are located in the same subnet,
since it eliminates redundant transfers of the same web-page from a remote web server to different
users. At the same time, the proxy cache cuts down the access latency to cached web-pages. How-
ever, due to performance issues, proxy caches do not maintain strict coherency between cached
documents and their primary copies on web servers. Cached documents have an assigned expira-
tion time which is usually a fixed time period for all documents. The proxy cache does not check the
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validity of documents until the time expires. Therefore, proxy caches often serve stale documents.
While proxy caches remove a part of redundant transfers in web traffic, in practice, it appears

that it is only a small fraction. Users demanding fresh documents force caches to always fetch a web-
page from a server, regardless of the age of the document copy. Moreover, a proxy cache cannot
handle requests for content that: requires authorisation, is generated dynamically, or is personalised.
It also does not recognise the same content mirrored on a different server, since it caches content by
the URL address.

Point to point link caches

To overcome the shortcomings of a proxy cache Spring and Wetherall proposed in [30] a packet
level redundancy suppression. The technique is applied on a point-to-point bandwidth constraint
channel like for example: an access link, a wireless link, or a path between a server and a client.
The algorithm requires two caches that are located at the channel entry and at the channel exit (see
Figure 2.2). The packet transfer is handled in the following way. Before a packet enters the channel,
it is compared against the cache content and if any substring of the packet is found in the cache,
it is substituted with a tag. Thus, packets traversing the channel consist of unique byte strings
and short tags replacing redundant information. On the channel exit, the packet is reconstructed
from the cache by replacing the tags with data. To ensure the correct operation, the caches must be
consistent.

Figure 2.2: Packet caching on point-to-point links

The packet level redundancy suppression is protocol independent. Therefore, it can eliminate
redundancy regardless of the HTTP semantics. Since it operates at the level of byte strings, it
can detect redundancy in personalised or dynamically generated content. Furthermore, it does not
need to be updated to support new types of protocols or content. These distinct features led to
fast commercialisation and the technique became a fundamental part of WAN optimisers [31–34].
Recently, Aggarwal et al. [35] proposed to incorporate the end-to-end redundancy suppression
technique as a part of a network stack.

In [36], Anand et al. propose to deploy the redundancy suppression technique as a universal
primitive on all Internet links. The network-wide redundancy elimination would considerably
decrease load on links and make networks resilient to flash crowds. As the authors argue, even
greater improvements can be obtained by modifying forwarding routes to extend a common path of
packets carrying redundant content. The link layer redundancy elimination requires the installation
of a pair of caches between a router egress and a downstream router ingress ports for each router link.
Caches installed at router egress ports remove redundancy from outgoing packets and downstream
caches reconstruct the incoming packets.
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As the authors point out in the followup [37] this naive approach does not take into considera-
tion the limited amount of memory available on routers and the memory throughput bounds that
renders the solution infeasible. The new design addresses these constraints with a distributed archi-
tecture. To reduce computational effort, packets are not cached on the hop-by-hop basis. Rather,
an encoded packet may be reconstructed by a cache located a few routers downstream. This greatly
increases complexity of the architecture, since it requires coordination between different link caches
which raises difficulty in inter-cache consistency.

2.2.3 Summary

Caching became a standard element in computer architectures that transparently accelerate system
operation. It is present on all levels of the computer system architecture. It cuts down access latency
and transfer time of small portions of data such as single instructions in the CPU to large transfers of
content from web-servers to clients. Caching also eliminates redundant transfers of the same data
over the same channel. In this context, it trades memory and computational power for channel
bandwidth.
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Chapter 3

Design

In this chapter we present CacheCast - a link layer caching mechanism that removes redundancy
from single source multiple destination transfers. The basic idea of CacheCast is presented in Figure
3.1. To ilustrate the idea, we consider two consecutive packets that originate from the same source,
traverse a few hops over a common path and carry the same content but have different destinations.
The first packet traverses the path hop-by-hop. Each hop along the path caches the packet payload
and records the output link for the packet (steps (1) and (2)). When the second packet enters
the path, the first hop determines the output link for the packet (steps (3) and (4)). It recognizes
that it has sent the first packet over that output link with the same payload. Since the payload is
already in the next hop cache, it sends the packet header. The same occurs on each hop until the
last hop of the common path is reached. The last hop determining the output link for the second
packet recognizes that it will travel a different path than the first packet. Thus, the payload cannot
be present in the next hop cache. The last hop attaches the payload from its cache to the second
packet header, sends the entire packet and records the output link.

The CacheCast system operates on the link layer and its goal is to remove redundant payload
transmission from links. In order to find an instantiation of CacheCast for packet switch networks
such as the Internet, firstly, in Section 3.1 we provide basic terms and considerations for network
elements. Secondly, in Section 3.2 we present a list of requirements that CacheCast should satisfy.
Thirdly, in Section 3.3 we discuss two fundamental elements of the CacheCast system, i.e. link
cache and server support. The detailed designs of these elements are described in Section 3.4 and
Section 3.5. Finally, in Section 3.6 we consider resilience and operational issues related to the
CacheCast design and we conclude the chapter in Section 3.7.

3.1 Terms and considerations

Packet-switched networks such as the Internet consist of links and routers which provide end-
to-end packet delivery. In the following we use the Internet as an example to demonstrate how
CacheCast works. In the Internet links are communication channels that transport packets over a
distance, while routers connect multiple links and forward packets towards their destinations. Since
the meaning of the link and router terms is broad and depends on the context, in this section we
provide our terminology to avoid ambiguities. Furthermore, we discuss assumptions related to the
elements and analyse to which extent these assumptions hold.
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Figure 3.1: Basic idea of the caching mechanism

3.1.1 Link

A link is a point-to-point communication channel that transports packets over a distance. The link
abstraction can be applied in the context of both the end host communication and the single hop
communication. However, in this thesis we use it always in the context of the single hop com-
munication. A link should not be associated with the physical medium. It is rather implemented
on top of other networks (see Figure 3.2). At present, Internet links are mainly based on switched
networks such as switched Ethernet or ATM which are used to access end hosts, or dedicated lines
which constitute the Internet backbone. Despite the variety of link technologies, a link has three
general properties that are of key importance in the CacheCast design.

(1) Packet sequence: Even though this is not required, in most cases links preserve the order of
packets. This is due to the link technology. Backbone links are mainly created using dedi-
cated lines, or circuit switched networks, where packet reordering does not occur. In case of
access networks which are dominated by switched Ethernet, the order of packets is preserved
due to single path routing inside a network.

(2) Packet loss: Links are characterised by low packet loss probability. Considering wired tech-
nologies the reliability comes from well protected data paths, while in the case of wireless
transmissions reliability is increased by protocol mechanisms, e.g. re-transmissions. The
packet loss is minimised, since this increases the end-to-end transmission throughput and
link utilisation.

20



Figure 3.2: The link concept

(3) Link capacity: The link throughput is limited in bits per second. Thus, the shorter packets
are the more of them can be transported over a link within a given time unit.

The first two properties greatly simplify the design of a link cache, since it does not need to
employ mechanisms for packet recovery or for handling reordered packets. The third link property
ensures that payload caching is meaningful, since a link can transport many more short packets
than large packets within a time unit. If the link throughput was limited in packets per second, no
gain could be obtained by caching.

While it is simple to associate a link with a fibre connection, the correct identification of a link
in a broadcast medium may not be obvious. Figure 3.3 depicts three machines connected with
Ethernet coaxial cable which acts as a broadcast medium. In this scenario, we identify the three
following links: A-B, A-C, and B-C. Since the cable connects more than two machines, we use
machine Ethernet addresses to identify link ends. It should be noted that our link abstraction does
not capture broadcast transmission. It only supports the point-to-point communication. By this,
CacheCast adheres to the Internet architecture which operates only on point-to-point links1.

Figure 3.3: Ethernet network segment

1The broadcast communication in the Internet infrastructure is rarely available and only on the network edges. It
causes waste of bandwidth, since messages are often sent to hosts which are not interested in their content.
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Figure 3.4: Conceptual view of a router

3.1.2 Router

A router is a network node that connects at least two links and switches packets between them.
As depicted in Figure 3.4, a router has two processing planes: a control plane and a data plane.
The control plane is responsible for computation and maintenance of network routes as defined
by routing protocols like Open Shortest Path First (OSPF) or Border Gateway Protocol (BGP).
Since these tasks are not time-critical, they are performed by a standard CPU. The router data
plane is responsible for forwarding incoming packets based on their destination IP addresses and
the precomputed routes. Packet forwarding is the most time-critical operation in a router. In order
to match the arrival rate of packets from multiple links of high capacity, the forwarding operation
requires hardware support and often a special type of hardware architecture.

CacheCast operates on a per packet basis, hence it functionally belongs to the data plane. The
main task of the data plane is to forward packets and this is performed in the four stages (as depicted
in Figure 3.5): (1) upon arrival, a packet is verified and if it has errors, it is discarded, (2) based
on the packet destination IP address the output link is determined, next (3) the packet time-to-live
(TTL) and checksum fields are updated, and finally (4) the packet is switched to the output link.
Each output link has a queue that stores packets during bursty periods when packets from multiple
input links are switched at the same time to the same output link exceeding its capacity.

Figure 3.5: Input packet processing per link
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Figure 3.6: The first generation of router architecture

The first generation of routers perform all tasks of the data plane in a standard computer ar-
chitecture (Figure 3.6). A packet arriving at one of the network interfaces is transferred to the
main memory and then processed by the general purpose central processing unit (CPU). When the
output link is determined the packet is queued and later transferred to the network interface asso-
ciated with the output link. In this architecture the CPU performs all tasks related to the packet
forwarding and the main memory acts as the packet switch, thus, the router forwarding rate is
limited by per packet CPU processing and the memory bus speed. The second and third genera-
tion of routers are based on a distributed processing architecture. The data plane tasks related to
the packet processing are performed directly on network interfaces and the switching is done via
a shared memory, or a shared bus in routers of the second generation, and via a switch fabric in
routers of the third generation. While the first generation routers are sufficient for small to medium
size autonomous systems, the second and the third generation routers are necessary to handle traffic
on Internet backbone links.

The router throughput is characterised by the number of packets that a router can forward
within one second. Our fundamental assumption in this thesis is that throughput of a router
does not depend on the packet size. This assumption holds for the first generation of routers,
since the packet route evaluation and IP header update does not depend on packet size and the
packet switching is performed inside the router main memory. However, in the second and third
generations of routers this assumption may not hold. While these routers perform the same per
packet operations, the packet switching involves packet transmission over the internal bus or switch
fabric. Therefore, throughput of these routers depends on the packet size.

In this thesis we focus only on the first generation of routers that are used in the small to
medium size autonomous systems. The second and third generations of routers require additional
considerations which is a subject for future work. It is worth noting that for small to medium size
networks the link cost is mainly associated with a physical infrastructure of copper wires or fibres
and it greatly outweighs the cost of routers which are cost-efficient boxes. Therefore, the bandwidth
savings that can be gained by caching in this type of network are important.

3.2 Requirements

CacheCast requirements arise from three aspects: (1) CacheCast as an intermediate system that
supports single source multiple destinations transfer, must in principle preserve the end-to-end
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relationship between communicating hosts. (2) CacheCast as a system performing per packet pro-
cessing must be reliable and fast. (3) CacheCast as a system for reducing transmission costs must
itself have minimum costs in terms of resource consumption and initial investment.

CacheCast as an intermediate system

The host communication in the Internet is based on the end-to-end principle, i.e. two hosts which
communicate have all information about the connection stored locally and no information is stored
in the network. Transport protocols like TCP or DCCP (which provide reliability or congestion
control) are based on this principle. Additionally, the end-to-end relationship between hosts sim-
plifies security control, since no third party is involved. Therefore, CacheCast as an intermediate
system must preserve the end-to-end relationship.

IP Multicast is an example of a system which breaks the end-to-end principle. It requires a
new set of protocols designed to work with an intermediate system. However, in this context it is
difficult to provide reliability, congestion control, and security control which is a subject of ongoing
research (cf. Section 2.1.2).

CacheCast as a packet processing system

CacheCast is a link layer system that performs per packet processing. Since the caching mechanism
operates on individual packets, a single cache must be fast enough to process all packets arriving at
the maximum speed. If this is not the case, the caching mechanism itself becomes a bottleneck.

CacheCast must be reliable. A single packet traversing a network hop-by-hop can be subjected
multiple times to the caching mechanism. Since the packet is successfully delivered only if all of the
caches on the packet path perform correctly, a single cache operation must be completely reliable.
A failure of a single cache will result in failure of end-to-end packet transmission.

CacheCast as a system for cost reduction

The CacheCast purpose is to reduce costs of single source multiple destination transfers measured
as bandwidth consumption. However, if CacheCast requires a considerable amount of resources to
be deployed and utilised then the purpose is lost. Therefore, both investment and operational costs
must be minimised.

In order to minimise costs of initial investments CacheCast must be incrementally deploy-
able. An incrementally deployable system yields benefits already with the deployment of the first
elements, thus creating a positive incentive for further investments. Systems requiring full deploy-
ment in order to work, create a high barrier of initial investment which may prove too difficult to
overcome.

The operational costs of caches depend mainly on the amount of cache storage space and com-
putational costs. Thus, in order to minimise the operational costs, CacheCast must use minimum
storage space on each hop and employ a simple caching algorithm.
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3.3 Fundamentals

The core problem that we address in this thesis is the redundancy in single source multiple destina-
tion datagram delivery in the Internet. In the absence of widely deployed multicast solutions this
type of transmission is solved by a superposition of unicast transmissions. Obviously, this leads to
multiple transmissions of identical payload over the same link.

The overhead introduced by multiple transmissions of the same element over the same com-
munication channel is a well-known problem in computer systems and is addressed by caching.
For example, multiple transfers of the same data/instruction from main memory to CPU are sup-
pressed by multi-level CPU caches. Multiple transfers of the same pages from hard disk to main
memory are suppressed by page caches. Multiple transfers of the same elements from web pages to
the same client are suppressed by the client web browser caches. We argue that multiple transfers of
the same payload over the same link should be also suppressed by caching. The link layer caching
is transparent to packet transmission and therefore preserves the end-to-end relationship between
communicating hosts. Thus, CacheCast as a link layer caching technique intrinsically satisfies the
requirement imposed on intermediate systems as discussed in Section 3.2.

In the following subsections, we discuss two fundamental design issues for payload caching.
The first issue is where to place cache elements. The second issue is whether a source should be
aware or unaware of caching.

3.3.1 Placement of cache elements

According to the assumptions we have made, the link capacity is limited by the bit transmission
rate and the router forwarding rate does not depend on the packet size. Therefore, the caching
mechanism should be located on the edges of the link entity (see Figure 3.7). In this configuration,
the caching mechanism is divided into two parts. The cache management unit located at the
link entry removes redundant data from packets before they enter a link, thus increasing the link
throughput. The cache store unit located at the link exit reconstructs the packets before they enter
a router which does not impact router forwarding rate. Caches constructed on the link edge entity
are simple to implement, since packets behave in a deterministic way on a link. Additionally, the
caching mechanism is transparent to a router, since a router processes packets in a standard way
(Figure 3.8).

Figure 3.7: Extended directed link

A single link cache does not require any cooperation with other caches. It is a self-standing unit.
The only information the cache requires is carried by a cacheable packet. Link caches are transparent
to routers. As we have discussed in the previous section we focus on the first generation of routers.
All cacheable packets that were transmitted without payload over a link are reconstructed inside the
shared memory and then they are processed by a router. Before a cacheable packet is moved to the
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Figure 3.8: Caching links and routers

output interface, it is again subjected to the caching mechanism and its size may be reduced (see
Figure 3.8). Since we move cached packets between network interfaces and shared memory and we
aim at a very simple caching mechanism, the CacheCast impact on a router’s switching capacity is
negligible.

3.3.2 Caching aware source

Our second design decision is that a source should be aware of caching. A caching aware source
cooperates with the network. It can ensure that the packets that carry the same payload are trans-
mitted within the minimum interval time. Additionally, it can provide three key information
elements to the network that simplifies caching. Firstly, it marks packets that carry the same pay-
load as cacheable packets. Packets which do not carry duplicate payloads are not marked and are
not considered for caching in the network. This in turn increases cache efficiency, since unique
payloads do not unnecessarily consume cache space. Secondly, the payload part of a packet is of
variable size. The source can easily provide information about the payload size. Thus, link caches
know immediately which part of a packet to cache. Thirdly, a source can create an identifier for
each payload, which combined with the source address, is unique in the Internet. Thus, caches
perform the matching based on payload IDs instead of a whole payload match. A caching aware
source can significantly relieve link caches both in terms of processing and memory requirements.
The simplified cache processing results in reliable and fast link caches. Therefore, a caching aware
source is the fundamental element of the CacheCast design by which we address the requirements
of the fast and reliable packet processing and minimum resource consumption described in Section
3.2.

A source unaware of caching does not support the network. Caching is done transparently to
the source and the link caches do not have the aforementioned advantages. These caches would
require larger storage space to achieve a comparable efficiency (due to the wasted storage room
for non-redundant payloads). They need to determine the payload part and need to compare the
whole payload at the instance a cache hit occurs. However, the main advantage of the transparent
caching is that it does not require any change at the source. Moreover, the transparent caching
does not match payloads according to the IDs created at the source, rather it compares whole
payloads. Thus, the same payloads that originate from different sources can be matched, which
may provide the ability to cache content from unrelated sources. Nevertheless, we are interested in
the single source multiple destination datagram delivery and inter-source matches are beyond the
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scope of this work. Furthermore, our aim is to minimize the cache size which in turn minimizes the
probability for inter-source matches. The advantages of the transparency are achieved by employing
large caches and complex cache matching algorithms which will otherwise be too expensive for the
Internet in the near future.

3.4 Link cache

CacheCast has been developed on the basis of our fundamental design decisions. It consists of two
parts: a server support and a link cache. In this section we describe the functionality of the link
cache and discuss issues related to the size, configuration, resource utilisation, and reliability of a
link cache.

3.4.1 CacheCast header

The caching aware source (as we discussed in Section 3.3) marks packets as cacheable packets and
provides information on payload ID and payload size of the packet. However, the question is:
Where should this information be placed? We decided to create an extension header called the
CacheCast header. Each packet which carries a CacheCast header is a cacheable packet. CacheCast
works only on cacheable packets. Non-cacheable packets pass it untouched. The header is created
at the source and contains three fields: the cache index (INDEX ), the payload ID (P_ID), and the
payload size (P_SIZE). The cache index is an administrative field for the caching mechanism and
it points to the location of the payload in the cache store unit. The two remaining fields are filled
by the source before packet transmission. The payload size describes the packet tail size which is
cacheable. We assume that payload is always at the tail of a packet. The payload ID identifies
packet payload uniquely at the source and when it is combined with the source address it identifies
a packet uniquely in the Internet.

Figure 3.9: IPv4 Packet with the CacheCast header

Depending on the IP version available in a network, we consider two possible locations for
the CacheCast header. If CacheCast works in an IPv6 network we use the IPv6 extension header
to implement the CacheCast header. However, IPv6 is rarely deployed in the Internet at present
and it is more likely that the caching mechanism is employed in IPv4 based networks. Since the
IPv4 header does not provide any functionality enabling us to implement the CacheCast header,
we follow the approach of the MPLS protocol. We locate the CacheCast header between link
layer header (L2) and IP header (L3) (shown in Figure 3.9). We make the CSU unit responsible
for removing the CacheCast header when a cacheable packet enters a router and the CMU unit
responsible for inserting the CacheCast header before a packet re-enters a caching link. Since we
have to maintain the payload ID and the payload size information when a cacheable packet is
processed by a router, we move them to the packet meta-data describing the packet state on a
router. We follow this approach in our Click router implementation (cf. Chapter 7).
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Figure 3.10: Relationship between the CMU table and the CSU

3.4.2 Link cache mechanism

Caching is done per link and is separated into a management unit and a cache store unit. The cache
management unit (CMU) is placed on the link entry and the cache store unit (CSU) is placed on
the link exit (Figure 3.7). The CMU is in full control of the CSU. It has a table where it keeps
information on payloads stored in the CSU. The number of the CMU table entries is the same as
the number of the CSU slots (Figure 3.10). We define the link cache behaviour for cache hit and
cache miss in the following way:

Cache hit: If a payload identifier of a packet entering a link is found in the CMU table, we call it
cache hit. This means that the packet payload is in the cache store unit on the exit side of the
link and there is no need to transmit it again. Thus, CMU first puts the index of this payload
identifier into the INDEX field in the CacheCast header. Next, it removes the payload and
transmits only the header part of the packet. When the header arrives at the link exit the
payload with the INDEX in the cache store unit is attached to it. Then, the whole packet is
moved for further processing to the router.

Cache miss: If a payload identifier of a packet entering a link is not found in the CMU table, we
call it cache miss. This means that the packet payload is not present in the cache store unit
on the exit side. The CMU handles the cache miss in the following way. Firstly, it removes
one entry from the table according to the selected cache replacement policy, inserting instead
the payload identifier of the packet that caused the cache miss. Secondly, it inserts the index
where the payload identifier was inserted in the CMU table into the INDEX field of the
packet CacheCast header. Finally, the packet is transmitted over the link. Upon arrival at the
link exit the payload is stored at the location pointed to by the INDEX. The previously stored
payload can be safely overwritten since it has been evicted from the cache by the CMU. The
payload identifier in the table and the corresponding payload in the cache store unit have the
same indexes.

3.4.3 Link cache size

It is difficult to provide an approximate number of cache sizes in the Internet. In general, larger
caches are more efficient, but they also require more processing capacity and more storage space.
We decided to scale all caches according to the associated link capacity C. The scaling factor T is
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Table 3.1: Number of headers in packet train transmitted within a given cache hold time

Source uplink Cache hold time
speed 2ms 10ms 50ms

512Kbps 2 8 40
1Mbps 4 16 79
10Mbps 32 157 781
100Mbps 313 1561 7802

Figure 3.11: The packet train duration time

defined as the cache hold time and it is the minimum time a cache should be able to hold random
payload. Therefore, the cache size S is given by S = CT .

We use the following observation to estimate the scaling factor T of the desired cache size. Let
us consider a source that sends the same data chunk to multiple destinations in the CacheCast
enabled network. Before packets carrying the data chunk enter the first hop link they are subjected
to the CMU. Thus, only the first packet carries payload over the link while the remaining packets
are without payload. We call the resulting packet chain – a packet train. An example of a packet
train is shown in Figure 3.11.

Considering the packet train structure, we notice that it is sufficient to create caches that could
hold a payload carried in the first packet until the last header of a packet train arrives. Therefore,
the desired cache hold time depends on the packet train duration time. This, in turn, depends on
the source uplink speed and the number of destinations.

We have calculated the example sizes of packet trains that can be inserted into a network within
a given time window. Table 3.1 presents the calculation results performed for four different source
uplink speeds and for three different time windows. The numbers in the table represent the amount
of packet headers that can be transmitted by a given source within a given time window. Thus, the
numbers correspond to the packet train size. The packet header size on a link varies depending on
the link technology. In our calculations we assume the minimum Ethernet framing for a packet
header which is 84 bytes including inter-frame gap for all uplink speeds.

In the calculations, we measure the packet train duration time as the difference between the
time when the first packet and the last packet were transmitted by the source. Since only the head
of a packet train carries the payload, the duration time of the packet train is equal to (N − 1)ts
where N is the number of receivers and ts is the time to serialize one packet header.

Considering the numbers given in Table 3.1, i.e. the number of packet headers that can be
inserted into a network for the different uplink speeds, we argue that the cache hold time T of
10ms is satisfactory. We support this claim with the following four key observations:

1. Clearly, the faster the uplink speed is the more packets a source can insert into a network

29



within a given time. We expect that sources with slow uplink speed send data to a few
destinations while sources with fast uplink speed send data to many destinations.

2. Sources with a slow uplink speed often employ header compression techniques to shrink the
header size to only a few bytes. Thus, slow sources may insert many more packet headers
into a network within a given time.

3. The numbers provided in Table 3.1 do not determine the maximum number of receivers. For
example, a source with 1Mbps uplink speed can still send data to more than 16 receivers, but
in such a case the packet train duration time is larger than 10ms. Therefore, it may cause
additional payload transmissions decreasing the overall efficiency (cf. Chapter 4).

4. Sources with a fast uplink speed generate much more cacheable traffic in a network than
sources with a slow uplink speed. Therefore, the major part of bandwidth savings is due to
caching of traffic originating from the fast sources. The decrease in efficiency due to the slow
sources that send to many destinations is low.

The small cache size is important both for the CSU and the CMU. The 10ms storage space
required for the CSU is modest when compared to the storage space of a link queue. A link
queue is designed to accommodate approximately 250ms of the total traffic flowing through an
associated link [38] and, similar to a link cache, it requires fast access to memory. However, the link
queue memory is large and cannot be implemented using a fast static memory. Therefore, hybrid
approaches combining static and dynamic memory are investigated [39]. Nevertheless, this is not a
case of a link cache storage which can be implemented using a static memory, since it is small.

The CMU has the table containing identifiers of payloads located in the cache store unit. It
performs payload identifier lookup for each cacheable packet. Thus, when the table is large the
lookup operation may become the bottleneck of the caching mechanism. Since it is sufficient to
keep cacheable packets only for several milliseconds in a cache, it results in a small size of the CMU
table. Let us consider a 1Gbps link as an example. If we assume that the average payload size is 1KB,
and we cache link traffic for 10ms, we get the total amount of 1310 CMU entries. Additionally, if
we take into account that only a part of the total link traffic is the cacheable traffic we can further
reduce the number of entries. This size of a lookup table can be efficiently built based on hashing
techniques [40].

3.4.4 Memory utilisation of a link cache

According to the description given in the link cache mechanism, the CSU memory is divided into
slots and the size of each slot corresponds to the size of the link MTU. However, packets carry
payloads of different sizes, therefore, the CSU slots are not fully utilised.

In order to increase the utilisation of the CSU memory the slot size should be smaller than the
maximum payload size and payload should be stored in a variable number of slots. However, we do
not consider this issue as a design specific issue, but rather as an implementation specific issue. We
address the memory fragmentation in Chapter 7.
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3.4.5 Configuration of a link cache

Before a link cache starts to operate, the CMU and the CSU must agree on the number of payload
slots and the maximum slot size. This can be solved either by manual or by automatic configuration.
While manual configuration of a link cache is straightforward, it creates a new source of possible
errors and it must be avoided.

Automatic configuration based on exchange of messages between the CMU and the CSU dur-
ing link cache initialisation cannot be realised, since some links are unidirectional (e.g. satellite
links) and cannot support bi-directional communication. Therefore, either the CMU must config-
ure the CSU or both elements are configured according to certain external parameters. We decided
to configure the link cache elements according to the associated link capacity. The total cache store
space is equivalent to the product of the link capacity and the time interval of 10ms. The cache
store space is divided into slots of the same size in order to determine the number of slots and the
CMU and the CSU are configured with this value.

3.4.6 Payload ID considerations

A source creates a payload identifier for each CacheCast packet it transmits. The payload ID
combined with the source IP address uniquely identify this payload in the Internet. While in
theory each payload can be annotated with a different payload ID, in practice a source can use only
a limited amount of payload IDs. The maximum number of payload IDs is related to the size of the
payload ID field in the CacheCast header. Therefore, when a source has used all unique payload
IDs, it has to re-use them in order to identify new payloads. This creates a problem, since the
same payload ID identifies two different payloads; thus, the question is: When can a source re-use
a payload ID?

To better understand this question, let us consider the following scenario. A server S transmits
data to a number of clients. The server annotates a data chunk A with the IDA and transmits
it. The data chunk traversing a network is stored in all link caches along the paths to the clients.
Thus, the IDA cannot be re-used, until it is not evicted from all CMUs which are related to these
link caches. As we have established in Section 3.4.3, link caches should be able to hold payloads,
thus also payload IDs, for at least 10ms. However, this does not imply that a payload ID is evicted
after this time. In fact, it is rarely the case. Considering a random link cache which holds the data
chunk A, the data chunk remains in this link cache until it is replaced by other data. Hence, this
time period depends on the volume of the CacheCast traffic flowing through that link cache. If it
is small, the data chunk A may remain in the cache for a few seconds or even minutes and the IDA

can not be re-used during this time.
In general, it cannot be guaranteed that when a source re-uses a payload ID, this ID is al-

ready evicted from all link caches. To solve this issue, we define a time period when a payload ID
can remain in a CMU. When this time period expires the payload ID is evicted from the CMU.
However, how long should the time period be? If the time to evict a payload ID from a CMU
is long, a source cannot re-use the same payload ID for a long time and the amount of available
IDs decreases. However, a source can use the same payload ID during packet re-transmission and
benefit from CacheCast. On the other hand, if the time to evict a payload ID from the CMU is
short, a source can re-use the same payload ID very fast and the amount of available IDs increases.
However, link caches evict payloads very fast before packet re-transmission occurs.
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The time period to evict payload ID can vary according to conditional parameters. However, we
decided to set the time to evict a payload ID from a CMU to one second based on three arguments:
(1) A longer time period would burden a source. (2) There is no reason to keep a payload ID longer
than one second, since most re-transmissions occur within this time. (3) Assuming only 1% of the
CacheCast traffic flowing though a link cache, a payload ID is evicted from this link cache after
one second. Hence, we expect that most payload IDs will be evicted before the time period of one
second expires.

3.4.7 Errors on a link

So far we have assumed that there is no loss and no packet re-ordering on a link. However, even
though these events occur very rarely on current links (discussed in Section 3.1.1) the caching
mechanism requires additional protection against them.

It should be noted that the link cache is built at the edge of the link entity. Thus, packet loss
or packet re-ordering in a router does not affect the link caching. The only packet loss and packet
re-ordering that is of concern to us is packet loss and packet re-ordering on that particular single
link.

Packet loss

Packet loss on a link may affect the caching mechanism and cause cache inconsistencies, but only
when the lost packet carried a payload. The following example illustrates this case. A cacheable
packet with a new payload enters a link and is processed by the CMU. The packet causes a cache
miss. The CMU inserts the packet payload ID into the table and puts the payload ID index into
the packet header. Next, the packet is sent on the link but is lost. Thus, it does not reach the cache
store unit and the payload is not stored on the link exit. Now, the payload ID in the CMU table
does not reflect the correct payload in the cache store unit. Hence, the link cache is inconsistent.
Each packet that enters the link and has the same payload ID as the lost packet causes a cache hit.
Its payload is removed and only the header part is sent over the link. When the header arrives at
the link exit a wrong payload is attached to it and the wrong payload is delivered to the packet
destination.

To protect against errors caused by cache inconsistency we store the payload ID together with
the payload in the cache store unit on the exit side of the link. Since the packet header always carries
its payload ID, it can be compared with the payload ID in the cache store unit before the payload is
attached. If the payload ID carried by the header does not match the payload ID in the cache store
unit, the packet must be dropped. We do not consider any re-transmission schema of lost packets
on a per link basis to keep the caching mechanism simple and fast. Therefore, the loss on a link of
a cacheable packet with payload causes the dropping of the whole packet train. However, the loss
of a packet without payload does not affect any subsequent packets.

Packet re-ordering

Packets that exit a link out of order may cause a temporal cache inconsistency. A simple illustration
of this problem is the following. Let us consider two packets. The first packet entering the link
causes a cache hit. Thus, its payload is removed and the CMU puts the corresponding index value
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into the packet header. The second packet entering the link causes a cache miss and the CMU
chooses an index according to a replacement policy, which appears to be the same as the index
carried by the first packet. If the two packets are re-ordered on the link, the payload of the second
packet will overwrite the payload being referred to by the first packet. Thus, the first packet receives
a wrong payload, which is a severe error.

The solution that protects against errors due to packet loss also protects against errors caused
by packet re-ordering. Applying it to the above example would cause the drop of the first packet
(which arrives second at the link exit). Depending on the probability of the packet re-ordering on
a link more sophisticated solutions may be applied to that link. However, in our basic design the
packet dropping policy is considered sufficient.

3.5 Server support

According to our fundamental decisions described in Section 3.3.2, CacheCast requires server sup-
port. The support consists of two elements: (1) a server batches requests for the same data to
transmit it within the minimum interval time, and (2) the creation of the CacheCast header for
each cacheable packet. The first task of the server support is performed both by an application
which transmits data to multiple destinations, since it must schedule transfer of the same data at
the same time, and by an operating system (OS), since it must handle these transmission requests
properly. The second task of the server support is related to low level packet modification and is
fully performed by an OS. To better understand requirements for the OS support, we first describe
steps that an application takes to transmit the same data to multiple destinations.

3.5.1 Application related tasks

In order to benefit from CacheCast, an application that transmits data to multiple destinations
must batch requests for the same data. For example, a simple application could delay early requests
to match the late coming requests and then send the data to all destinations. However, more
advanced schemes like carousel content or fountain codes [41] can be used to synchronise in time
transmissions to all destinations. These approaches are useful for static content. The live streaming
type of content, served for example by IP TV or IP radio services, does not require this type of
support, since the transmission is synchronised in time per se. In Chapter 6, we demonstrate live
audio streaming in a CacheCast enabled network and we evaluate the benefits of this approach.

When a data chunk is scheduled for transfer, an application uses a system call to send the data
chunk to a destination. The application that transmits the same data to multiple destinations must
invoke the system call multiple times to send the data chunk to each destination. This, however,
may result in loosely synchronised packet series at the network level. Moreover, the packets may be
interleaved by other packets unrelated to the application data, since other applications can transmit
at the same time. Therefore, the application requires proper support from an operating system in
the form of a more suitable system call.
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Figure 3.12: Network communication in OS

3.5.2 Operating system related tasks

While the application task is to schedule data transmission to all destinations at the same time,
the OS tasks are to handle this transmission request properly and to create the CacheCast header
for each packet. Before we describe in detail the OS support for CacheCast, we first give a brief
overview of OS support for network communication in general. Within this framework we place
later elements of the CacheCast support.

The central part of OS support for network communication is a protocol stack. It enables an
application to communicate with remote processes in the Internet. As depicted in Figure 3.12 the
protocol stack consists of three layers of protocols: transport protocols (e.g. TCP, UDP), network
protocols (IP for the Internet), and link protocols (e.g. Ethernet for local area networks, Point-
to-Point Protocol (PPP) for dial-up connections). An application accesses the protocol stack via
sockets. In order to transmit data to a remote process an application sends the data to a socket,
which passes it to the protocol stack. The resulting packet, which carries the application data, is
transfered to a network card with the help of a network card driver (NC driver).

In the following paragraphs, we cover in detail the three elements of the OS support for network
communication.

Socket

A socket is a standard way that most of operating systems use to handle an end-to-end connec-
tion. It is a communication end-point operated by the OS. An application accesses a socket by a
socket interface which enables it to choose a communication protocol to establish and tear down a
connection, and also to send and receive messages.

A socket is controlled by a set of dedicated system calls. In order to establish communication
with a remote process, an application must first allocate a socket which is performed by the socket()
system call. In return, the application receives a handler to a socket object which is used for subse-
quent system calls. The system call has three parameters that specify connection domain, type, and
protocol. In the Internet domain the socket type specifies the service level provided by a socket,
like e.g.: reliable stream oriented socket, unreliable datagram socket, raw socket, etc. The service is
realised by a protocol. In most cases a socket of a given type is supported only by a single protocol.
For example, unreliable datagram socket is only provided by UDP.
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Figure 3.13: An application on server S connected to hosts B and C using two sockets

A socket abstracts communication details, such as network type, protocol type, protocol mech-
anism, or encapsulation process from an application. Thus, an application can use simple send()
and receive() system calls to communicate with a remote process. Once an application sends a data
chunk to a socket it is passed to a protocol stack for further processing.

Protocol stack

An operating system has a protocol suite which contains protocols of three different layers: trans-
port, network, and link. The protocols in each layer have well defined interfaces which facilitate
the composition of a protocol stack in a flexible way. The protocol stack consists of three protocols
from transport, network, and link layer, which are stacked together in the listed order. Data sent
by an application is successively processed by each protocol from the protocol stack and a packet
is created. Each protocol adds its control information in front of the application data in a process
called encapsulation. The resulting packet is handed to a device driver for transmission.

The composition of protocols in the working protocol stack is uniquely defined by a socket. The
transport and network protocols are defined when an application allocates a socket. The domain
parameter defines the network protocol whilst the type and protocol parameters define the transport
protocol. The link protocol is defined when an application tells the OS to connect a socket to a
remote socket. In the process of finding a route to the destination the first hop is determined and
the protocol associated with the link to the first hop is set in the protocol stack.

The protocol stack can be seen as a composition of protocols, as we have described and as it is
depicted in Figure 3.12. However, from an OS point-of-view each protocol requires an instantiation
which holds the state of the protocol. Thus, the link protocol requires an instantiation for each link
connected to a host. The network protocol requires an instantiation per network node running on
a host. However, since a host usually appears in the Internet as a single node, there is only a single
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Table 3.2: Comparison of transport protocols

Protocol Data handling Congestion control Reliable

TCP Byte stream Yes Yes
UDP Message No No
SCTP Message stream Yes Yes
DCCP Message Yes No

instantiation in the OS. The transport protocols require an instantiation for each connection. We
illustrate this idea in Figure 3.13. It depicts a server running an application which uses two sockets
connected to hosts B and C. Each socket during allocation creates its own instance of a transport
protocol. The existing network and link protocol instances are linked into the protocol stack of
a socket. Therefore, when the application sends data to a socket, it is consecutively processed by
protocol instances in the order defined by the socket. As a last step the packet is transmitted to a
network card.

Data transmission

An application can send data only when a socket is in a connected state which implies that all pro-
tocols in the protocol stack associated with this socket are defined and linked. Depending on the
transmission protocol, the send() system call may result in packet transmission or the data trans-
mission may be delayed according to the protocol mechanism. Thus, even though an application
sends the same data to multiple destinations at the same time, transmission of the resulting packets
may be spread in time.

In considering transmission protocols that work in the Internet, there are only two possible
sources of the delayed transmission: either a connection is congested and a protocol prohibits
data transmission, or a protocol assembles small data chunks to send them in a large packet. The
first behaviour is related to a congestion control mechanism often built into transport protocols
which prevents congestion collapse in a network. The congestion control mechanism estimates
how much data can be sent within a given time window and if this limit is reached it prohibits
further transmission. In Table 3.2 we provide information on the presence of the congestion control
mechanism in the Internet transport protocols.

The second source of the delayed transmission is related to the small-packet problem described
in [42]. If each application send request resulted in a packet, then applications like telnet would
incur high overhead in terms of network traffic, since each character created by a key stroke would
be carried by a single packet. In order to save bandwidth, the transmission protocol should assem-
ble these small data chunks into larger chunks. An example of this type of algorithm is Nagle’s
algorithm which is part of TCP. Other transport protocols listed in Table 3.2 do not assemble small
data chunks, since they regard each data chunk provided with the send() system call as a single
message to be sent rather than a byte stream.

A packet produced by a network stack contains application data encapsulated by three protocols
from the protocol stack and it is ready for transmission. However, before the transmission occurs,
the packet is subjected to a traffic control. Modern OSs provide a mechanism for packet classifi-
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cation and queueing that enables the OS to control traffic when accessing congested medium.2 As
a result of the traffic control subsystem the order of packets created by the network stack may be
disturbed.

3.5.3 Operating system support for CacheCast

According to our design an application should batch requests for the same data and send it at the
same time. Since each end-to-end connection is handled by a different socket, the send procedure
requires a sequence of the send() system calls to transmit the data to all clients. However, as we have
discussed this does not result in a tight packet train on the network level. The sequence of system
calls may be interrupted by other applications transmitting at the same time; packet transmission to
some destinations may be delayed; or packet sequence may be unordered. To prevent this undesired
behaviour, the OS must control the send procedure starting from the application send requests to
the packet transmission to a network card.

System call

We decided to design a new system call that executes multiple send requests from an application in
a controlled manner. The system call is a single entry point to the OS kernel. It takes as arguments
a pointer to a data chunk to be sent and a set of socket handlers. When an application invokes the
system call the control is passed to the OS which can supervise the process of data transmission.
The system call tasks are:

1. It sends the application data to each socket from the set of sockets provided by an application.

2. It captures packets created by the protocol stack, appends the CacheCast header to each
packet, and queues the packets for later transmission.

3. If a socket prohibits data transmission due to congestion control or data assembling process,
the system call undoes the send request for this socket.

4. When the application data has been sent to all sockets, the system call sends previously
queued packets to a device driver. However, only the first packet per link carries the applica-
tion data. The remaining packets are truncated.

As a result of the system call, a tight packet train per link is created as it is depicted in Figure
3.14. The system call performs the CMU related tasks for the server and it is the only support a
server requires to benefit from CacheCast.

The system call returns a status of the send requests. If some sockets from the set provided
by an application could not be written successfully, the application is notified. Therefore, the
application can decide itself how to handle these cases. For example, in Chapter 6 we present a
modified paraslash server that streams an audio file to multiple clients in the CacheCast manner.
The server counts how many times it could not write an audio sample to a given socket and if the
failure number exceeds a certain threshold a connection related to the socket is regarded as a slow
connection and is torn down.

2In Linux this mechanism is implemented using qdisc (an abbreviation of a queueing discipline).
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Figure 3.14: Server S transmitting the same data to machines C, D, and E

In the following paragraphs we discuss the exact place in the encapsulation process where a
packet should be captured and queued, how to create a per link packet train, and how to build the
CacheCast header. In Chapter 6 we present the msend system call – an instantiation of the system
call for the Linux operating system. The msend system call currently supports only two transport
protocols: UDP and DCCP.

Packet capturing and queuing

The second task of the system call is to capture packets created by the protocol stack, append the
CacheCast header and queue them for later transmission. We decided to create a module which
performs these tasks. The module is inserted in the protocol stack and is controlled by the system
call. The following example explains how and where exactly the module operates.

Figure 3.15 depicts an application running on a server S which communicates with processes
on hosts C, D, and E. Each connection is handled by a socket object. Since a path to the host D
and a path to the host E share the same first hop link, the sockets handling connections to these
hosts share the same link protocol instance. Thus, when the application sends the same data to all
sockets, packets created by the sockets S-D and S-E are processed by the S-B link protocol instance.

In order to capture, process, and queue packets on per link basis, the CacheCast module must
be installed either at the entry to a link protocol instance or at the exit. We decided to install
the module at the entry as it is depicted in Figure 3.15. At this stage packets have transport and
network headers, thus, they can be easily extended with the CacheCast header which should be
stored between network and link headers in IPv4 networks. If the CacheCast module is installed at
the exit of a link protocol instance, captured packets would be encapsulated in the link layer header
which would require shift of the header in order to insert the CacheCast header.

Per link packet train

During the system call send operation the CacheCast modules capture all resulting packets on a per
link basis and append the CacheCast headers. After the system call has sent application data to all
sockets, it triggers transmission of the previously queued packets sequentially from all CacheCast
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Figure 3.15: An application on a host S communicating with processes on hosts: C, D, and E

modules3. The trigger procedure is protected with a global lock which prohibits other applications
from releasing previously queued packets at the same time. Thus, packet trains created by different
applications are serialised on a link.

A single CacheCast module transmits only one packet with application data. The remaining
packets which are queued in this module are truncated, thus, a single CacheCast module creates
a tight packet train. Since packet transmission from the CacheCast modules is sequential, the
resulting packet trains are sent to a device driver sequentially which ensures use of the minimum
packet train time.

CacheCast header

The CacheCast header, as described in Section 3.4.1, carries vital information for simplifying packet
processing on link caches. The information consists of the three key elements: payload size, payload
ID, and index to payload in the CSU. We decided that a source is responsible for creating the
CacheCast header for each cacheable packet.

3The number of CacheCast modules corresponds to the number of the first hop links.
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The CacheCast header is created by the CacheCast module associated with the first hop link of
a packet. Since the CacheCast module serialises all packet trains on a link, it is sufficient that the
CSU located on the link exit has only one slot for one payload. This, in turn, implies that the index
value stored in the CacheCast header can be set to zero for all packets pointing to that single slot.
The payload size field is set to the size of application data carried by the packet.

The payload ID must be chosen cautiously, based on due regard to special considerations.
Firstly, it must be set to the same value for all packets which carry the same application data.
Secondly, the payload ID value cannot be generated sequentially. It should be obtained from a
source specific random generator in view of security reasons which are discussed broader in Section
3.6. Thirdly, the payload ID value cannot be re-used until payload, which was previously identified
by this ID, is evicted from all link caches. As we discussed in Section 3.4.6, the time period for
which payload remains in a link cache depends only on the volume of the CacheCast traffic flowing
through this link cache. To resolve this issue, we limit the time period a payload ID can remain in
a CMU to one second. After this time period the payload ID is evicted. Therefore, a source can
re-use a payload ID after one second.

3.6 Resilience and operational considerations

In principle, a new system running in the Internet should not create new security threads for
the existing infrastructure and should itself be secure. CacheCast consists of two parts: a server
support and a link cache, thus, it requires consideration of both host security and network security.
The host security depends only on the implementation of the system call in the OS. Therefore,
special care must be taken during the implementation process to check thoroughly the system call
arguments and to prevent any type of memory leaks related to the CacheCast module operation.
When implemented with precautions, the system call should not pose any new security threats.

The CacheCast security and the CacheCast impact on the network security are primarily related
to the distributed architecture of the system. Operation of a single link cache does not depend on
the operation of other link caches. A link cache is a self-standing unit which removes redundancy
from packets and the only information it requires to process a packet is contained in the CacheCast
header. Therefore, a failure of one link cache does not result is consecutive failures of other link
caches and it is impossible to comprise the overall caching infrastructure. The only type of attack on
the link cache infrastructure can be performed by injecting packets with forged CacheCast headers.
Considering this type of thread, we have identified the following two scenarios:

• An attacker injects forged packets into a network to disturb link cache consistency.

• An attacker injects forged packets into a network to reduce link cache efficiency.

While discussing these scenarios we describe a possible behaviour of an attacker and the extent to
which these actions impact the network. We also provide counter-measures.

3.6.1 Attack on the link cache consistency

Let us consider the following scenario. In the topology depicted in Figure 3.16 the server and the
attacker access the Internet via the same link. The shared link is the second link on the path. All
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links in the network have link caches. The server streams live media to many destinations located
in the Internet; thus, it continuously transmits a new packet train carrying a new media chunk to
all receivers. The attacker attempts to corrupt the media transmission by malicious use of the link
cache mechanism.

Figure 3.16: Attack scenario - network topology

In order to perform the attack, it is sufficient that the attacker manipulates the CMU located at
the entry to the R1-R2 link. Let us assume that the attacker knows the ID of the payload carried in
the next packet to be sent by the server. The attacker forges a CacheCast packet with the following
properties: the payload ID field in the CacheCast header is set to the next payload ID which will be
generated by the source (we call it IDA), the source IP address is set to the server IP address, and the
payload contains garbage. The attacker sends this packet to the network. As a result the CMU (link
R1-R2) creates a mapping between the IDA and the garbage. Therefore, when the server sends the
next packet train carrying a media chunk identified by the IDA, the CMU falsely recognises that
this chunk is already on the next hop and truncates all packets in the packet train. Next, the CSU
(link R1-R2) attaches the payload containing garbage to all packets. In consequence all live media
receivers receive garbage.

To perform this type of attack, an attacker must know the payload ID which a victim uses to
identify payload in the next CacheCast packet. A source can reduce the attackers’ chances of finding
this ID by generating payload IDs in a non-trivial way. In principle, a source must avoid assigning
new IDs as subsequent numbers. The most efficient way to generate a new ID for payload is to
use a payload checksum combined with a timestamp. The payload checksum is computed by most
protocols; hence, a source can re-use it to build the ID. In the cases where an attacker is able to
infer the checksum4, the timestamp part of the ID will inhibit the attack.

3.6.2 Attack on the link cache efficiency

In this type of attack an attacker attempts to decrease link cache efficiency to the point where the
cache mechanism is practically ineffective. We discuss this attack in the same context as the attack
on the link cache consistency and based on the same topology as depicted in Figure 3.16. The
server transmits many live streams to multiple destinations located in the Internet. The link caches
located at the links S-R1 and R1-R2 remove redundant payload transmissions; thus, the server

4An attacker, who has access to the content streamed by a source, can compute the next chunk checksum and find
the checksum ID.
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Table 3.3: Number of CMU entries as a function of link capacity assuming 1500B slots

Link capacity Number of CMU entries

1Mbps 1
10Mbps 8
100Mbps 85
1Gbps 873

can handle many more clients than without caching. In order to affect the server operation, the
attacker attempts to make the link cache R1-R2 ineffective. When the link cache does not remove
redundancy, the R1-R2 link becomes a bottleneck and the server must reduce the number of clients.
The attacker injects forged packets into the network to force the CMU located at the entry to the
link R1-R2 to evict the server content constantly. The question is whether the attacker can affect
the link cache mechanism to the point where the server will not benefit from the link cache.

To evaluate this attack, we make the observation that it is sufficient to consider only a single
packet train transmitted by the server. We do not have to consider multiple packet trains composing
different live streams, since all packet trains generated by the source are serialised. Therefore, when
a packet train has passed a link cache its payload can be evicted at no consequences to link cache
efficiency. To perform a successful attack, the attacker must constantly evict the server’s content
from the R1-R2 link cache while the packet train passes through this link. This requires the attacker
to fill all the CMU table entries before the second packet from the packet train arrives. In Table 3.3
we provide the number of CMU entries for different link capacities assuming 1500B slots in the
associated CSU. Let us consider a case where the attacker and the server have the same uplink speed.
Furthermore, the link R1-R2 has 1Mbps capacity; thus, there is only one entry in the CMU. In
this case the attacker can make the link cache completely inefficient for the server. For each packet
from a packet train transmitted by the server, the attacker forges a minimum size CacheCast packet
that evicts the packet train payload from the link cache and forces payload re-transmission. When
considering larger link capacities the attack is less effective. For example, considering 10Mbps link
re-transmission occurs only every eighth packet from a packet train. The server and the attacker
transmit packets at the same pace, since both are of the minimum size. Thus, the server content is
evicted after the attacker transmitted the eighth packet.

In general, this attack is based on inefficient use of a link cache. The attacker forges CacheCast
packets which do not contain payload or the payload is very small. In consequence, storage space
in the CSU is wasted. To reduce the impact of this type of attack, CSU slots should be smaller
(payloads larger than one slot are stored in contiguous slots). This increases storage space utilisation
during attack. We follow this solution in the implementation part (see Chapter 7). Additionally,
the link caches can be protected against this attack by ignoring CacheCast packets with sizes below
a certain threshold.

3.7 Summary

In this chapter we have presented the idea and design of the CacheCast system that removes re-
dundancy from single source multiple destination transfers. The CacheCast idea is based on a
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caching technique applied on a per link basis. The design builds on precise analysis of network
elements and requirements for this type of systems. The analysis of network elements indicates
that a cache should operate on edges of a link entity and remove redundant payload transfers from
the link, thereby increasing the link utilisation. Redundant payloads are restored when a packet
enters a router. This, however, does not impact router performance, since the router throughput is
independent of the packet size.

The requirements analysis provided in Section 3.2 guided further specification of the design.
We recall them briefly here and compare how the final design addresses each of the listed require-
ments. Our main requirement is that CacheCast must preserve the end-to-end relationship between
communicating end-points. This is fulfilled intrinsically, since CacheCast is a caching technique
which acts on the packet level. It does not change the end-to-end semantics of the Internet commu-
nication. The second requirement refers to reliability of the caching infrastructure and speed of per
packet processing. The reliability is achieved by the architecture of the CacheCast system which is
based on infrastructure of independent link caches. Since link caches act independently, erroneous
behaviour of one link cache does not impact other link caches. Avoiding dependencies between
link caches simplifies the system and accounts for reliability. The speed of per packet processing is
increased by the CacheCast header which carries a unique payload ID and information about the
payload size. Thus, a link cache can immediately compare payloads based on payload IDs instead
of payload content, and also knows which part of a packet is redundant. The third requirement is
related to economy: CacheCast must have minimum cost of resource consumption and initial in-
vestment. We reduce the resource requirements in two ways. Firstly, CacheCast uses server support
to transmit the same data within a short period of time; thus, the required cache storage space is
reduced. Secondly, packets that carry redundant data are marked with the CacheCast header; thus,
other packets do not consume storage space unnecessarily. Finally, since CacheCast is incrementally
deployable, the costs of initial investment are significantly reduced.

CacheCast consists of two parts: distributed link cache infrastructure and server support. In the
following chapters we evaluate them both. Firstly, we perform analytical evaluation of the link cache
infrastructure. We compare CacheCast and multicast bandwidth savings; and we analyse link cache
impact on end-to-end congestion control mechanisms. Secondly, we implement both elements and
we perform micro-analysis of the implementation. Finally, we present a simple real world setup
where we send an audio stream to a number of receivers in a CacheCast enabled network.
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Chapter 4

CacheCast efficiency

This chapter is the first of four chapters in which we evaluate different aspects of the CacheCast
system. In this chapter we assess the fundamental functionality of link caches, i.e. redundancy
removal; and we estimate the total reduction in network traffic generated by single source multiple
destination transfers. Following this, the next chapter evaluates fairness between the CacheCast
traffic and the normal traffic. In the third and fourth chapter, we assess the computational com-
plexity of the CacheCast elements. The evaluation of each aspect of CacheCast requires a different
approach and a different method. To estimate the amount of removed redundancy and the total
reduction in network traffic, we perform analytical analysis and simulations. We focus our analysis
on four factors which impact the efficiency of the CacheCast system:

(1) Header size to payload size ratio: Only redundant transfers of the payload part of a packet
are suppressed. Therefore, in order to use link caches optimally, a source should pack the
maximum amount of data in each transmitted packet. The ratio of packet header size and
payload size determines the maximum reduction in network traffic obtainable by link caches.

(2) Number of receivers: Similar to multicast, CacheCast efficiency depends on the number of
receivers. The more destinations a source transmits to, the more redundancy in a network,
and therefore the greater gains from link caches.

(3) Link cache hold time: Link caches store payload data for a very short period of time. When
a source with the slow uplink speed transmits a packet train, this time period may be insuf-
ficient to remove all redundant payload transfers from links; which in turn reduces the link
cache efficiency.

(4) Deployment range: The CacheCast system is incrementally deployable. Hence, a source can
benefit from CacheCast from the deployment of the first link caches in a network. Nonethe-
less, the efficiency of the partially deployed CacheCast system is only a fraction of the maxi-
mum efficiency.

In the following sections we study in turn the outlined factors, but first we describe a metric
which we use to assess the efficiency. While analysing a single factor we avoid influence of the
remaining factors.
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(a) Unicast transmission, Lu = 9 (b) Multicast transmission, Lm = 5

Figure 4.1: Transmission of the same data to three destinations: A, B, and C using (a) unicast and
(b) multicast

4.1 Efficiency metric

To give an insight into the efficiency of the proposed link layer caching, we compare it with a
“perfect” multicast scheme. The perfect multicast slightly differs from the IP Multicast. It does not
require any additional signalling to establish a multicast tree and to deliver a datagram to receivers.
Thus, it is strictly theoretical, but yet it gives us a good reference point.

In order to compare the efficiencies, we use the metric proposed by Chalmers and Almeroth
[43]. It is expressed by the ratio of the total number of multicast links over the total number of
unicast links that are traversed by datagrams during the delivery of the same data to all receivers in
a group.

δ = 1 − Lm

Lu

(4.1)

When the number of multicast links is similar to the number of unicast links, the efficiency δ

is approximately zero, which means that there is no benefit from using multicast. On the contrary,
as the efficiency δ approaches one the greater benefits are obtained from multicast. The metric
expresses the reduction in the total traffic when using multicast instead of unicast.

For a simple example of the metric usage, let us consider a tree topology as shown in Figure 4.1.
When the server S sends the same data to the hosts A, B, and C using unicast it must transmit three
datagrams each traversing three links; thus, in total there are nine transmissions in the network
and Lu = 9. When the server S uses multicast to send the same data to all hosts, only one
datagram traverses the first two hops and is replicated at the branching point; thus, there are only
five transmissions in the network and Lm = 5. The resulting efficiency is δ = 1− 5

9
≈ 0.44 which

means that multicast reduces the total network traffic by 44%.
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4.2 Header transmission costs

The first reduction in the efficiency of CacheCast, when compared to the perfect multicast, lies in
the fact that it does not have a common header for all the destinations. Thus, the header part of a
packet sh needs to be unicast while the payload part sp is multicast. This is reflected in a modified
formula (4.1) for CacheCast efficiency as shown in 4.2:

δc = 1 − shLu + spLm

(sh + sp)Lu

(4.2)

If we denote the ratio of the header size to the payload size by r (r = sh

sp
), we can express the

reduced efficiency using the perfect multicast efficiency δ (4.1) and the ratio r in the following way:

δc =
1

1 + r
δ (4.3)

The factor 1
1+r

in Equation (4.3) limits the maximum efficiency obtainable by CacheCast.
When the header to payload ratio r decreases, the efficiency of the link layer caching approaches
the perfect multicast efficiency. However, when the ratio r increases, the efficiency degrades.

The CacheCast efficiency δc depends on packets composing cacheable traffic. The maximum
efficiency is obtained when the packets are of the maximum size while the header part of the pack-
ets is of the minimum size. In the Internet the maximum packet size is limited by the standard
maximum transfer unit (MTU) which is, at time of writing, 1500B. The minimum header consists
of the link layer header, the CacheCast header, the IP header, and the transport header which is
approximately the same size as the minimum packet size in the Ethernet network, i.e. 64B. There-
fore, the CacheCast efficiency δc can achieve a maximum of approximately 96% of the multicast
efficiency δ in the present Internet.

4.3 Finite cache size

The second reduction of the efficiency is related to the finite cache size resulting in additional
transmissions of the same payload over the same link. To illustrate this, let us consider a packet
train traversing a link. In the perfect case, only the first packet from the packet train carries the
payload over the link and the trailing packets are truncated to the header part. However, in the
presence of other CacheCast traffic on this link the payload may be evicted from the link cache
before the whole packet train has passed the link. This results in additional transmission of the
payload reducing the total efficiency.

In [44], it is shown that the efficiency of multicast increases with the growing number of re-
ceivers. However, the more receivers the longer is the packet train, and longer packet trains require
larger caches, which contradicts our principle of keeping caches small. In order to get an insight
into the relationship between the caching efficiency and the number of receivers, we conducted a
series of simulations. The simulations are based on a scenario where a source transmits the same
data to multiple destinations located in many autonomous systems. All links in the network have
caches that are scaled according to the 10ms rule. We assume that payload is removed from a link
cache after the 10ms time period. This implies that capacity of all links in the network is completely
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Table 4.1: The size of 10ms packet train and its efficiency as a function of the source uplink speed

Source uplink 10ms packet Efficiency
speed train size δ

512Kbps 8 0.2325 ± 0.0495
1Mbps 16 0.3336 ± 0.0478
10Mbps 157 0.7275 ± 0.0070
100Mbps 1561 0.8873 ± 0.0006

utilised and the background traffic traversing through these links consists only of CacheCast pack-
ets with unique payloads. While this is the worst case scenario and it may not occur, it provides the
bottom line for the CacheCast performance. In practice, the capacity of links is rarely fully utilised.
Moreover, we expect that the CacheCast traffic will only be a fraction of the total traffic on a link.

4.3.1 Simulation setup

The network topology used in the simulations is based on the multicast tree topology collected in
the mwalk project1. It was created using the mwalk tool by traversing paths from a source to a
randomly chosen set of receivers. The tree topology has 1950 leaves and is claimed to retain the
general characteristics of inter-domain multicast trees. We assume that the multicast spanning tree
is to a great extent similar to the tree created by a superposition of unicast routes. The assumption
is based on the similarity in the average path length and the underlying network infrastructure
strongly constraining the shape of a tree [45].

The simulation is conducted in rounds. During each round a single source inserts only one
packet to the tree which corresponds to a time ts of serializing data on the source output interface.
All link caches are using the FIFO replacement policy and have enough room to hold payload for
10ms; after that time the payload is considered to be evicted. We measure the caching efficiency
using (4.1) for the receiver group size varying from 2 to 1000, by choosing 10 times a random
set of receivers from the 1950 leaves and then taking the arithmetic mean. The reduction in the
efficiency related to header cost transmission, which we discussed in the previous section is not
taken into account in the following results.

4.3.2 Impact of the finite cache size

The results of the simulation are presented in Figure 4.2. The y-axis denotes the CacheCast ef-
ficiency δ, i.e. the reduction in the total network traffic when compared to unicast. The results
confirm that the CacheCast efficiency increases with the growing number of receivers. Further-
more, sources with high uplink speed achieve higher efficiencies when transmitting data to the
large number of destinations. Sources with low uplink speed cannot transmit all packets within
the cache hold time of 10ms; in consequence, additional payload transmissions decrease the to-
tal efficiency. The number of packet headers a source can send within the 10ms time period was
previously given in Table 3.1. For ease of reference, we provide this relationship in Table 4.1 and
additionally we complement it with the CacheCast efficiency δ corresponding to the given packet

1http://imj.ucsb.edu/mwalk/
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Figure 4.2: The efficiency of the link layer caching

train sizes.
According to Table 4.1, the 100Mbps source can transmit to 1561 destinations within the

cache hold time. Therefore, for the group size below 1000 its efficiency is equal to the perfect
multicast efficiency. Considering the sources with the lower uplink speed, we see that the growth of
efficiency with the group size breaks at the point where the packet train time is equal to the cache
hold time. At this point caches start to drop the oldest copies of payload. The exact efficiency at
this point for all sources is given in Table 4.1. However, even though slow sources transmit only
a few packet headers within the cache hold time, they can achieve relatively high efficiency when
transmitting to a large group of receivers. The 10ms time period to evict payload from a link cache
does not limit the growth in the efficiency with the group size, though it does slow it down.

4.4 Incremental deployment

CacheCast is incrementally deployable, it helps to save bandwidth in a network from the very
beginning of deployment. This property is ensured by the link cache architecture. A cacheable
packet that exits a link is fully reconstructed. The packet payload is attached to the packet header
and the whole packet is further processed in a standard way at a router. If the next link on the
packet path does not support caching the cacheable packet passes it unmodified (similar to a regular
packet). Thus, it is not necessary to change all links in the Internet to start to gain from CacheCast.
Installing a cache on the first hop link from a media server already yields benefits.

The maximum bandwidth savings are obtained with an Internet wide cache deployment. How-
ever, considering incremental deployment the question is: What percentage of these savings is
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Figure 4.3: Incremental deployment

obtained with gradual cache deployment? We study this question in the simulation where we use
the multicast tree topology from the mwalk project (cf. Section 4.3.1). In this experiment we as-
sume that link caches are sufficiently large as to remove all redundant payload transmissions and the
reduction in the CacheCast efficiency described in the previous section does not occur. We conduct
the simulations for three different group sizes consisting of 10, 100, and 1000 receivers. For each
group size we gradually deploy caches in the tree starting from the root and finishing at the leaves.
In the first simulation only the first hop link from the source caches payloads, while remaining
links do not. In the second simulation the first two hop links from the source cache payloads. We
repeat the simulation until we cover the whole tree with caches. For each deployment range, we
perform 10 measurements of the CacheCast efficiency and we compute the arithmetic mean. In
each measurement, a single source transmits the same data to a set of receivers chosen randomly
from among the 1950 leaves. We use the efficiency metric δ introduced in Section 4.1 (Equation
(4.1)) to assess the amount of removed redundancy.

4.4.1 Efficiency gains per hop

Figure 4.3 shows the percentage of the maximum efficiency (the universal cache deployment) that
can be achieved when deploying the link caches over a certain number of hops. The percentage
varies depending on the receiver group size. Considering the small group sizes (represented by 10
receivers) the cache deployment over the first six hops yields already approximately 70% of what
can be achieved. However, in order to achieve this percentage of the maximum efficiency for large
group sizes (100 and 1000 receivers) it is necessary to deploy the link caches over the first nine hops.

The results presented depict the efficiency as a fraction of the maximum efficiency, i.e. the
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efficiency that is obtained with Internet wide cache deployment. Additionally, only inter-domain
multicast trees are taken into account. However, Internet service providers are mainly interested in
their own gains. Thus, the relevant question is: What are the direct benefits of deploying caches
inside a single ISP? These can be summarized in the following points:

• The traffic that is confined to a single ISP will achieve near multicast bandwidth utilization.

• The traffic that originates from the ISP and traverses other ISPs will be cached on the way
between a streaming source and a gateway inside this ISP. Thus, there will be increased spare
bandwidth on the ISP’s links.

4.4.2 Cacheable and non-cacheable link

One of the core issues of the incremental deployment is the behaviour of the cacheable traffic on a
boundary between a network with the link layer caching and a network without it. Let us consider
a packet train with ten packets that originates from the network with link layer caching and which
has destinations in another network without link layer caching. In the origin network its size on
a link is the size of one payload and ten headers. However, in the destination network (which is
without caching) its size on a link is the size of ten payloads and ten headers. Thus, it requires
much more link capacity in the second network. Therefore, congestion may occur on the gateway
between the networks.

We find this problem orthogonal to the link layer caching. The link layer caching increases
link capacity. Thus, the problem resembles a situation where a high capacity link is connected
with a low capacity link, or where the sum of input link capacities exceeds the capacity of the
output link. This problem is addressed by congestion control algorithms, which are usually part of
transport protocols. Similarly, the congestion control is responsible for handling the congestion on
the boundary between a network with the link layer caching and a network without it. We show in
Chapter 5 how the congestion control ensures “fair” capacity sharing in the presence of CacheCast
and how it reduces the packet rate when caching efficiency decreases.

4.5 Summary

In this chapter we have analysed the efficiency of the CacheCast system. The metric, which we use
to assess the efficiency, is the measure of the total redundancy removed from single source multiple
destination transfers. To find the difference between the maximum efficiency and the CacheCast
efficiency, we compare CacheCast with the perfect multicast - a conceptual transport mechanism
that removes all redundancy and does not require any signalling.

The reduction in the efficiency of the CacheCast system when compared to the perfect multicast
is related to the transmission of unique packet headers to all destinations, finite link cache size, and
partial deployment. Considering these factors, we found the following: Firstly, in the present
Internet, CacheCast can reach at maximum 96% of the perfect multicast efficiency. It is obtained
when a source uses MTU size packets with a standard set of headers. Secondly, the 10ms link cache
size is sufficient to achieve the maximum efficiency for sources with the 100Mbps uplink speed.
Considering sources with slow uplink, even though they can transmit only a few packets within
the 10ms time period, they can still achieve relatively high efficiency when transmitting to a large
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group of receivers. Thirdly, deploying link caches over the first four hops removes already 30-50%
of the total redundancy. Further deployment of link caches yields an additional 6-9% redundancy
elimination per hop. The total efficiency reduction is a product of the reductions related to the three
factors, i.e.: transmission of unique packet headers, finite link cache size, and partial deployment.
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Chapter 5

TCP friendliness

In the previous chapter we have assessed the efficiency of the CacheCast system with respect to
the amount of redundancy removed from network links. We found that CacheCast can achieve
near perfect multicast efficiency. However, this is achieved on condition that we use large payloads
for data transfers, and also on condition that all packets carrying the same content are transmitted
within a short period of time of each other.

In this chapter, we investigate the CacheCast impact on fairness in the Internet. Internet fair-
ness is based on the concept of equal resource utilisation of a bottleneck link by different packet
flows. It is achieved by the Internet transport protocols that control the packet transmission rates of
individual packet flows. However, the CacheCast mechanism modifies packet sizes on links, which
may disturb operation of the protocols. This, in turn, will cause “unfair” resource utilisation. Fur-
thermore, CacheCast requires synchronised packet transmission to all data receivers. However, it is
not known exactly how this requirement impacts the data transmission rate to individual receivers.
We evaluate these issues using the network simulator ns-2.

The rest of this chapter is organised in the following manner. In Section 5.1 we elaborate the
problem of TCP friendliness in the context of CacheCast operation. Section 5.2 describes the
implementation of the CacheCast elements in the network simulator ns-2. In Section 5.3, using
the network simulator ns-2 we measure the link cache impact on TCP friendliness in a bottleneck
link topology. Subsequently, in Section 5.4, we evaluate the impact of synchronised transmission.
Finally, we summarise this chapter in Section 5.5.

5.1 Requirement of TCP friendliness

The Internet traffic consists of individual flows that carry data between hosts. At present, the
dominant part of the flows is controlled by the Transmission Control Protocol (TCP). One of the
main tasks of the protocol is to ensure fair utilisation of network resources. TCP fairness is based
on the idea that two flows which compete for the capacity of the same link should achieve the
same share. This understanding of fairness can be extended to a number of flows which share a
bottleneck link. In this case, each flow should obtain the same share. Since the dominant part of
the Internet traffic is carried by TCP, other transport protocols must be designed to achieve fairness
on the TCP basis, i.e. they must be TCP friendly. Furthermore, any new mechanism operating in
the Internet should not disturb TCP fairness.

Unlike IP Multicast, CacheCast is independent of the transport protocol. It does not require a
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common header to all destinations but only a common payload. Hence, a source can use existing
protocols on top of the CacheCast mechanism, although this does require additional considera-
tions. The protocols estimate the packet flow throughput based on factors such as packet size,
packet arrival rate, and end-to-end delay. However, these factors are affected in the presence of link
cache. Consequently, the protocols operating on top of the CacheCast mechanism may not be TCP
friendly.

In order to understand the protocol behaviour in the presence of a link cache we perform
simulations in a typical bottleneck link topology, where the bottleneck link is a caching link. We
anticipate that the most promising application for the CacheCast system is multiple destination
live streaming in the Internet. Therefore, for our simulation scenario, we have chosen the case
of a single media server streaming to multiple receivers. We evaluate the CacheCast impact on
the media server traffic in the network simulator ns-2. We implement CacheCast in ns-2 for the
evaluation, since ns-2 does not support the CacheCast mechanisms.

5.2 ns-2 implementation

The network simulator ns-2 is widely used in networking research for protocol prototyping and
evaluation. It provides a library of elements which can be roughly divided into four groups: ap-
plications, agents, nodes, and links. The applications and agents are used to create traffic inside a
simulated network. The nodes and links form the network topology. A user defines a scenario for
the ns-2 simulation in the form of a script. While the elements are implemented using C++, the
script is described with OTcl - an object oriented scripting language; thus ns-2 combines perfor-
mance and flexibility.

The ns-2 CacheCast implementation consists of two parts: link cache and server support. Since
the ns-2 link does not correspond to our concept of a link defined in Section 3.1.1, we integrate
the CMU and CSU components directly with the ns-2 link. We distinguish between these two link
models. The ns-2 link cache implementation is explained in the next section. The server support
is implemented as a new component operating on a network node. As a background for the ns-2
CacheCast implementation we provide information on the ns-2 packet structure and how an ns-2
packet is processed by elements.

ns-2 packet structure

An ns-2 packet is represented by an object depicted in Figure 5.2. It does not belong to any specific
network layer and it does not carry any data. Instead, it is a generic object that can represent
any type of a packet. The object has two basic pointers: pointer to a block of packet headers
(bits_) and pointer to packet data (data_). The block of packet headers contains information
related to different protocols and methods. However, these headers are unrelated to standard packet
headers. The block contains at least a common header which describes the fundamental properties
of a packet, such as packet type (ptype_) and packet size (size_) as indicated in Figure 5.2. The
packet data pointer points to an object containing the real payload of this packet. However, in our
simulation, packets do not have real payloads and the pointer is cleared.

The ns-2 packet size in a simulated network is not related to the size of a packet object. It is
simulated using the size_ parameter stored in the common header. For example, a delay component
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Figure 5.1: ns-2 packet

of a link element uses this parameter to find the time to serialise a packet. Since the packet object
size is not related to the simulated packet size, the packet header block contains all packet headers
defined in ns-2 by default. If memory utilisation during a simulation is an issue, a user can specify
exactly which headers should be removed from the packet header block to reduce the memory
footprint. However, we did not encounter this problem in our simulations.

Connectors and classifiers

Packet processing components are derived from two classes: connector class and classifier class. The
connector class is used to implement components that process a packet in a pipeline such as agents
or link components. The classifier class is used to implement components demultiplexing packets
according to a predefined classification.

The CMU, CSU, and server support components are implemented using the connector class.
This class defines an object with pointers to two downstream objects. The first pointer points to
the next object in a processing pipeline and is called target_. The second pointer called drop_
points to an object discarding packet (primarily used by a queue component). In order to pass
a packet to a downstream object, a component invokes a standard receive function of the next
object (target_->recv(Packet *p, Handler *h)). The ns-2 objects are unidirectional and have no
upstream connections. For instance, to model a bidirectional link, ns-2 combines two simple links
that transfer packets in the opposite directions.

The components form basic elements used in the simulation. For example, a link element
consists of three components: queue, delay, and a component decreasing time-to-live. An element is
defined in the form of an OTcl script which specifies connections between the element components.
Before a simulation starts, ns-2 binds together components using the target_ and drop_ pointers
according to a simulation script.

5.2.1 ns-2 CacheCast header

We define the ns-2 CacheCast header as described in Listing 5.1. The header carries information on
the payload ID (payload_id_), the size of a cacheable part (cacheable_part_), and the original size
of a packet (real_size_), i.e. the packet size before CacheCast encapsulation. These information
elements are set by our ns-2 server support before a packet is sent to a link element. The (offset_)
variable is a standard variable in any packet header and it provides information on the offset of this
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header in the packet header block.

Listing 5.1: ns-2 CacheCast header
s t r u c t h d r _ c c {

i n t p a y l o a d _ i d _ ; / / t h e u n i q u e i d f o r t h i s a d d r e s s
i n t c a c h e a b l e _ p a r t _ ; / / t h e s i z e o f t h e c a c h e a b l e p a r t
i n t r e a l _ s i z e _ ; / / t h e o r i g i n a l s i z e o f a p a c k e t
i n t& p a y l o a d _ i d ( ) { r e t u r n p a y l o a d _ i d _ ; }
i n t& c a c h e a b l e _ p a r t ( ) { r e t u r n c a c h e a b l e _ p a r t _ ; }
i n t& r e a l _ s i z e ( ) { r e t u r n r e a l _ s i z e _ ; }

s t a t i c i n t o f f s e t _ ;
i n l i n e s t a t i c i n t& o f f s e t ( ) { r e t u r n o f f s e t _ ; }
i n l i n e s t a t i c h d r _ c c * a c c e s s ( P a c k e t * p ) {

r e t u r n ( h d r _ c c * ) p−> a c c e s s ( o f f s e t _ ) ; }
} ;

We modify the ns-2 files to attach the CacheCast header to the packet header block for all
packets by default. Please note, that this does not change the size of any packet, since the packet
header block size is not related to the size of an ns-2 packet. The simulated CacheCast header is
12B which corresponds to the CacheCast header size in our Click implementation. The CMU
component extends the simulated packet size by 12B before transmission on a link and the CSU
component restores the original packet size. In order to distinguish between CacheCast packets and
standard packets we use the field cacheable_part which is set to zero for all standard packets.

5.2.2 ns-2 link cache

Design

The ns-2 link is modelled by three chained components: queue, delay, and a component decreasing
packet time-to-live (TTL) (see Figure 5.2). In order to find transmission delay of a packet on a
link, the simulator uses the packet size parameter stored in the common header of the packet. The
delay component calculates the time to serialise the packet on a link according to the packet size
and the link capacity. This time is also used to schedule transmission of the next packet, because
only when the current packet has been already serialised the next packet can be transmitted. Thus,
the modification of the packet size variable (size_) is sufficient to simulate the payload removal and
restore process.

Figure 5.2: ns-2 link

We have implemented CMU as a table where we store the payload IDs of the CacheCast pack-
ets. When a packet is received by the CMU, its payload ID is compared against those stored in the
table, and if a cache hit occurs the packet size is decreased by the payload size. If the payload ID is
not found in the table, then the ID is inserted into the table according to the replacement policy.
We place the CMU component after the queue, since the queue is conceptually a part of a router;
and before the delay component. Therefore, the time to serialise the CacheCast packet and the
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time to serve the next packet are computed according to the reduced packet size while the queue
component evaluates packet drop based on the original packet size.

Since the payload is not removed from a packet, but only the size of the packet is changed,
the implementation of the CSU component is straightforward. It simply restores the packet size to
its original size. It should be noted that ns-2 does not model any computational complexity and
costs of copy operations within a node. The CSU component is placed between the delay and TTL
components. Therefore, the caching link element consists of the following five components which
are chained together: queue, CMU, delay, CSU, and TTL (depicted in Figure 5.3).

Figure 5.3: ns-2 caching link

Implementation

The CMU and CSU components are derived from the connector class. We implement the com-
ponents functionality in the receive function (recv(Packet *p, Handler *h)) which is called upon
packet arrival. When a packet is processed we invoke the receive function of a downstream object
pointed to by the variable target_. The core of the CMU implementation is presented in Listing
5.2. The core of the CSU implementation is presented in Listing 5.4.

The CMU component is integrated with the ns-2 link element therefore all ns-2 links cache
packets by default. In order to simulate standard links we have to disable the CMU functionality.
This is controlled by the enable_ variable. If the variable is cleared, packets are immediately sent to
a downstream object. To distinguish CacheCast and standard packets we check whether a packet
has a cacheable part. If the cacheable_part variable is set to zero we pass this packet immediately
further downstream. Otherwise, we compute a payload ID based on the packet payload ID and the
packet source address.

In our simulations we measure impact of the link cache efficiency on the CacheCast traffic.
The efficiency is controlled using the max_eff_ variable. It determines a fraction of redundant data
which is removed by the link cache. When the max_eff_ variable value is 1.0 or higher, all packets
that have payload in the link cache are truncated to the header size. If the variable value is below
1.0, only the fraction of packets that have payload in the link cache is truncated. In the last step
the packet size is increased by the CacheCast header size, simulating CacheCast encapsulation and
the packet is passed to a downstream component.

Listing 5.2: Cache management unit
vo id CacheManagementUnit : : r e c v ( P a c k e t * p , Hand l e r * h )
{

s t r u c t hdr_cmn * cmn_h = HDR_CMN( p ) ; / / p o i n t e r t o t h e common h e a d e r
s t r u c t h d r _ i p * ip_h = HDR_IP ( p ) ; / / p o i n t e r t o t h e IP h e a d e r
s t r u c t h d r _ c c * cc_h = HDR_CC( p ) ; / / p o i n t e r t o t h e C a c h e C a s t h e a d e r
i n t p a y l o a d _ i d ;

i f ( ( ! e n a b l e _ ) | | ( cc_h−> c a c h e a b l e _ p a r t ( ) == 0 ) ) {
/ * C a c h i n g on t h e l i n k i s d i s a b l e d o r t h e p a c k e t d o e s n o t c a r r y

* a c a c h e a b l e c o n t e n t . We s e n d t h e p a c k e t t o t h e n e x t c o m p o n e n t . * /
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r e c v −> t a r g e t _ ( p , h ) ;
r e t u r n ;

}

p a y l o a d _ i d = ( cc_h−> p a y l o a d _ i d ( ) & 0 x0000FFFF ) |
( ip_h −> s r c ( ) . add r_ << 1 6 ) ;

i f ( c a che_ −>u p d a t e ( p a y l o a d _ i d ) )
c a c h e H i t _ + + ;

e l s e
c a c h e M i s s _ + + ;

/ * S i m u l a t e r e d u c e d e f f i c i e n c y * /
i f ( ( c a c h e H i t _ % 100) < ( m a x _ e f f _ * 1 0 0 ) )

cmn_h−> s i z e ( ) = cc_h−> r e a l _ s i z e ( ) − cc_h−> c a c h e a b l e _ p a r t ( ) ;

cmn_h−> s i z e ( ) += CC_HDR_LEN ;

t a r g e t _ −> r e c v ( p , h ) ;
}

To describe the cache replacement policy we define a class named Policies and derive from it
three subclasses for FIFO, Clock, and LRU replacement policies. The CMU is configured to cache
packets according to one of these policies and it holds a pointer to the policy object in the cache_
variable. To update the CMU cache the cache_->update(payload_id) function is invoked. If the
payload ID is already in the cache the function returns the true value and the false value otherwise.
We show the code of the FIFO replacement policy in Listing 5.3 as an example for the update()
function. The replacement policy is implemented using a circular buffer. Since we simulate only
small link caches, linear lookup for a payload ID in a cache is sufficient.

Listing 5.3: FIFO replacement policy
bool P o l i c y F I F O : : u p d a t e ( i n t p a y l o a d _ i d )
{

i n t i ;

/ * We p e r f o r m l i n e a r l o o k u p i n t h e c a c h e t o f i n d t h e p a y l o a d ID . * /
f o r ( i = 0 ; i < s i z e ; i ++ )

i f ( c a c h e [ i ] == p a y l o a d _ i d )
r e t u r n t r u e ;

/ * The p a y l o a d ID i s n o t i n t h e c a c h e . We i n s e r t i t a t t h e c u r r e n t

* b e g i n n i n g o f t h e c i r c u l a r c a c h e .

* /
c a c h e [ c a c h e P t r ] = p a y l o a d _ i d ;
c a c h e P t r = ( c a c h e P t r + 1 ) % s i z e ;

r e t u r n f a l s e ;
}

The only task of the CSU component is to restore the original size of the CacheCast packets.
The CSU component does not implement a payload store, since packets do not carry content and
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it does not implement error detection, since the simulated links do not drop and do not reorder
packets.

Listing 5.4: Cache store unit
vo id C a c h e S t o r e U n i t : : r e c v ( P a c k e t * p , Hand l e r * h )
{

s t r u c t hdr_cmn * cmn_h = HDR_CMN( p ) ; / / p o i n t e r t o t h e common h e a d e r
s t r u c t h d r _ c c * cc_h = HDR_CC( p ) ; / / p o i n t e r t o t h e C a c h e C a s t h e a d e r

i f ( cc_h−> c a c h e a b l e _ p a r t ( ) > 0 ) {
cmn_h−> s i z e ( ) = cc_h−> r e a l _ s i z e ( ) ;

}

t a r g e t _ −> r e c v ( p , h ) ;
}

5.2.3 ns-2 server support

Design

Network traffic in ns-2 is generated by agents acting as communication end-points. An agent
implements a transport protocol. It is attached to a network node and it has a counterpart – a
sink-agent – attached to another node. Thus, this source sink agent pair defines a single packet
flow in a simulated network. A source agent is often controlled by an application, which can, for
example, be the file transport protocol (FTP), telnet, or a traffic generator such as constant bit rate
(CBR) generator. For instance, in our simulation we generate a data stream between two nodes
in a simulated network using a CBR generator on top of a TFRC agent attached to a source node
and its counterpart TFRC-sink agent attached to a sink node. Nonetheless, not all agents require
an application to trigger packet transmission. The aforementioned TFRC agent generates packets
at the maximum rate permitted by the TFRC congestion control when there is no application to
control its sending rate.

The ns-2 server support is a single element operating at a network node. It processes all packets
created by agents which are attached to this node as depicted in Figure 5.4. The ns-2 server support
is not functionally equal to the server support described in the design. It only creates the CacheCast
header for each transmitted packet but it does not enforce the tight packet train structure. Since
packets which are created by the agents do not carry data, the task of the ns-2 server support is
to determine which packets generated by different agents have the same payload. This is achieved
using an epoch concept. All packets created by the agents within one epoch are considered to have
the same payload and the payload ID of these packets is equal to the epoch number. A new epoch
starts, when one of the agents creates the second packet within the same epoch. Thus, the epochs
are generated based on the rate of the fastest flow from among all flows created by the node agents.
We describe the implementation of this mechanism in the following paragraph.

In order to simulate the server support as it is designed, we use the CBR generators on top of
the transport protocols. Since a single application can only drive a single agent, we install the CBR
generator for each transport protocol instance. The generators are synchronised in time and send
the same size packets at the same rate. If a congestion control mechanism of a transport protocol
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Figure 5.4: ns-2 server support

prohibits packet transmission, the CBR send request is discarded. Thus, the ns-2 server support
generates a sequence of tightly packed packets. However, before we evaluate the CacheCast system
as a union of the link caches and the server support mechanisms, we examine the impact of the link
caches on the network traffic consisting of loosely synchronised data streams.

Implementation

The ns-2 server support has two tasks: to find the cacheable part of a packet and to assign a payload
ID. Unlike a network packet, an ns-2 packet is not a result of the encapsulation process, where
different protocol layers are clearly defined and application data is always at the tail. An ns-2 packet
is created by an agent which annotates it with a type. The type can be defined either by an agent or
by an application and there is no rule for it. For example, the CBR application driving the UDP
agent produces packets of the CBR type; however, the CBR application driving the TFRC agent
produces packets of the TFRC type. Furthermore, some packet types provide the application data
size while other types do not provide it. This difficulty is reflected in our implementation shown in
Listing 5.5. Our implementation finds the payload size only for three different packet types. While
the TFRC packet provides the payload size in its header, the TCP and CBR packets do not have
this element of information and we have to compute it based on the standard header lengths.

The payload ID gets the value of the current epoch ID which is a natural number. We gen-
erate epoch IDs in the following way. For each attached agent we hold the information about
the epoch ID at the point this agent transmitted the last packet. This information is stored in the
agent_epoch_ table, and agents are distinguished by their port number (src().port_). A new epoch
begins when a certain agent transmits the second packet in the same epoch. In this case we increase
the epoch ID by one. As a result new epochs are generated at the pace of the packet transmission
rate of the fastest agent.

Listing 5.5: Server support
vo id S e r v e r S u p p o r t : : r e c v ( P a c k e t * p , Hand l e r * h )
{

s t r u c t hdr_cmn * cmn_h = HDR_CMN( p ) ; / / p o i n t e r t o t h e common h e a d e r
s t r u c t h d r _ c c * cc_h = HDR_CC( p ) ; / / p o i n t e r t o t h e C a c h e C a s t h e a d e r
s t r u c t h d r _ t f r c * t f r c _ h = HDR_TFRC( p ) ; / / p o i n t e r t o t h e TFRC h e a d e r
s t r u c t h d r _ i p * ip_h = HDR_IP ( p ) ; / / p o i n t e r t o t h e IP h e a d e r

i n t c a c h e a b l e _ p a r t = 0 ; / / s i z e o f t h e c a c h e a b l e p a r t o f a p a c k e t
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i f ( cmn_h−>p t y p e ( ) == PT_TFRC )
c a c h e a b l e _ p a r t = t f r c _ h −> p s i z e ;

e l s e i f ( cmn_h−>p t y p e ( ) == PT_TCP )
c a c h e a b l e _ p a r t = cmn_h−> s i z e ( ) − IP_HDR_LEN − TCP_HDR_LEN ;

e l s e i f ( cmn_h−>p t y p e ( ) == PT_CBR )
c a c h e a b l e _ p a r t = cmn_h−> s i z e ( ) − IP_HDR_LEN − UDP_HDR_LEN;

i f ( c a c h e a b l e _ p a r t > 0 ) {
/ * I f an y o f t h e a g e n t s h a v e s e n t a l r e a d y i n t h i s e p o c h a d v a n c e t h e e p o c h * /
i f ( a g e n t _ e p o c h _ [ ip_h −> s r c ( ) . p o r t _ ] == c u r r e n t _ e p o c h _ )

c u r r e n t _ e p o c h _ + + ;

cc_h−> r e a l _ s i z e ( ) = cmn_h−> s i z e ( ) ;
cc_h−> p a y l o a d _ i d ( ) = c u r r e n t _ e p o c h _ ;
cc_h−> c a c h e a b l e _ p a r t ( ) = c a c h e a b l e _ p a r t ;

a g e n t _ e p o c h _ [ ip_h −> s r c ( ) . p o r t _ ] = c u r r e n t _ e p o c h _ ;
}

r e c v −> t a r g e t _ ( p , h ) ;
}

5.3 Loosely synchronised streams

We study the link cache impact on congestion controlled transport protocols in the single bottle-
neck link topology as depicted in Figure 5.5. All links in the topology are the caching links as
described in Section 5.2.2. We install the ns-2 server support at the streaming source. The bottle-
neck link queue is managed by the random early detection RED queuing discipline [46] in byte
mode. We let ns-2 automatically configure the queue parameters. Two types of traffic compete for
the bottleneck link capacity.

1. Cacheable traffic: It is generated by the streaming source and consists of a number of
streams. Each stream has a different receiver located behind the bottleneck link. We use
TFRC [47] to perform congestion control over a single stream. Our decision is based on the
fact that TFRC is designed for streaming media, it is well accepted in the research commu-
nity, and it does not produce bursts of packets like TCP does. The round trip time (RTT)
between the source and each receiver is the same, therefore the streaming rate of the individ-
ual flows is similar. The streams are not driven with the same rate by the source, rather we
let each stream compete for the bottleneck link capacity individually. Thus, a single TFRC
sender transmits a packet as soon as the congestion control algorithm permits it. We simulate
a single TFRC stream using a stand-alone TFRC agent connected to the source node and a
TFRC-sink agent connected to one of the TFRC sink nodes. The ns-2 server support marks
payloads with the same ID within one epoch which is determined by the rate of the fastest
stream of all streams. The payload size is 1000B.

2. Non-cacheable traffic: It is represented by 100 TCP flows each originating from a distinct
source and with a destination located behind the bottleneck link. The TCP flows are gen-
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Figure 5.5: Single bottleneck scenario

erated by FTP applications which transfer unlimited amounts of data in 1000B payloads.
We simulate a single TCP flow with an FTP application attached to a TCP agent. The
TCP agent is connected to one of the TCP source nodes and transfers data to its counterpart
TCP-sink agent connected to one of the TCP sink nodes. All TCP connections have the
same RTT and their throughput is limited only by the bottleneck link capacity.

We perform two experiments in the aforementioned simulation setup. In both experiments we
measure the share of the bottleneck link bandwidth that is consumed by TCP and TFRC flows. We
also measure the average receiver throughput to gain the end host perspective. The throughput is
measured on the network layer. To factor out the influence of the RTT on the behaviour of TFRC
and TCP flows, the experiments are performed in three different RTT configurations:

1. Low RTT The TFRC and TCP flows have the same RTT of 40ms.

2. High RTT The TFRC and TCP flows have the same RTT of 100ms.

3. Different RTT The TFRC flows have 40ms RTT while the TCP flows have 100ms RTT.

The results are obtained in simulations which are run for 180 seconds. We remove the first 60
seconds from the measurements to avoid any influence of the transient behaviour of TCP and
TFRC.

5.3.1 Effect of increasing the number of receivers

In the first experiment, we exponentially increase the number of receivers in the streaming session.
The number of TCP flows is fixed to 100. We expect the TFRC flows to obtain incrementally more
of the bottleneck link bandwidth share with the increasing number of flows; however, this is not
the case.

Figures 5.6, 5.7, and 5.8 present the TFRC and TCP shares of the bottleneck link capacity
as a fraction of the total capacity and the average TFRC receiver throughput. The results show a
surprising behaviour of TFRC. The increase in the number of TFRC streams has very little impact
on the TFRC shares. In the Low RTT and High RTT configurations 100 TFRC flows obtain only
5% and the Different RTT obtains 15% of the bottleneck link capacity while we would expect
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(a) Bottleneck capacity shares (b) Average TFRC receiver throughput

Figure 5.6: Increasing the amount of TFRC flows on a bottleneck link, the Low RTT configuration

(a) Bottleneck capacity shares (b) Average TFRC receiver throughput

Figure 5.7: Increasing the amount of TFRC flows on a bottleneck link, the High RTT configura-
tion

it to take 50%. However, when analysing the average receiver throughput, we notice that it is
approximately constant regardless of the number of receivers.

When analysing the average receiver throughput, we find that in the High RTT and Low
RTT configurations TFRC and TCP flows achieve similar end-to-end throughput. In the High
RTT configuration these throughputs are almost equal. The average TFRC achieves approximately
0.95Mbps and the same throughput achieves the average TCP flow1. In the Low RTT configura-
tion TFRC achieves approximately 0.8Mbps while TCP achieves 0.95Mbps which is still relatively
similar. Considering the Different RTT configuration, the average TFRC receiver throughput
achieves twice more than the average TCP receiver throughput. However, this difference is related
to unfair competition of the TFRC flows with the TCP flows which have much larger RTTs. The
next experiment confirms this issue.

We speculate that this behaviour originates from the TFRC congestion control, which competes
with TCP on a rate basis. TFRC adjusts its sending rate to be “fair” with the TCP sending rate.

1The average TCP throughput is th = 100Mbps ∗ 95% ∗ 1
100 = 0.95Mbps.
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(a) Bottleneck capacity shares (b) Average TFRC receiver throughput

Figure 5.8: Increasing the amount of TFRC flows on a bottleneck link, the Different RTT config-
uration

However, when caching is enabled TFRC packets carry only the header part of a packet thus they
consume much less of the bottleneck link capacity which in turn can be utilised by TCP. In all
figures, together with the average receiver throughput we also mark the standard deviation from the
average. The low variation among receivers confirms our assumption on the cacheable traffic, i.e.
that all TFRC streams achieve a similar rate.

5.3.2 Effect of decreased caching efficiency

In the second experiment we analyse the impact of the caching efficiency on the bottleneck link.
The caching efficiency metric denotes the ratio of the number of packets without payload to the
total number of packets in a packet train. The first packet in a packet train always carries a payload;
thus we do not count it. We fix the number of receivers to 100 and gradually increase the caching
efficiency. We start with no caching, where all packets carry a payload, and finish with a perfect
caching where only one payload is transmitted per packet train.

The results of the simulations for the three configurations are presented in Figures 5.9 , 5.10,
and 5.11. When there is no caching the TFRC and TCP flows obtain “fair” shares of the bottleneck
link capacity in the current understanding. We find that these shares are only equal in the High
RTT configuration. In the remaining two configurations either TCP or TFRC obtains more of the
bottleneck link capacity.

With the increasing caching efficiency the TFRC share of the bottleneck link capacity decreases
and the TCP share increases respectively. However, when comparing these two types of traffic based
on the end-to-end throughput, we observe a similar increase in the average receiver throughput in
the presence of caching for both the TCP flows and TFRC flows. Specifically, in the configurations
Low RTT and High RTT the average TFRC receiver throughput doubles, and the average TCP
flow throughput increases by 50% in the Low RTT configuration and doubles in the High RTT
configuration respectively. Similar, in the Different RTT configuration the TFRC throughput
triples and the TCP throughput increases by 150%.

The link caches do not disrupt the current network understanding of fairness. Both TCP and
TFRC take advantage of it. In the presence of caching, TFRC flows make space for TCP flows on
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(a) Bottleneck capacity shares (b) Average TFRC receiver throughput

Figure 5.9: Increasing the caching efficiency on a bottleneck link, the Low RTT configuration

(a) Bottleneck capacity shares (b) Average TFRC receiver throughput

Figure 5.10: Increasing the caching efficiency on a bottleneck link, the High RTT configuration

(a) Bottleneck capacity shares (b) Average TFRC receiver throughput

Figure 5.11: Increasing the caching efficiency on a bottleneck link, the Different RTT configura-
tion
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the bottleneck link. While not all the space is utilised by TCP, TFRC still benefits from it. In all
configurations the average receiver throughput at least doubles in the presence of CacheCast.

5.4 Tightly synchronised streams

In the previous experiments we evaluated the link cache impact on the loosely synchronised TFRC
streams. In this setting, a single TFRC stream controls its rate individually to achieve the maxi-
mum throughput. This, however, does not completely comply to the CacheCast design, where a
source must transmit the same data chunk in the short time interval to all destinations. Thus, a
single TFRC sender cannot transmit a packet immediately when the congestion control algorithm
permits, but it must wait for an external source to trigger the transmission. To illustrate this prob-
lem, let us consider a simple scenario of an IP TV server streaming a single channel to a number
of destinations using TFRC. The server creates media chunks according to the media stream bit
rate and sends them to all TFRC senders at the same time. In this scenario, the task of the TFRC
senders is not to achieve the maximum bit rate, but rather to follow the media stream rate and in
the case of congestion to reduce transmission rate.

To evaluate the impact of the stream synchronisation, we use the same topology as described in
Section 5.3 with the bottleneck link capacity of 100Mbps. We generate 100 TCP streams on the
bottleneck link. The streaming source has 100 receivers located behind the bottleneck link. The
source uses TFRC to control the streaming rate to each receiver. Both TCP and TFRC flows have
RTT of 100ms which corresponds to the High RTT configuration from the previous experiment.

In this experiment all TFRC senders are driven by the CBR traffic generators which trigger
packet transmission at the same time and according to the predefined rate. If the TFRC sender
prohibits the packet transmission due to congestion, the transmission request issued by the CBR
generator is ignored, which means the packet is dropped. The TFRC senders do not queue packets.
As a result, the streaming source produces a tightly synchronised packet train. We conduct a series
of simulations where the streaming source transmits data with increasingly higher rates. We probe
the streaming rate in the range of 50Kbps to 1.5Mbps with the interval of 50Kbps. Please note that
since a TFRC sender does not have an input queue, the TFRC stream will not achieve its maximum
throughput on the bottleneck link when competing with other flows.

Figure 5.12 shows the average receiver throughput as a function of the source streaming rate
along with the standard deviation. Considering the source streaming rate in the range of 50Kbps to
600Kbps we see that all receivers get the full stream. However, increasing the streaming rate further
does not yield similar increases in the throughput on the receiver side. The TCP flows competing
with the TFRC streams prohibit further consumption of the bottleneck link capacity. A part of the
stream is dropped either at the streaming source or in the network at the bottleneck link queue.
We have preformed measurements of the packet drop at the bottleneck link queue and we found
that it is in the range of 1.5-1.8% regardless of the source streaming rate. Hence, the packet drop
is caused by the TFRC sender which prohibits the CBR generator to send data.

We observe that the maximum average receiver throughput is 0.83Mbps when the source
streams at the rate of 1.15Mbps. This is approximately 10% less than the loosely synchronised
streams achieved when competing for the bottleneck link capacity in the previous experiment (see
Figure 5.7). This confirms our hypothesis that the synchronised TFRC senders will not achieve the
same throughput as the loosely synchronised streams. A simple solution for this problem would be
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Figure 5.12: Increasing streaming rate in the bottleneck link topology

to take this difference into account in the TFRC formula. However, this requires further analysis
outside the scope of this thesis.

5.5 Summary

In this chapter we have investigated the CacheCast impact on TCP friendly rate control. We have
analysed the impact of the link cache and the server support separately. In our simulations we
used TCP to transport non-cacheable data and UDP with TFRC to transport cacheable data. The
simulations indicate that when caching is enabled in a network, TCP flows obtain much more
of the bottleneck link capacity when competing with TFRC flows. This could suggest that link
caches disturb fairness in the network. However, we argue that the opposite is true. Measuring
the receiver throughput we find that even though TCP obtains more network resources it delivers
approximately the same amount of data to a single receiver as TRFC does within the same time
unit. Thus, from the end-to-end point of view CacheCast achieves fairness.

The server support synchronises data transmission over multiple connections. It sends a data
chunk to all connections at the same time. Individual connections do not queue the data chunk
when the congestion control algorithm prohibits sending it, but instead drop the data chunk.
Queuing would lead to unsynchronised transmission. Since connections do not have input queues,
they are not able to achieve the fair share of resources when competing with the standard flows.
We have found that the synchronisation mechanism built in the server support reduces the average
TFRC throughput by approximately 10%. Since the TFRC rate estimation is based on a formula,
it could be modified to compensate for the error. However, this is an issue for future work.
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Chapter 6

Computational complexity - server support

This is the third chapter of the evaluation part. In the first chapter we have performed analyses
and simulations to estimate the amount of removed redundancy from the Internet links when
using CacheCast. We have used the perfect multicast efficiency as the reference efficiency for the
CacheCast system and evaluated how the CacheCast architecture limits this efficiency. We have
studied the impact of the following three architecture elements: distinct packet headers, finite
cache size, and limited deployment. In this and the following chapter, we discuss the last element
which can reduce CacheCast efficiency when operating in the Internet, namely the computational
complexity of the system. If the server support or the link cache elements require a considerable
amount of computation to operate, it will render the system inefficient. In order to answer this
question, we design and implement these two components of the CacheCast system, and then
we perform a detailed analysis. This chapter covers the server support part of the system and the
following chapter describes the link cache part.

The server side implementation consists of two elements: a system call and a kernel module.
The system call provides the means to transmit the same data to a group of hosts, which is very
similar to work done in [48] and [49]. However, unlike these related works, the CacheCast server
support additionally eliminates redundant payload transmission. The kernel module provides an
interface to control the CacheCast server support and provides a set of auxiliary functions for the
system call. Just how the server support implementation works is demonstrated in a small testbed.
The testbed consists of a server streaming an audio file, the CacheCast router, and two machines
hosting clients. The results show that, for example, over a 25 Mbps link CacheCast can – compared
to a traditional unicast solution – scale up the number of served clients by a factor of 10 and more.

The rest of this chapter is organised as follows: In Section 6.1 we briefly describe the CacheCast
system elements and identify potential computational bottlenecks. Before we discuss in depth the
server support implementation, in Section 6.2 we introduce a common structure of the CacheCast
header for the server support and the link cache elements. In Section 6.3 we describe the Linux
implementation of the server support. The evaluation of this element is given in Sections 6.4 and
6.5. Finally, we draw conclusions in Section 6.6.

6.1 Computational bottlenecks

CacheCast is a link layer caching technique that operates on point-to-point links. As it is depicted
in Figure 6.1, we install the cache management unit (CMU) on the link entry and the cache store
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unit (CSU) on the link exit. The CMU controls the CSU and it knows exactly which payloads
are in the CSU. Whenever the CMU recognises that payload of the currently transmitted packet
is in the CSU on the link exit, it replaces the payload with an index to the payload in the CSU
and transmits it. Thus, when considering a series of packets that share the same payload, only the
distinct packet headers and one copy of payload traverses a link. We refer to this structure as a
packet train. On the link exit the payload index is used to find a relevant payload in the CSU. Next,
the payload is attached back to the packet header and the packet is processed in a normal way on a
router.

Figure 6.1: Extended directed link

Our core design assertion is that servers support CacheCast. For each packet to be subjected to
CacheCast a server must first create the CacheCast header. Packets without the CacheCast header
are ignored and not cached. The CacheCast header is placed between the link layer header and
the IP header. A server stores the information on redundant payload size and payload ID in the
CacheCast header which, combined with the server IP address, uniquely identifies the payload in
the Internet. These two elements of information greatly simplify the caching process since the
CMU does not need to perform any sophisticated redundancy detection on an incoming packet,
but simply compares the payload ID with the IDs of the payloads that are in the CSU. The INDEX
field is an administrative field used to pass an index value between the CMU and the CSU in the
described manner.

Besides the cache processing complexity the CacheCast costs are also related to the size of the
CSU. Therefore, a server aware of caching is responsible for batch requests for the same data and
transmitting it within the minimum amount of time. Thus, the required CSU size is minimised.
In Chapter 3, we estimated the required size based on different packet train lengths and different
source uplink speeds. We found that the CSU size corresponding to 10ms of data traffic flowing
through the associated link is sufficient.

Considering the CacheCast architecture, we find that the computational complexity is mainly
related to the CMU element which must perform payload ID lookup and modify a packet imme-
diately before link transmission. Additionally, the CSU element may become a bottleneck when
storing or restoring large packet payloads. Avoiding the payload copy operation with, for example,
a virtualisation mechanism could reduce this burden. Considering the server support, we do not
find potential computational bottlenecks. Nonetheless, other types of problems may arise due to
the specific characteristic of the CacheCast traffic.

6.2 CacheCast header in the Ethernet networks

The previous evaluations did not require specification of the CacheCast header structure and per
field byte distribution in the header. In this chapter and the following chapter we describe the
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CacheCast implementation which initially requires the introduction of a common format for the
CacheCast header. Please notice that it is sufficient that only the CMU and CSU elements com-
posing a single link cache (and respectively the server support and the first hop CSU element) must
use the same structure for the CacheCast header. Hence, the CacheCast header structure can vary
between link caches. Nonetheless, it is far more convenient to use a standard header across the same
type of link technology.

Our CacheCast implementation operates only in the Ethernet networks; therefore, the Cache-
Cast header is designed only for this type of networks. In Listing 6.1 we show the CacheCast header
structure in the C language format. The header contains three information elements (INDEX, pay-
load ID, and payload size) that are related to CacheCast and are broadly discussed in Section 3.4.1.
Additionally, the CacheCast header contains the packet_type field. This field has the same seman-
tics as the type field of the Ethernet header and it is used to store temporarily the Ethernet type
of the encapsulated packet during transmission between the CMU and CSU elements (see Figure
6.2). The type field of the Ethernet header is used to indicate that the packet is a CacheCast packet.
We use the Ethernet type of 0xCACA to identify CacheCast packets. When CSU receives a packet
with this Ethernet type, it assumes that it is a CacheCast packet and the original Ethernet type of
the encapsulated packet is stored in the packet_type field. The CacheCast Ethernet type is not a
standard type and it is chosen from among unallocated Ethernet types to resemble the CacheCast
name.

Listing 6.1: CacheCast header for the server support and link cache implementation
s t r u c t c a c h e c a s t _ h e a d e r {

u i n t 3 2 _ t INDEX ;
u i n t 3 2 _ t p a y l o a d _ i d ;
u i n t 1 6 _ t p a y l o a d _ s i z e ;
u i n t 1 6 _ t p a c k e t _ t y p e ;

}

Figure 6.2: Use of the packet type field in the CacheCast header

The CacheCast header is twelve bytes long with the following byte distribution per field: four
bytes for the INDEX value, four bytes for the payload ID value, two bytes for the payload size value,
and two bytes for the packet type value. While the four-byte INDEX can address a huge table, in
our prototype implementation we decided to allocate more bytes than necessary. To illustrate a
number of unique IDs that can be encoded on the four-byte payload_ID field, we use an example
of a source with 1Gbps uplink speed. Assuming that this source transmits only the minimum size
Ethernet packets with unique payload IDs, the source uses all possible IDs after almost an hour.
Since link caches discard payload IDs after one second (cf. Section 3.4.6), the four-byte field for the
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payload ID value is sufficient. The packet payload cannot be larger than the size of an IP packet.
Since the IP packet size is stored in a two-byte field in the IP header, the two-byte payload_size
field is sufficient. The size of the packet_type field follows from the Ethernet specification. This
structure of the CacheCast header is used in both the server support implementation described in
this chapter and in the link cache elements implementation described in the following chapter.

6.3 Server support in Linux

6.3.1 Design

CacheCast imposes on the source the following three tasks: (1) identify and annotate packets that
carry the same payloads with a unique ID and the payload size, (2) create the CacheCast header, and
(3) minimise the transmission time of packets that carry the same payload. Our initial investigation
shows that these tasks cannot be accomplished by current OS. Thus, we have designed an extension
to the Linux OS that fulfils them. We chose the Linux OS due to its open architecture and its
wide use as a server platform. The Linux extension consists of two elements: a system call and a
shell command. The new system call, which we have named msend (the abbreviation of “multiple
send”), allows an application to send the same data to many destinations. The reason to substitute
multiple send system calls with one msend call is to provide a single entry point to a kernel for
the application. Therefore, all send requests are batched in time and the kernel can handle them
efficiently.

The design of the msend system call can be best understood by analysing the graph depicted
in Figure 6.3. Similar to the normal send system call, msend operates only on connected sockets,
thus, an application must first establish connections (1). To transmit data via a set of sockets, an
application uses msend providing this set and the data as the arguments (2). Then, the kernel sends
the data to the sockets using the normal kernel send call (3). However, the resulting packets are
intercepted before link transmission, the CacheCast headers are created, and the packets are queued
on a per-neighbour basis. When the data is sent to all sockets, the queued packets are released one
by one, but only the first packet destined to a given neighbour carries the payload. The remaining
packets are truncated and only packet headers are sent (4). As a result a tight packet train per
neighbour is created. We use a lock to serialise the packet train transmissions. Thus, it is enough
for the neighbour CSU to be able to hold only one payload.

At present, the system design does not include a mechanism for auto-discovery of CacheCast
capable neighbours. Therefore, an administrator must enter this information manually. This is
achieved using a shell command tool named cachecast which provides an interface to the caching
mechanisms. The administrator can install the CMU on any link which is connected to the host
machine. The caching link is identified by a host device name and a neighbour IP address.

6.3.2 Linux networking subsystem

We have implemented the server support for CacheCast in Linux OS based on kernel 2.6.24.7.
It is implemented as a system call and a kernel module responsible for per neighbour CacheCast
support. The implementation uses many kernel structures and is integrated into the networking
subsystem in many places; therefore, before we describe the server support implementation, in the
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Figure 6.3: The msend system call design

following paragraphs we give a brief overview of the operation of the Linux networking subsystem
and the fundamental data structures which are relevant for our implementation.

Sockets

A socket represents a communication end-point operated by the OS. It is used for interprocess
communication, mainly for processes located on different machines in a network. Similar to Unix,
Linux applies the file abstraction to all devices and system resources; and hence also to sockets.
Thus, a socket is identified by a file descriptor, and a process can use the standard read and write
file operations in order to receive and send data across a network. Nonetheless, the file abstraction
is not completely realised for sockets. The main part of the socket functionality is provided with
the Berkeley sockets application programming interface (API). The API defines a set of operations
on sockets which enable an application to create a socket, to manage a socket connection, and to
transfer data over a socket. We limit the socket description to the elements which are related to the
transmission path.

The sockets constitute a very thin layer in the Linux networking subsystem. The main tasks
of the socket layer are: (1) to perform a security check, (2) to provide an interface to the protocol
specific functions, and (3) to translate application data to the common message format. A socket is
created using the socket(int domain, int type, int protocol) system call which allocates a socket
object in the Linux kernel and returns a file descriptor associated with this socket. The socket
object is described with a generic socket structure shown in Listing 6.2. It is primarily used to store
general information about the socket (like the socket state, or type) and to enable file operations
on a socket. The key entries in this structure are: a pointer to the sock structure which contains
the network layer representation of a socket and a pointer to the protocol specific set of socket
operations stored in the proto_ops structure.

Listing 6.2: Socket structure
s t r u c t s o c k e t {

s o c k e t _ s t a t e s t a t e ;
uns igned long f l a g s ;

73



c o n s t s t r u c t p r o t o _ o p s * op s ;
s t r u c t f a s y n c _ s t r u c t * f a s y n c _ l i s t ;
s t r u c t f i l e * f i l e ;
s t r u c t s o c k * s k ;
w a i t _ q u e u e _ h e a d _ t w a i t ;
s h o r t t y p e ;

} ;

While the socket structure is brief and contains only generic information relevant to all socket
types, the sock structure contains a large number of elements which in part are relevant to all sockets
and in part are relevant only to a TCP socket due to legacy issues. Since the sock structure is large
we show in Listing 6.3 only two elements which are related to our server support implementation.

Listing 6.3: Sock structure
s t r u c t s o c k {

v o l a t i l e uns igned char s k _ s t a t e ;
. . .
s t r u c t s k _ b u f f _ h e a d s k _ w r i t e _ q u e u e ;
. . .

} ;

The sk_state describes a protocol level socket state which is complementary to the state de-
scribed in the socket structure. For example, a DCCP socket in a connected state is described with
sock->state=SS_CONNECTED and sock->sk->sk_state=DCCP_OPEN1. Since the msend system call
operates only on connected sockets we inspect this variable to determine the socket state.

The next element sk_write_queue is a queue head where socket buffers are stored temporar-
ily. The queue is mainly used in two cases: to assemble large packets from small data chunks
stored in multiple subsequent socket buffers, and to delay the transmission time (e.g. when a con-
gestion control mechanism prohibits the transmission). The msend system call investigates the
sk_write_queue after transmitting a packet. If the socket buffer containing the packet is on the
queue, this means that the transmission is delayed due to congestion in a network. Since the server
support requirement is to transmit the tight packet train, the socket buffer must be removed from
the queue in this case.

Send system calls

When a socket is created, an application receives a file descriptor which identifies this socket. The
file descriptor is used in the subsequent communication with the socket to send and receive data via
the socket, and to control the connection state. In order to transmit data via the socket, the appli-
cation can use one of the four standard system calls depicted in Figure 6.4 (the text in parenthesis
describes the data type which the system call handles). The send, sendto, and write system calls
handle a byte string transmission; and the sendmsg system call handles a message transmission.
Regardless of the system call, the socket layer translates the application data to a message format
and invokes sock_sendmsg function. This function, in turn, invokes the protocol specific sendmsg
function like tcp_sendmsg(), udp_sendmsg(), or dccp_sendmsg(); by this passing the message to
the transport layer. At the transport layer the application data is moved from the message to a socket
buffer for packet assembly. We describe these two formats in the next paragraph.

1The Linux convention is to refer to the socket structure using the sock variable.
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Figure 6.4: Application data representation on different layers

Additional to the aforementioned standard system calls, Linux provides the sendfile() system
call for efficient transmission of files (see Figure 6.4). The system call uses a memory page interface
to pass data from a file to a socket without expensive copy operations. The file and the socket are
provided in the form of file descriptors; the first file descriptor points to a socket in write mode and
the second file descriptor points to a memory mapped file in read mode. The memory mapped
file is a file which completely resides in the OS virtual memory in structures called pages. The
data transfer between the file and the socket is achieved by passing a pointer to a memory page,
where the data is stored. At the socket layer, the page transfer is handled by the sock_sendpage
function. This function, in turn, invokes a protocol specific sendpage function at the transport
layer, like udp_sendpage or tcp_sendpage. Finally, a protocol specific sendpage function creates
a socket buffer structure for packet assembly and stores the page pointer in it. During protocol
encapsulation, the protocol headers are stored in a buffer which is always attached in front of the
data stored in the memory pages.

The msend system call uses both sendmsg and sendpage functions to create a CacheCast
packet. The message interface is used to create an empty socket buffer and to pass CacheCast
relevant information to the transport layer (specifically a synchronisation queue number described
in Section 6.3.3). The memory page interface is used to pass application data, which is copied from
user space to preallocated memory pages.

Message structure

The socket layer uses a message as a standard format to pass application data to the transport
layer. A message format enables the socket layer to pass the application data along with control
information. In Listing 6.4, we provide the message structure as it is described in the Linux kernel.
The application data is pointed to by a vector (msg_iov) which describes fragments of data scattered
in the memory. If data occupies a continuous block of memory the vector contains only a single
pointer to the data and the data length. The control information is attached to a message using the
msg_control pointer. It is described by an additional structure cmsghdr which specifies a protocol
that created this control message, the type of the control message, and the content. In our server
support implementation we use the control message to pass CacheCast specific information to the
transport protocol layer.

Additional to the control message option, the message handling can be controlled with the
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msg_flags variable. It enables an application to transmit, for example, a non-blocking message
(MSG_DONTWAIT), or to order a socket to wait for more messages before transmission (MSG_WAIT).
We use these two options to assemble a CacheCast packet in the transport layer.

Listing 6.4: Message structure
s t r u c t msghdr {

vo id * msg_name ; / / S o c k e t name
i n t msg_namelen ; / / L e n g t h o f name
s t r u c t i o v e c * msg_ iov ; / / Data b l o c k s
_ _ k e r n e l _ s i z e _ t m s g _ i o v l e n ; / / Number o f b l o c k s
vo id * m s g _ c o n t r o l ;

/ / P e r p r o t o c o l m a g i c ( e . g . BSD f i l e d e s c r i p t o r p a s s i n g )
_ _ k e r n e l _ s i z e _ t m s g _ c o n t r o l l e n ; / / L e n g t h o f c o n t r o l m e s s a g e l i s t
uns igned m s g _ f l a g s ;

} ;

s t r u c t cmsghdr {
_ _ k e r n e l _ s i z e _ t c m s g _ l e n ; / * d a t a b y t e c o u n t , i n c l u d i n g h d r * /
i n t c m s g _ l e v e l ; / * o r i g i n a t i n g p r o t o c o l * /
i n t c m s g _ t y p e ; / * p r o t o c o l − s p e c i f i c t y p e * /

} ;

Socket buffers

The sk_buff structure is a basic structure for packet assembly in the Linux networking subsystem.
It provides a buffer for packet data and auxiliary information necessary for packet processing. In
Listing 6.5 we highlight the most important information elements of the sk_buff structure. The
first two pointers in the socket buffer structure enable networking modules to queue the socket
buffer on different queues in the system (e.g. socket buffers are queued on the aforementioned
sk_write_queue when a congestion control mechanism prohibits transmission). All socket buffers
which are created by one of the send system calls belong to a socket connection which is referenced
by the sk pointer.

Listing 6.5: Socket buffer structure
s t r u c t s k _ b u f f {

s t r u c t s k _ b u f f * n e x t ;
s t r u c t s k _ b u f f * p r e v ;

s t r u c t s o c k * s k ;
s t r u c t d s t _ e n t r y * d s t ;

uns igned i n t l e n ;
uns igned i n t d a t a _ l e n ;

__be16 p r o t o c o l ;

uns igned char * head :
uns igned char * d a t a ;
uns igned char * t a i l ;
uns igned char * end ;
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uns igned i n t c c _ q u e u e ;
. . .

} ;

When the first hop of a packet carried in a socket buffer is determined, the dst_entry structure
describing this first hop is referenced by the dst pointer. The dst_entry structure has a pointer to
the neighbour structure which handles link layer encapsulation and provides a method for link layer
packet transmission. We provide more details about the neighbour structure in the next paragraph.
Considering the IP stack, the dst entry in the sk_buff structure is set by the IP routing subsystem
before the IP encapsulation. In the last step of the IP layer processing, the neighbour specific
transmission function is invoked (pointed to by the dst->neighbour->output function pointer)
and the socket buffer is passed to the link layer. The server support modifies this execution order.
Before the neighbour specific transmission function is invoked, we check whether the neighbour
is a CacheCast capable neighbour and a socket buffer carries a CacheCast packet. If these two
conditions are met, we invoke the cc_queue_skb() function of the server support which enqueues
this socket buffer.

The protocol variable stored in the sk_buff structure describes the packet type carried in the
socket buffer. It is primarily used in the Ethernet encapsulation process. For example, before the
IP layer passes a socket buffer to the link layer, it sets the protocol value to the IP Ethernet type
0x0800. The server support modifies the protocol variable for all CacheCast packets to hold the
value of the CacheCast Ethernet type which is 0xCACA.

The socket buffer provides two types of storage space for a packet: a linear buffer and an array
of pointers to memory pages. The total size of a packet stored in these two types of storage space is
given in the len variable. The size of data stored only in the memory pages is given in the data_len
variable. Since the msend system call uses the memory page interface (i.e. the sendpage() function)
to pass application data to the transport layer, the data_len variable gives the application data size.
Protocol headers created in the encapsulation process are stored in a linear buffer part. We use the
data_len variable to compute the payload size value stored in the CacheCast header.

Figure 6.5 depicts data layout in a socket buffer. The sk_buff structure describes the linear
buffer with four pointers: the head pointer points to the beginning of the buffer, the data pointer
points to the beginning of valid data in the buffer, the tail pointer points to the end of the valid data
in the buffer, and the end pointer points to the end of buffer space. The space between addresses
pointed to by the head and data pointers is called headroom and is reserved for headers which are
added in the process of encapsulation. Since application data in CacheCast packets is provided with
pointers to memory pages, the linear buffer carries only protocol headers. At the end of the linear
buffer the skb_shared_info structure is located. It contains an array of pointers to memory pages
along with offsets and sizes of data stored in the pages.

When the execution thread of the socket send operation reaches the network layer, application
data is moved to a socket buffer. As it is depicted in Figure 6.4, if the application data is carried
in a message, the message data is copied to the linear buffer and if the application data is provided
with a pointer to a memory page, the pointer is stored in the skb_shared_info structure. The final
packet is the sum of the data stored in the buffer space and in the memory pages.

In order to identify a socket buffer which carries a CacheCast packet, we have added the
cc_queue element in the sk_buff structure. The cc_queue value has a double meaning. The
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Figure 6.5: Socket buffer - data layout

value set to zero implies that the socket buffer carries a standard packet. However, a value greater
than zero implies that the socket buffer carries a CacheCast packet and the cc_queue value is inter-
preted as a synchronisation queue number (which we describe in the next section). When a socket
buffer is allocated the sk_buff structure is cleared including the cc_queue element. Thus, all socket
buffers carry by default standard packets.

Neighbouring subsystem

Neighbours of a host are network nodes which are within one hop range from the host (measuring
the hop count on the network layer). The neighbouring nodes are direct recipients of packets
created by a host, and thus are essential for communication. If a host does not have any neighbours
it is considered to be disconnected.

Linux neighbour management is performed by the neighbouring subsystem which has two
tasks: neighbour discovery and the network layer to link layer address translation for neighbouring
nodes. The neighbour discovery is performed by one of the discovery protocols (such as Address
Resolution Protocol (ARP) [50] in IPv4 networks or Neighbour Discovery Protocol (NDP) [51] in
IPv6 networks) which operate within the neighbouring subsystem framework. A key structure in
the neighbouring subsystem is the neighbour structure which provides information about a state of
a neighbour, network and link layer addresses of the neighbour, a method to transmit a packet to
the neighbour, and more. In Listing 6.6, we show only the key elements of the structure which are
relevant for the server support implementation.

78



Listing 6.6: Neighbour structure
s t r u c t n e i g h b o u r {

s t r u c t n e t _ d e v i c e * dev ;
/ / P o i n t e r t o a n e t w o r k d e v i c e t h r o u g h w h i c h t h e n e i g h b o u r i s r e a c h a b l e

__u8 n u d _ s t a t e ;
/ / s t a t e o f t h e NUD s t a t e m a c h i n e

uns igned char ha [ ALIGN (MAX_ADDR_LEN, s i z e o f ( uns igned long ) ) ] ;
/ / Hardware a d d r e s s o f t h e n e i g h b o u r

i n t ( * o u t p u t ) ( s t r u c t s k _ b u f f * skb ) ;
/ / T r a n s m i t m e t h o d t o t h e n e i g h b o u r

s t r u c t s k _ b u f f _ h e a d a r p _ q u e u e ;
/ / Queue t o s t o r e t e m p o r a r i l y s o c k e t b u f f e r d u r i n g s o l i c i t a t i o n r e q u e s t

s t r u c t c c _ n e i g h _ i n f o * c a c h e c a s t _ p t r ;
/ / P o i n t e r t o C a c h e C a s t s p e c i f i c n e i g h b o u r i n f o r m a t i o n

. . .
} ;

A neighbour is always associated with a single network device through which it is reachable. If
a neighbour is reachable via multiple devices which are present at a host, each device - neighbour
pair is described with a distinct neighbour structure. A pointer to the network device is stored in
the dev pointer.

Linux implements a neighbour unreachability detection (NUD) state machine which keeps
neighbour information up to date. The NUD state machine determines when a neighbour is con-
sidered to be connected, when to send solicit requests to a neighbour, or when a neighbour is con-
sidered to be unreachable. The machine state is stored in the nud_state variable in the neighbour
structure. The server support queries the NUD state using an auxiliary function neigh_is_valid to
find whether the network to link layer address mapping is valid for the neighbour. If the mapping
is invalid during packet transmission, a socket buffer carrying the packet is put on the arp_queue
queue and a solicit request (e.g. ARP who-is packet) is sent to obtain the correct address mapping
for this neighbour. CacheCast packets cannot be stored temporarily, while waiting for the solicit
response, since this would disturb CacheCast packet transmission. Therefore, if the network to
link layer address mapping is invalid for a neighbour, socket buffers carrying CacheCast packets
towards this neighbour are sent in a standard way, i.e. the packets are not CacheCast encapsulated
and do not form a packet train. Please notice, that the network to link layer address mapping for
a neighbour is only invalidated after a considerable time period when there is no communication
with the neighbour. Thus, when a host transmits a media stream this mapping is valid.

We install in the neighbour structure a pointer to the CacheCast neighbour specific structure
(the cachecast_ptr pointer). If the pointer is set, the neighbour associated with this neighbour
structure is regarded as capable of receiving CacheCast packets. If the pointer is cleared, the neigh-
bour does not recognise CacheCast packets and the server support will send standard packets to
this neighbour. We describe the function of the cc_neigh_info structure in the following section.

6.3.3 Implementation

The Linux server support implementation fully complies with the design introduced in Section
6.3.1. It is capable of creating a per-neighbour packet train. Packet trains are serialized on a per-
neighbour basis. For each packet in a packet train we create the CacheCast header with the same
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payload size and the same ID. The payload size corresponds to the data size provided by the ap-
plication. Since we serialise packet trains on a per-neighbour basis, it is only required that the
neighbouring CSU is able to hold one payload. Thus, we set the INDEX field to zero for all pack-
ets. The ID is a subsequent number of a packet train transmitted by this host. The sequential
payload ID makes the server content vulnerable to malicious attacks; however, the server support is
a prototype implementation for evaluation purposes and does not incorporate all security counter-
measures, which are discussed later in Chapter 3.

We assume that not all neighbours in a network are CacheCast capable. Therefore, a user must
define the neighbours that support CacheCast. This knowledge is maintained internally by the OS,
and packet trains are created only to those neighbours that support CacheCast. Those neighbours
that do not support CacheCast receive regular packets. Until the first neighbour is defined, the
msend system call will only send normal packets. This is very similar to the functionality of the
system calls provided in [48, 49].

The server support is implemented as a system call and a Linux module which supports the
system call. Additionally, we make small changes in the Linux networking subsystem to link it
with the server support. In the following paragraphs, we describe the complete server support
implementation beginning with a description of the msend system call which gives an overview of
the implementation.

msend system call

We separate the CacheCast concerns from applications with the msend system call which transmits
the same data chunk. The system call API is based on the select system call API and is as follows:

i n t msend ( f d _ s e t * f d s _ w r i t e ,
f d _ s e t * f d s _ w r i t t e n ,
char * buf , i n t l e n )

The sockets are provided in the form of file descriptors and we use the standard fd_set structure to
pass a set of file descriptors between the user space and the kernel space.

With the fds_write variable an application provides a set of sockets to be written. Currently the
implementation can handle connections based on the UDP and DCCP protocols. The sockets that
were successfully written can be found by inspecting the fds_written variable. If a socket provided
in the fds_write set was written to, a bit corresponding to the file descriptor of this socket is set in
the fds_written set. Otherwise the bit is cleared. The buf and len variables describe the data chunk
to be sent. The system call returns the total number of successfully written connections.

Figure 6.6 depicts the execution flow of the msend system call. The underlined functions
cc_alloc_queues(), cc_release_queues(), and cc_queue_skb() are part of the server support and
are described in detail in the following paragraphs. In the first step, the system call allocates memory
pages for application data and copies the data into the allocated pages. Considering a standard
Linux configuration for a desktop machine, a single page has 4KB which is enough to accommodate
a packet of a standard MTU size (1.5KB). The system call does not fragment data larger than the
MTU size. Moreover, we disable the IP fragmentation for CacheCast packets, since this would
disturb the packet train structure. Therefore, an application is responsible for fragmenting data
into chunks which fit in the network MTU together with the transport, network, and CacheCast
headers.
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Figure 6.6: The msend system call execution flow

In the second step, the system call using the cc_alloc_queues() function allocates synchroni-
sation queues for CacheCast capable neighbours. Each CacheCast capable neighbour has its own
synchronisation queue which is used to enqueue socket buffers carrying CacheCast packets before
the link layer encapsulation. This is performed in the ip_finish_output2() function with the call
to the cc_queue_skb() function. The synchronisation queue has a double purpose. Firstly, socket
buffers queued on a synchronisation queue form a packet train. Thus, when the system call has sent
application data to all sockets, the synchronisation queue contains all socket buffers destined to a
given neighbour. The socket buffers are de-queued using the cc_release_queues() function which
builds packet trains. Secondly, a synchronisation queue synchronises packet transmission before the
link layer. At this point in the network stack, socket buffers carry almost complete packets. Thus,
when the socket buffers are de-queued, packets are only Ethernet encapsulated and transmitted.
This low processing overhead between consecutive transmissions of packets from a packet train
reduces transmission time of the complete packet train.
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The msend system call can be executed by multiple processes at the same time. This requires
a distinct synchronisation queue for each process per CacheCast capable neighbour. We solve
the issue by preallocating a set of synchronisation queues per neighbour. The msend system call
allocates a single synchronisation queue per neighbour from the set using the cc_alloc_queues()
function which returns the queue number. In order to enqueue a socket buffer created by this msend
system call on the allocated queue, the socket buffer must be annotated with the synchronisation
queue number. The information is stored in the cc_queue entry in the sk_buff structure (see Listing
6.5). Please note that the msend system call operates at the socket layer and has no access to the
socket buffer structure (cf. Figure 6.4); therefore, to set the cc_queue value in the sk_buff structure
we use a message interface. The system call creates an empty message with control information
carrying the synchronisation queue number.

In the third step, the system call prepares all packets which are waiting in the allocated synchro-
nisation queues for transmission. For each file descriptor provided by the application, the system
call translates it into the corresponding socket using the sockfd_lookup() function. If this is a UDP
socket or a DCCP socket and it is in a connected state, the system call sends the control message
to build an empty socket buffer annotated with the synchronisation queue number2. Next, it sends
application data stored in the pages using the sendpage() interface. Since the DCCP implementa-
tion in the Linux kernel 2.6.24.7 does not support the sendpage() interface, we have implemented
it with the minimum functionality necessary to support the msend system call. The sendmsg() and
sendpage() functions build a socket buffer which has a small linear buffer space for packet headers
and a set of pointers to memory pages where the application data is stored. The last memory page
is sent with the MSG_DONTWAIT flag set which triggers the send operation. The socket buffer is in-
tercepted at the output of the network layer. If the destination neighbour is CacheCast capable and
its hardware address is valid (cf. discussion in the neighbouring subsystem paragraph), the socket
buffer is enqueued with the cc_queue_skb() function on the synchronisation queue identified with
the synchronisation queue number.

In the last step, the system call transmits all packets enqueued on the synchronisation queues in
the form of a packet train. This is achieved with an auxiliary function cc_release_queues() which
takes as an argument the synchronisation queue number. Additionally, the function de-allocates
the synchronisation queues.

Kernel module

The CacheCast kernel module is responsible for handling the state related to operation of the
server support. Specifically, the module maintains the knowledge of CacheCast capable neigh-
bours and manages synchronisation queues. The key information elements are stored in the cache-
cast_module and cc_neigh_info structures described in Listing 6.7. The cachecast_module struc-
ture is allocated and initialised during module initialisation stage. We describe this structure in the
context of functionalities provided by the module.

Listing 6.7: CacheCast kernel module structures
/ / s t r u c t u r e d e s c r i b i n g C a c h e C a s t m o d u l e s t a t e
s t r u c t c a c h e c a s t _ m o d u l e {

2We have modified the UDP and DCCP implementation of the sendmsg() function to initialise the cc_queue
element in the sk_buff structure according to the CacheCast control message.
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s t r u c t l i s t _ h e a d c c _ n e i g h _ l i s t ;
/ / L i s t h e a d o f C a c h e C a s t c a p a b l e n e i g h b o u r s

u i n t 3 2 _ t queue_map [SYNCH_QUEUE_MAP_SIZE ] ;
s p i n l o c k _ t queue_map_ lock ;

/ / A l l o c a t i o n map o f s y n c h r o n i s a t i o n q u e u e s
u i n t 3 2 _ t q u e u e _ p a y l o a d _ i d [SYNCH_QUEUE_MAX ] ;
a t o m i c _ t c u r _ p a y l o a d _ i d ;

/ / P e r s y n c h r o n i s a t i o n q u e u e p a y l o a d ID
s t r u c t mutex queue_xmi t_mutex ;

/ / G l o b a l l o c k f o r p a c k e t t r a i n t r a n s m i s s i o n
} ;

/ / N e i g h b o u r s p e c i f i c i n f o r m a t i o n
s t r u c t c c _ n e i g h _ i n f o {

s t r u c t l i s t _ h e a d c c _ n e i g h _ l i s t ;
/ / L i n k e d l i s t h o o k

s t r u c t s k _ b u f f _ h e a d q u e u e _ s k b _ h e a d [SYNCH_QUEUE_MAX ] ;
/ / A s e t o f s y n c h r o n i s a t i o n q u e u e s

uns igned i n t t x _ c c _ p a c k e t s ;
uns igned i n t t x _ c c _ t r a i n s ;

/ / S t a t i s t i c s
s t r u c t n e i g h b o u r * n e i g h b o u r ;

/ / Ba ck r e f e r e n c e t o t h e n e i g h b o u r ow n in g t h i s e l e m e n t
} ;

The first element in the structure is a list head of CacheCast capable neighbours. As we have
described in the neighbouring subsystem paragraph, a neighbour is regarded as capable of receiv-
ing CacheCast packets, if the cc_neigh_info pointer in the neighbour structure is set, i.e., it
points to the cc_neigh_info element. The list of CacheCast capable neighbours consists of the
cc_neigh_info elements which reference back the neighbours; this is depicted in Figure 6.7. When
a user defines a neighbour as capable of receiving CacheCast packets the module allocates a new
cc_neigh_info element, sets the cc_neigh_info pointer in the neighbour structure to the new el-
ement, and adds the element to the list. A reverse operation is performed when a user defines a
neighbour as incapable of receiving CacheCast packets. This functionality is presented to a user
with the following system command:

c a c h e c a s t [ add | rm ] dev_name n e i g h _ i p _ a d d r

The keywords “add” and “rm” indicate whether the cc_neigh_info structure should be installed or
removed from the neighbour structure. The network device name and the neighbour IP address
uniquely identify a single neighbour in the Linux neighbouring subsystem.

The cc_neigh_info element is not only used to mark CacheCast capable neighbours but also to
provide a set of synchronisation queues (the queue_skb_head array) where socket buffers are stored
temporarily during the msend system call invocation. The queue_map element in the cache-
cast_module structure keeps information about allocation of these synchronisation queues. The
msend system call allocates a single synchronisation queue per neighbour using the cc_alloc_queues()
function. The function performs a lookup for the first clear bit in the map, indicating an unallo-
cated queue, and sets the bit. The bit position corresponds to the synchronisation queue number.
The function also creates a payload ID for all packets stored in the allocated queues. The payload
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Figure 6.7: The CacheCast kernel module and the neighbouring subsystem

ID is generated using the cur_payload_id counter and is stored in the queue_payload_id array at
the synchronisation queue number position. Since the system call operates in the multi-thread en-
vironment, the allocation process must be protected with the queue_map_lock lock. The payload
ID counter is of the atomic type and is incremented using atomic operations.

Additional to the cc_alloc_queues() function, the kernel module exports the cc_queue_skb()
and cc_release_queues() functions which were already mentioned in the context of msend system
call. The cc_queue_skb() function is called by the ip_finish_output2() function to store a socket
buffer on a synchronisation queue. However, before the socket buffer is enqueued, the function
builds the CacheCast header. At this point, the socket buffer carries the IP encapsulated packet;
thus, the CacheCast header is simply appended in front of the IP header. The CacheCast header
fields are filled in the following way: The INDEX value in the CacheCast header is set to zero,
and the payload ID value is set to the value found in the queue_payload_id array at the syn-
chronisation queue number position. The payload size value requires special consideration. If the
header size is at least of the minimum packet size, the payload size is set to the application data
size. However, if the header size is less than the minimum packet size, the payload size must be
reduced to ensure the minimum packet size for packets without payload. Otherwise, the network
driver extends the truncated packets to the minimum packet size with random data which will
cause corruption of CacheCast packets during payload restore at the CSU. After the CacheCast
encapsulation, the socket buffer is enqueued on a synchronisation queue in the queue_skb_head
array in the cc_neigh_info element. The queue number and the neighbour are provided in the
socket buffer structure.

The cc_release_queues() creates a packet train per neighbour from the socket buffer previ-
ously enqueued in the synchronisation queues. The function takes as an argument the synchroni-
sation queue number and for each cc_neigh_info element from the CacheCast capable neighbour
list (cc_neigh_list) performs the following actions. It de-queues the first socket buffer enqueued
in the queue_skb_head array at the synchronisation queue number and transmits it using the
neighbour->output() function. For the remaining socket buffers, the function first de-queues the
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socket buffer, next truncates it according to the payload size, clears the payload size field in the
CacheCast header, and finally transmits it. The complete operation of the packet train trans-
missions is protected with the queue_xmit_mutex lock. Therefore, concurrent processes will not
disturb packet train structure during transmission. When all socket buffers have been sent to the
link layer, the cc_release_queues() function clears a bit in the queue_map allocation map at the
synchronisation queue number position to indicate that the queues are free.

6.4 Micro evaluation

In this section we evaluate the described msend system call implementation. We assess the per-
formance of the system call execution for a wide range of input parameters and relate it to the
standard send system call. We also establish bottlenecks of packet transmission operation. The
measurements are conducted on a 2.4GHz Intel machine with 512MB 266MHz SDRAM and a
2.5GHz AMD Athlon 64bit duo-core machine with 2GB 667MHz SDRAM. On both machines
we run the Ubuntu Server 9.04 with our modified Linux kernel 2.6.24.7. The machines have an
Intel 82541PI Gigabit Ethernet network card which is capable of transmitting Jumbo frames of up
to 16110B.

The server support for CacheCast consists of two elements: the msend system call and a process
that creates the packet trains. Since packet trains are formed only for those destinations that are
defined with the cachecast shell command, it is possible to measure the performance of the raw
system call and also the burden incurred due to packet train creation. To understand the results
of the measurements we compare them with the performance of the send system call under the
equivalent workload. Thus, we perform measurements in the following three configurations:

send_loop: Using the send system call in a loop we transmit the data block to a group of hosts.

msend_no_CMU: Using the msend system call we transmit the data block to a group of hosts that
do not support CacheCast.

msend_CMU: Using the msend system call we transmit the data block to a CacheCast enabled
group of hosts located behind a caching link.

6.4.1 Evaluation methodology

The msend system call performance depends on the destination group size and the data block
size. Thus, we perform a number of experiments varying these two factors. The costs of a system
call are expressed as the per-packet processing time, i.e. the time to build and transmit a single
packet to a single destination. To obtain this time we measure the time of the msend system call
invocation or, in the case of send_loop configuration, the execution time of the system call loop.
If the destination group size is low, we invoke the system call/execute the loop multiple times, so
that the total amount of transmitted packets is at least 100 and we measure the total time. This
is due to two reasons: (1) the measurement precision is insufficient to capture the accurate value
of a single system call invocation; (2) the processor cache affects the measurement results severely
when invoking a system call only once for a small group of destinations. To obtain the per-packet
processing cost the measured time is divided by the total number of transmitted packets. We ensure
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that the system call results in packet transmission to a given number of destinations by monitoring
the resulting network traffic. For each of the three configurations we perform the measurements
ten times and we report the average value.

6.4.2 Costs wrt. group size

The first experiment is performed only on the Intel machine and its purpose is to give a general
idea of the transmission costs wrt. the group size. We transmit a data block to a growing number of
destinations (1-1000) using UDP. We use data blocks of four different sizes: 500B, 1500B, 9000B,
and 16000B. The smaller two block sizes correspond to the packet sizes that are currently used
in the Internet to transport data. The resulting UDP packet for data block size of 1500B can be
greater than the standard Ethernet MTU size; however, no fragmentation occurs since our network
card MTU is set to 16110B. The larger two data blocks result in Ethernet Jumbo frames. These are
used to show potential benefits of the system call in networks with large MTUs.

The experiment results depicted in Figure 6.8 show the time required to transmit a single packet.
In the case of the send_loop configuration (Figure 6.8a), the per-packet cost does not change
significantly with the group size which is obvious since we invoke the send system call to transmit
each packet. Surprisingly, in the case of the msend_no_CMU configuration (Figure 6.8b) the per-
packet cost decreases very quickly for all payload sizes with increases in group size and already with
the destination group size at above 50 it does not depend on the payload size. The per-packet cost is
almost inversely proportional to the group size, however, it does not decrease below 5μs. It appears
that the msend system call costs related to the page allocation and data copying from user space to
kernel space are quickly amortised with the growing destination group size.

To find the cost of the CMU operation we compute the difference between the measurements
obtained in the msend_CMU and msend_no_CMU configurations. Regardless of the packet
size for all group sizes the difference stays approximately in the range of −1μs to 1μs with the
confidence interval of 2μs. It appears that the CMU operation has insignificant impact on the
msend system call performance. Thus, even though we have conducted further experiments with
the msend_CMU configuration we do not present them in the analysis, since these are very similar
to the msend_no_CMU configuration.

6.4.3 Costs wrt. payload size

In the second experiment, we focus on the relationship between the payload size and the per-packet
transmission time. We perform a similar experiment to the first one, however we increase the data
block size from 100B up to 16000B (with a step of 2000B) and transmit it to a group of destinations
in the following four sizes: 1, 10, 100, and 1000. To obtain sufficient confidence in the results and
in order to investigate the impact of the memory speed, we perform the experiment on both our
Intel and the AMD machines.

In Figure 6.9 we show a sample graph representing the relationship of the system call cost and
the payload size for the group size of 100, as measured on the Intel machine. In studying the
send system call, we observe a distinct linear increase in the per-packet transmission time with the
increase in packet size. However, in the case of the msend system call the per-packet transmission
time is constant in the range of the probed packet sizes. We can send much more data when using
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(a) The send_loop results

(b) The msend_no_CMU results

Figure 6.8: Per packet send time as a function of the group size for four different payload sizes
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Figure 6.9: Per packet send time as a function of the payload size for group size of 100 (the Intel
machine)

Table 6.1: Per packet system call cost - the linear function fit results for the Intel machine

Group size send_loop msend_no_CMU

1
a = 1.68e−3 ± 1.9% a = 1.74e−3 ± 2.7%
b = 3.84 ± 7.0% b = 6.80 ± 5.7%

10
a = 1.67e−3 ± 1.9% a = 1.21e−4 ± 15.3%
b = 4.02 ± 6.5% b = 4.95 ± 3.0%

100
a = 1.78e−3 ± 1.4% a = 1.37e−5 ± 120.5%
b = 4.76 ± 4.4% b = 5.22 ± 2.6%

1000
a = 1.93e−3 ± 1.5% a = −2.22e−5 ± 99.3%
b = 5.33 ± 4.6% b = 5.79 ± 3.1%

larger packet sizes at the same transmission cost. This prompts a question: what is the cost of sending
a single byte wrt. the transmitted packet size and the group size. The cost can be split into two parts:

(a) Per-byte cost - this cost is related to copying data from user space to kernel space, payload
checksum calculation, etc.

(b) Per-packet cost - this cost is related to user-kernel mode switch, message preparation, header
building, socket state update, in kernel packet route evaluation, etc.

To obtain these values we fit a linear function to the data set of the second experiment. The factors
a and b of the linear function f(x) = ax+b represent respectively per-byte cost (a) and per-packet
cost (b).

The results of the linear function fit for the Intel machine are shown in Table 6.1 and for the
AMD machine in Table 6.2. The a and b factors are given together with the accuracy of the fit
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Table 6.2: Per packet system call cost - the linear function fit results for the AMD machine

Group size send_loop msend_no_CMU

1
a = 6.13e−4 ± 2.1% a = 6.24e−4 ± 4.0%
b = 3.78 ± 2.8% b = 5.85 ± 3.6%

10
a = 6.44e−4 ± 2.8% a = 6.42e−5 ± 28.5%
b = 3.70 ± 4.0% b = 4.36 ± 3.4%

100
a = 6.80e−4 ± 1.0% a = 1.98e−5 ± 65.3%
b = 3.92 ± 1.5% b = 4.27 ± 2.5%

1000
a = 6.46e−4 ± 1.6% a = −1.15e−5 ± 117%
b = 4.47 ± 1.9% b = 4.75 ± 2.3%

operation. The accuracy of the a factor is especially low in the msend_no_CMU configuration
for large groups. This is due to high sensitivity of the a factor when fitting to near constant linear
function.

Considering transmission to one destination, the per-byte cost (a) of the msend system call and
the send system call are similar on both the Intel and AMD machines. However, with the increase
in group size the per-byte cost of the msend system call decreases very quickly, as we reported in
the previous experiment. For the group size of 10 destinations, the cost is 14 times smaller on the
Intel machine and 10 times smaller on the AMD machine. We even obtain negative values for the
per-byte cost when the group size is 1000 which is an artifact of the fit operation. This indicates
that the per-byte cost of the msend system call is negligible when the group size is large. It implies
that when a server streams data to a large number of destinations using the msend system call its
load is inversely proportional to the size of packets that compose the stream. For example, a radio
server which serves hundreds of clients transmitting an audio block in a single packet could halve its
load by transmitting two audio blocks per packet. We demonstrate this later in Section 6.5 where
we show how a live streaming server can handle almost eight times more receivers when using eight
times larger packets.

The per-packet cost (b) of the msend system call is higher than the regular send system call
especially when sending only to one destination. It is 1.77 and 1.54 times higher on the Intel and
AMD machines respectively. However, this cost ratio decreases with the growing destination group
size and for the group size of 1000 it is insignificant (i.e. 1.08 on the Intel machine and 1.06 on the
AMD machine). The reduction of the per-packet cost is due to the fact that the msend system call
performs only one user-kernel mode switch and prepares a message only once for an arbitrary large
group of destinations, while the send system call performs these tasks for each transmitted packet.

6.4.4 Per-byte and per-packet cost contribution to the total cost

Depending on the payload size the total packet transmission cost is dominated either by the per-
byte cost (a) or by the per-packet cost (b). We compute the payload size seq for which these costs
are in equilibrium. If the payload size is smaller, than the seq size then the total cost is dominated by
the per-packet cost. If the payload size is greater than the seq size, then the total cost is dominated
by the per-byte cost.

Considering the send system call, regardless of the group size, the costs equilibrium is achieved
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with the payload size seq of approximately 2300B for the Intel machine, and 6100B for the AMD
machine when using UDP. We expect that for more advanced protocols than UDP (like DCCP)
the per-packet cost increases and, thus the costs equilibrium is achieved with the larger payload size
seq. The msend system call for a single destination achieves the costs equilibrium with the payload
size seq which is larger than in the case of the send system call, i.e. approximately 3900B for the
Intel machine, and 9300B for the AMD machine. This is mainly due to higher per-packet cost.
However, considering larger group sizes, where the per-packet costs decrease, the payload size seq

increases further. For example with the group size of 10, the costs equilibrium is achieved with the
payload size seq of approximately 41kB for the Intel machine and 68kB for the AMD machine.
Obviously, the size seq is an approximation based on the assumption that the linear dependency
between the packet size and the transmission cost holds above the measured payload sizes, however,
it gives a good indication of how dominant the per-packet cost is.

In all cases, the payload size seq (where the costs are in equilibrium) is always greater than
the standard 1500B MTU size in the Internet. Thus, the per-packet cost is the dominant cost of
packet transmission in the Internet and the load on a modern server related to packet transmission
is mainly dependent on the number of transmitted packets rather than the amount of transmitted
data. This means that a substantial amount of server CPU cycles can be saved by using larger
packets.

6.4.5 Memory speed impact

The per-byte cost (a) measured on the AMD machine is approximately 2.7 times smaller than on
the Intel machine for the send system call and for the msend system call when sending to few
destinations. This cost reduction can be directly related to the difference in the memory speed
between the AMD and Intel machines, since the AMD machine memory bus runs at 2.5 times
higher frequency.

The per-packet costs (b) are not reduced significantly by the increase in the memory speed. We
observe that the cost decreases only by 1 to 18% on the AMD machine when compared to the Intel
machine. Since the per-packet cost dominates the total cost of packet transmission in the Internet,
increasing the memory speed by a given factor will not yield reductions in the packet transmission
costs of the same order.

6.4.6 Cost of user-kernel mode switch

Similar to the msend system call, the sendgroup system call [49] performs only one user-kernel
mode switch to transmit data to a group of destinations while the equivalent loop of the send system
call requires per destination one mode switch. In [49] the authors recognise that this reduction in
the number of user-kernel mode switches is “a good strategy for improving performance”.

Considering the msend system call we also observe the performance improvement. The per-
packet cost (b), which captures the cost of a user-kernel mode switch, decreases by 14 to 27%

when transmitting to more than one destination. For instance, in the case of the Intel machine
the cost is initially 6.80μs and falls to 4.95μs with a group size of ten destinations. For larger
destination group sizes it increases slightly. Interestingly, when compared to the per-packet cost of
the send system call the cost of msend is greater even with a group size of 1000 destinations. The
main advantage of using the msend system call comes from the reduction in the per-byte costs (see
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Figure 6.10: Real system performance testbed.

Figure 6.9) but not from a reduction in the number of user-kernel mode switches. This insight is
different from results gained in [49].

6.5 Testbed Evaluation

To show the benefits a real application can obtain when using CacheCast we built a testbed. This
is depicted in Figure 6.10. It consists of four machines: two Intel 2.4GHz and two AMD duo-core
2.5GHz. We use the Intel machines for the server (S) and the router (R). The AMD machines
(A, B) host the clients. We install caches on links S-R, R-A, and R-B and we limit the S-R link
capacity to 25Mbps. The capacity is reduced in order to obtain comparable results. Initially, we
performed the same experiments using 1Gbps links. However, with CacheCast the bottleneck is the
server CPU power while without CacheCast the bottleneck is the S-R link capacity which makes
the experiments incomparable.

The server S uses the paraslash3 software to stream an audio file. Our decision is based on the
fact that the software implements streaming using the DCCP protocol [52]. The DCCP protocol
controls congestion in the network, thus, we do not risk the server being overloaded or the network
being congested. We have modified the paraslash software so that it uses the msend system call to
stream the audio file. To obtain maximum cache efficiency, we demand all the client streams to be
synchronised in time. We do not queue a sample that is not sent to a client (e.g. due to congestion)
instead it is dropped. If a client exceeds a threshold of 10% of dropped samples in a certain time
window, we interpret it as a slow connection and the client is disconnected.

The router (R) is based on the Click Modular Router software which we describe in the follow-
ing chapter. On each input and output connection we install the CSU and the CMU elements.
The router was configured as it is depicted in Figure 6.10 and acts as an IP router connecting
three different sub-networks. The client machines (A and B) use the paraslash receiver software to
request an audio stream from the server S. We install the Click CSU element on each machine.

We perform the following experiment: The server S streams an mp3 file at a rate of 320Kbps
using 1024B data chunks. We gradually increase the amount of clients requesting the content
equally from the machines A and B until we fill the bottleneck link. Then, we query the server S
for the number of actually connected clients. We measure the server CPU utilisation for one minute

3http://paraslash.systemlinux.org/
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Table 6.3: Server S streaming 320Kbps audio in 25Mbps network.

Server type Chunk size Users CPU

Original 1024 74 2.71 ± 1.1
CacheCast 1024 1020 44.21 ± 1.6
CacheCast 2066 2066 59.63 ± 1.7
CacheCast 4184 4097 58.30 ± 1.0
CacheCast 8364 8001 87.17 ± 1.8
CacheCast 15674 12454 91.35 ± 3.049a

aLimited by clients resources at approx. 80% utilisation of the network capacity

and record the average value together with the standard deviation. The measurements are taken in
two configurations: (1) using the original paraslash software, and (2) the modified CacheCast
implementation of the software. In order to evaluate the impact of the packet size that is used to
carry the audio stream on the CacheCast implementation, we also vary the data chunk size carried
by packets.

Table 6.3 shows the number of users connected to the server and the server CPU load for
different data chunk sizes. The original server implementation can only handle 74 clients due to
the bandwidth limitation. Using the same data chunk size the CacheCast server can handle more
clients, since the transmission of the redundant payloads does not consume scarce link capacity.
This can be further improved by using larger chunks. The reason is that with the growing data
chunk size a single client consumes less bandwidth. With larger chunks the amount of packets per
unit time in the network decreases. Since almost all packets are truncated by CacheCast to the
minimum size, the utilised bandwidth is proportional to the amount of packets transmitted per
time unit.

The analysis of the msend system call described in Section 6.4 indicates that its performance
does not depend on the transmitted data size when the destination group size is large. The testbed
results confirm this general trend. Increasing the chunk size eight times we could handle eight
times more clients, while the server load increased only twice. One could expect no increase in the
CPU load; however, the server performance does not solely depend on the msend system call but
also on other client related tasks. The testbed experiment shows the importance of the system call
performance and how larger data chunks can reduce the server load substantially.

6.6 Summary

In this chapter we have conducted an initial evaluation of the computational complexity of the
server support. The server support is integrated with the Linux OS and an application can access
it with the msend system call. The evaluation indicates that the msend system call achieves similar
performance to the standard send system call when transmitting to a single destination. However,
when transmitting to a large group of hosts, the server support does not only remove the redun-
dancy from transmitted packets, but also reduces the server load. We support this claim with an
experiment in a small testbed.

The testbed evaluation shows that the CacheCast system can be introduced into the existing

92



network, bringing near multicast performance while still maintaining the end-to-end relationship
between a client and a server. We experience no difficulties while modifying the paraslash server to
use the msend system call in the DCCP mode. The modified server could perform suitable AAA
services with the DCCP protocol controlling individual connections to each client. In the next
chapter we evaluate the computational complexity of a link cache.
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Chapter 7

Computational complexity - link cache

This is the second chapter in which we analyse the computational complexity of the CacheCast
system. In the previous chapter we evaluated the server support part of the system. The results
indicate that the server support does not create additional burden on a server, rather, it can improve
the server performance. In this chapter we evaluate the second part of the system, i.e. a link cache.
A link cache consists of two elements located at the edges of a link. The first element CMU is
located at the link entry and removes payloads that are already present in a cache on the link exit.
The second element CSU is located at the link exit and restores from a local cache the payloads
that were removed by the CMU element. While the link cache algorithm is simple, it is not given
how fast it can operate, how much resources it requires, and what are its bottlenecks. To study
these issues, we implement the link cache elements in the Click modular router software [53] and
evaluate them in the context of router operation.

Since the link cache elements performance is highly dependent on the host hardware architec-
ture which varies greatly among routers, we chose not to assess the performance of the elements as
stand-alone units. Instead, we decided to evaluate the elements in the context of complete router
operations and to measure how the elements impact router performance. Using the Click modular
router software we build an IP router on a standard desktop machine. To understand the impact
of the link cache elements on the router performance, we measure the router performance before
installing the CacheCast elements and after. The results indicate that it is always beneficial to install
CacheCast elements even if they consume additional CPU cycles.

The rest of this chapter is organised as follows: In Section 7.1 we describe the link cache design
and its implementation in Click modular router software. We also provide a brief overview of the
Click software components. Section 7.2 presents the evaluation of the link cache elements in the
context of router operations. We show how the performance of a standard router changes when
installing the CacheCast elements. Finally, we conclude this chapter in Section 7.3.

7.1 Router Elements

Since off-the-shelf routers are not programmable, we decided to build a CacheCast capable router
using a desktop machine and the Click modular router software [53]. Click provides elements for
packet processing and a flexible framework for composing them. The composition of elements is
called a configuration. A part of the Click software is a standard IP router compliant configuration
consisting of sixteen elements. In order to run a CacheCast capable router, we also need to imple-
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ment and insert the CSU and CMU elements as the first and last elements in the packet processing
path.

The CacheCast elements are implemented according to the functional description presented
in Section 3.4 with modification in the CMU table and CSU memory slot design. The slot size
of the maximum payload size causes severely reduced utilization of the CSU memory, since even
small payloads occupy the whole slot. To mitigate this problem, we use slots which are smaller
than the maximum payload size and store large payloads in multiple contiguous slots. Decreasing
the slot size increases utilisation of the CSU memory. However, it also increases the number of
slots and, thus, the management burden on the CMU side. We have chosen the default slot size
of 512B, which we consider to be a good trade-off between the CSU memory fragmentation and
the CMU management burden. Nonetheless, our Click implementation can operate also with
other slot sizes. In the following sections we describe the differences between the original design
presented in Section 3.4 and the modifications. Next, we provide a brief overview of Click software
architecture and finally we describe the link cache implementation in Click software.

7.1.1 CMU and CSU design

As in the original design, the CMU table contains the same amount of entries as the corresponding
CSU slots (cf. Figure 7.1). An entry located under a given index in the CMU table describes the
content of a memory slot located under the same index in the CSU. Since a packet payload can be
stored in multiple contiguous slots, the CMU entries no longer describe whole payloads but rather
payload chunks. We decided that only the CMU entry which refers to the first chunk of a payload
should contain a payload ID. The CMU entries referring to the remaining chunks of the payload
are set to zero. Therefore, the payload ID lookup operation always returns an index to the first
chunk of a payload, if there is a match.

The linear payload ID lookup in the CMU table is unacceptable due to incurred delays; there-
fore we facilitate the lookup operation with a hash table. We use the payload ID as the key for
the hashing function and we store the index of the payload ID in the resulting entry of the hash
table. The hash table is consistent with the CMU table. If we overwrite a payload ID in the CMU
table, we also remove the corresponding payload ID key from the hash table. Similarly, if we insert
a payload ID into the CMU table, we also update the hash table.

The cache has the round robin replacement policy that is implemented with the current index
pointer on the CMU side. The pointer refers to the next entry in the CMU table to be replaced. If
a payload ID of a CacheCast packet is not found in the CMU table, it is inserted in the table under
the current index. If the payload is stored in multiple CSU slots, the consecutive table entries are
set to zero. The hash table is updated and the current index advances over the modified entries.

When traversing a link, a CacheCast packet carries the CacheCast related information in the
CacheCast header (see Figure 7.2). However, when the packet enters the router, the CSU removes
the CacheCast header and stores the payload ID and the payload size in the packet annotations.
Thus, the IP router processes the packet in the standard way. The payload size is always set to
the valid value in the annotations. The index is not relevant in the router context and is dropped.
The CMU identifies the CacheCast packet by present CacheCast annotations and constructs the
CacheCast header before the link transmission. The link cache elements use the same CacheCast
header structure as the server support described in Chapter 6.

96



Figure 7.1: CMU and CSU relation

Figure 7.2: Handling the CacheCast header related information in the Click router

To indicate that a CacheCast packet is truncated, the CMU sets the payload size field in the
CacheCast header to zero. However, since the packet payload may be stored in multiple slots in the
CSU, the information on the total payload size is necessary to restore the payload. We decided to
store the information in the meta-data of the first payload chunk. The meta-data of the subsequent
payload contains the remaining payload size (see Figure 7.1). Thus, when the CSU receives a
truncated packet it knows immediately its payload size.

Handling errors on a link

The CMU controls where packet payloads are stored in the CSU using the INDEX field in the
CacheCast header. However, the CMU table and the CSU slots may become inconsistent due
to packet drop. If a packet with payload is dropped on a link, the CMU table entry containing
this packet payload ID is inconsistent with the CSU slot which contains old payload. Subsequent
packets with the same payload are truncated on the link entry and carry the index of the old payload
which is then attached to them on the link exit. To avoid this packet corruption, the CSU stores
payloads along with their IDs. Thus, before the CSU restores payload, it compares the ID from the
packet CacheCast header with the ID of the payload pointed to by the index. If these two match,
the payload is restored, otherwise the packet is dropped. This mechanism protects against packet
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corruption caused by packet drop and packet reordering on a link.

Cache consistency

To keep a cache consistent it is necessary that the CMU and the associated CSU have the same
amount of table entries/slots and use the same slot size. This is achieved during the configuration
of elements. The slot size has the default value of 512B, and the total amount of CSU memory is
scaled with the associated link capacity. By default it is equivalent to the maximum amount of data
that traverses the link within a 10ms time period.

7.1.2 Click modular router software

The Click modular router software provides a quick and easy way to build a router using a standard
desktop machine running Linux or FreeBSD operating system. The key components of the Click
architecture are: a library of packet processing elements, a router configuration, and a router driver.
In order to start a router, a router driver is loaded with a configuration which defines connections
between packet processing elements. The router driver parses the configuration, connects and
initialises the elements, and starts up the router. In the following paragraphs we briefly describe the
elements and configuration part of the Click architecture.

Click elements

A Click element is the smallest processing unit of a Click router which provides a simple function-
ality such as a packet queue, a packet scheduler, a packet classifier, or a network driver interface.
Complex functions are composed of simple elements connected together. For example, to build a
queue with the random early detection (RED) policy, we connect together the RED element imple-
menting the RED policy and the Queue element implementing a packet storage. A Click element
is characterised by four general properties:

1. Element class: Each element operating in a router belongs to a class that specifies a code to
be executed when an element processes a packet. The class of an element is identified by the
class name such as, for example, the previously mentioned RED or Queue classes.

2. Ports: An element has a number of input and output ports that can operate in one of two
different modes: pull and push. If element operation does not constrain the type of ports,
the ports can be defined as agnostic, i.e., they can act both as either pull or push ports.

3. Configuration string: To pass configuration arguments to an element, a user can use a
configuration string which is parsed by an element during the router initialisation phase.

4. Method interface: Elements can communicate using method interfaces. An element can ex-
port one (or more) interface that provides data or methods. For instance, the Queue element
exports an interface to query the queue length.

Click elements are implemented in C++ as objects which are derived from the Element class.
The class is the base class for all Click elements and it provides a skeleton implementation of an
element. In order to create a new element, it is necessary to complete the skeleton implementation
with just a few declarations. As an example of element implementation, in Listing 7.1 we show
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a null element implementation provided in the Click software documentation. The element does
not perform any action, does not accept any configuration strings, and does not export any method
interface. The element only forwards packets from its input port to its output port. The key
declarations in the MyNullElement element implementation are the class_name(), port_count(),
and processing() functions which describe element. The element operation is defined in the push()
function which forwards packets to the first output port.

Listing 7.1: Null element
c l a s s MyNullElement : p u b l i c Element { p u b l i c :

MyNul lElement ( ) { }
~ MyNul lElement ( ) { }
c o n s t cha r * c l a s s _ n a m e ( ) c o n s t { r e t u r n " MyNul lElement " ; }
c o n s t cha r * p o r t _ c o u n t ( ) c o n s t { r e t u r n PORTS_1_1 ; }
c o n s t cha r * p r o c e s s i n g ( ) c o n s t { r e t u r n PUSH ; }
vo id push ( i n t p o r t , P a c k e t * p ) {

o u t p u t ( 0 ) . push ( p ) ;
}

} ;

A part of Click elements acts as a simple packet filter with only a single input and a single
output port. These elements can operate both in push and pull mode and are therefore defined
as agnostic in terms of processing. To facilitate their implementation, the Element class provides a
simple_action() function that, by default, is called both by the push() and pull() functions. Thus,
regardless of the processing type of the element, the simple_action() function is invoked to process
a packet. We use this skeleton function to implement the link cache elements.

Packet processing

Packet processing in a router can be initialised either by a source element creating packets or by a
sink element consuming packets. When a source element creates a packet, it pushes the packet to
its downstream elements in a series of push() function calls until the packet is consumed (e.g. it is
stored on a queue). When a sink element is ready to consume a packet, it pulls the packet from its
upstream elements in a series of pull() function calls.

The complete operation of the push and pull packet processing can be best illustrated in the
simple configuration depicted in Figure 7.3. The FromDevice and ToDevice elements implement
network driver interface receiving and transmitting parts respectively. When the FromDevice el-
ement receives a packet from the eth0 device, it pushes the packet to the Queue element which
stores the packet temporarily. When the ToDevice receives a signal that the eth1 device is ready to
transmit it pulls the Queue element, which either returns a previously enqueued packet or a null
object if the queue is empty.

Figure 7.3: Push-pull example for a Click router configuration
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Configuration

The Click configuration describes packet flows between router elements. It is a directed graph
where elements are vertices and edges denote possible packet paths between the elements. Correct
configuration requires that only elements with a compatible port type are connected. If an element
has agnostic ports, the type of ports is resolved to either pull or push type based on adjacent ele-
ments. Additionally, input and output ports of an agnostic element must be of the same type. The
port constraints are propagated until all port types are resolved. In the event that not all constraints
can be successfully resolved, a router driver returns an error message pointing to the problem.

Click configurations are described with a simple language that enables a user to declare ele-
ments and then to specify connections between them. In Listing 7.2 we provide two alternative
descriptions of the configuration presented in Figure 7.3. Firstly, in three declarations we create the
FromDevice, ToDevice and Queue elements. The FromDevice and ToDevice elements require a net-
work device name to read and write to. This information element is provided with a configuration
string in parenthesis. Secondly, the declared elements are connected together using an arrow syntax.
Alternatively, the complete configuration can be written as a continuous chain of elements without
preceding declarations.

Listing 7.2: Push-pull example configuration
/ / D e c l a r a t i o n s :

s r c : : FromDevice ( e t h 0 ) ;
d s t : : ToDev ice ( e t h 1 ) ;
q : : Queue ;

/ / C o n n e c t i o n s :
s r c −> q ;
q −> d s t ;

/ / D e c l a r a t i o n a r e n o t r e q u i r e d , t h u s a l t e r n a t i v e l y :
FromDevice ( e t h 0 ) −> Queue −> ToDevice ( e t h 1 ) ;

7.1.3 CMU and CSU implementation in Click software

The CMU and CSU functionalities are implemented as two distinct Click elements with class name
CacheManagementUnit and CacheStoreUnit respectively. The elements perform a simple processing
which can be executed both in push and pull mode. Figure 7.4 shows how these elements should
be installed in a simple IP router. The IP router internals are replaced with a cloud, since these
are irrelevant for the CacheCast operation1. The router switches packets between two links con-
nected with the eth0 and eth1 interfaces. We use the FromDevice and ToDevice elements to read
and write packets to these interfaces. The CacheStoreUnit elements are installed immediately after
the FromDevice elements to restore packet payloads and remove the CacheCast header before the
IP router processing. The elements operate in push mode, which is enforced by the FromDevice
elements. The CacheManagemntUnit elements are inserted between the transmission queue and
the ToDevice elements. Therefore, packet drop in the transmission queue does not affect link cache
consistency. The elements remove redundant payloads and create the CacheCast header before link

1For the complete IP router configuration please refer to [53].
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transmission. In this configuration, the operation of the CMU element is crucial, since it intro-
duces delays in packet transmission. The following explains it: When the ToDevice element is ready
for transmission it pulls a packet from the transmission queue. If there is a packet in the queue,
it is first processed by the CMU and then it is forwarded to the ToDevice element for transmis-
sion. Therefore, the delay introduced by the CMU increases the idle time of the link transmission
channel.

Figure 7.4: Click CacheCast IP router

The CacheManagementUnit and CacheStoreUnit elements accept only two configuration pa-
rameters: RATE defining the associated link rate and CHUNK_SIZE specifying the memory slot size.
If the CHUNK_SIZE parameter is not given the elements are configured with the default value of
512B. Based on these two parameters and the assumption that CSU should accommodate 10ms

of traffic flowing through it, the elements calculate the number of memory slots in CSU. On the
CMU side this number describes the size of a table where payload IDs are stored and on the CSU
side this number describes the number of memory slots. A pair of CMU and CSU elements that
compose a single link cache must have the same configuration parameters in order to ensure correct
operation of the link cache. In Listing 7.3 we show example declarations of the CacheCast elements
in the Click configuration language.

Listing 7.3: Example declarations of CacheCast elements
cmu : : CacheManagementUnit ( 1 Gbps ) ;

/ / D e c l a r e s t h e CMU e l e m e n t c o n n e c t e d t o 1 Gbps l i n k
/ / w i t h t h e d e f a u l t s l o t s i z e o f 512B
/ / The RATE p a r a m e t e r i s r e a d i m p l i c i t l y

c s u : : C a c h e S t o r e U n i t (RATE 100Mbps , CHUNK_SIZE 256B ) ;

101



/ / D e c l a r e s t h e CSU e l e m e n t c o n n e c t e d t o 100 Mbps l i n k
/ / w i t h a non− s t a n d a r d s l o t s i z e o f 256B

In the following paragraphs we discuss specifics of the link cache elements’ implementation as
well as assumptions made.

CacheManagmentUnit element

CacheManagementUnit acts as a simple processing element that receives a packet on its input port,
processes the packet, and forwards it further to its output port. All packets with cleared CacheCast
annotations are immediately forwarded without any processing. If the element receives a packet
with the CacheCast annotations set, it processes the packet under the assumptions that the packet
is Ethernet encapsulated and without the CacheCast header. Packets processed by the element have
the CacheCast header inserted between the Ethernet header and the IP header. This is with the
exception of packets that do not carry CacheCast annotations and packets with payloads larger
than the CSU storage space.

The CacheManagmentUnit functionality is completely implemented in the simple_action()
function shown in Listing 7.4. The function uses three classes from the Click software that require
a brief explanation. A Click packet is represented with the Packet class. The class defines two
buffers: a buffer for packet data and a buffer for annotations. The packet data is stored in the
former buffer and its boundaries are determined with the data and end_data pointers. To allocate
additional space at the head or at the tail of the packet data, we use push() and put() functions; to
truncate the head or the tail of the packet data, we use pull() and take() functions. The buffer for
packet annotations is a fixed block of memory without structure. To store data in the annotation
buffer, we call set_anno_u*(offset, value) function providing the offset in the memory block and
the value to be stored as arguments. For example, to store a payload ID in the annotations we
call set_anno_u32(CACHECAST_PAYLOAD_ID, payload_id). A similar function anno_u*(offset)
is used to read annotations. Click does not provide any allocation mechanism for the annotation
buffer therefore care must be taken when chosing the offset values. We define two offsets in the
annotation buffer to store the payload ID and the payload size. In order to create or to destroy a
packet, we call make() and kill() functions.

The Packet class implements only immutable packets. This constraint enables efficient packet
duplication, since a copy of a packet can share a data buffer with an original packet. Nonetheless,
the link cache elements modify packet data and, thus, require mutable packets. The mutable
packets are implemented with the WritablePacket class. To make a packet mutable, we use a
uniqueify() function provided in the Packet class which returns a packet with a private buffer.
Additionally, the aforementioned functions that change the boundaries of the packet data in the
packet buffer return mutable packets.

The Click software provides the HashTable class template for efficient implementation of hash
tables or hash sets. The implementation is based on a chained hash table, where elements with
the same hash value are put on a linked list. The class template has a set of functions for lookup,
insert, delete, and other types of operation on a hash table. However, we use only three of them
in our implementation: find_prefer(), find_insert(), and erase(). The find_prefer(key) function
returns an iterator for an element with key key. If the key is not in the table, the function returns
an iterator of the end of the table. If the key is in the table, an element associated with this key is
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moved to the front of the linked list. This speeds up the lookup operation for the same element
if there are more elements with the same hash value. We use this function, since we anticipate
frequent lookups for the same payload ID within a short period of time, which are related to the
packet train structure. The find_insert(key) function inserts an element with key key to a hash
table and returns an iterator for the element. If an element associated with the key is already in
the table, the function returns an iterator for this element. The erase(key) function removes an
element associated with key key.

We use the HashTable class to implement an associative array (the payload_IdToIndex table)
mapping payload IDs to INDEX values. The lookup with key ID in the table returns an iterator
for the element containing the INDEX value in case of a cache hit, or an iterator for the end of the
table in case of a cache miss. Initially, along with the INDEX value, a table element contained also
a timestamp describing a point in time when this element was created. We have used the timestamp
to invalidate entries that are older than one second, as discussed in Section 3.4.6. However, a call to
read the current system time consumed much more CPU cycles than the whole element processing.
Consequently, we have removed this functionality, since we focus our measurements on the CMU
performance.

Listing 7.4: Source code of the simple_action function for the CacheManagementUnit element
P a c k e t * CacheManagementUnit : : s i m p l e _ a c t i o n ( P a c k e t * p_ in )
{

u i n t 3 2 _ t _ c h u n k s _ c o u n t ; / / number o f c h u n k s r e q u i r e d t o s t o r e p a y l o a d
u i n t 3 2 _ t _ p a y l o a d _ i d ;
u i n t 3 2 _ t _ p a c k e t _ i p v 4 _ a d d r ;
u i n t 1 6 _ t _ p a y l o a d _ s i z e ;
s t r u c t c a c h e c a s t _ h e a d e r * cc_h ; / / p o i n t e r t o t h e C a c h e C a s t h e a d e r
s t r u c t c l i c k _ e t h e r * e t h e r _ h ; / / p o i n t e r t o t h e E t h e r n e t h e a d e r
s t r u c t c l i c k _ i p * ip_h ; / / p o i n t e r t o t h e IP h e a d e r
W r i t a b l e P a c k e t * p ;

/ * C a c h e C a s t p a c k e t s a r e mark ed w i t h t h e C a c h e C a s t a n n o t a t i o n s * /
i f ( ! p_in−>anno_u32 (CACHECAST_PAYLOAD_ID ) )

r e t u r n p_ in ;

/ * Copy t h e p a c k e t a n n o t a t i o n s t o t h e l o c a l v a r i a b l e s * /
_ p a y l o a d _ i d = p_in−>anno_u32 (CACHECAST_PAYLOAD_ID ) ;
_ p a y l o a d _ s i z e = p_in−>anno_u16 ( CACHECAST_PAYLOAD_SIZE ) ;

/ * D o e s t h e p a c k e t f i t t h e a s s o c i a t e d CSU on t h e r e m o t e end ? * /
_ c h u n k s _ c o u n t = _ p a y l o a d _ s i z e / _ c h u n k _ s i z e + 1 ;
i f ( _ c h u n k s _ c o u n t > _ t a b l e _ s i z e )

r e t u r n p_ in ;

/ * E x t e n d t h e p a c k e t h e a d by t h e s i z e o f t h e C a c h e C a s t h e a d e r * /
p = p_in−>push ( s i z e o f ( s t r u c t c a c h e c a s t _ h e a d e r ) ) ;
i f ( ! p )

r e t u r n NULL ;

cc_h = ( s t r u c t c a c h e c a s t _ h e a d e r * ) ( p−> d a t a ( ) + ETH_LEN ) ;
e t h e r _ h = ( s t r u c t c l i c k _ e t h e r * ) p−> d a t a ( ) ;
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/ * Move t h e E t h e r n e t h e a d e r t o t h e h e a d o f t h e p a c k e t b u f f e r * /
memmove ( p−> d a t a ( ) , p−> d a t a ( ) + CH_LEN, ETH_ALEN * 2 ) ;
/ * S e t t h e C a c h e C a s t E t h e r n e t t y p e * /
e t h e r _ h −> e t h e r _ t y p e = h t o n s (ETHERTYPE_CACHECAST ) ;

/ * g e t p a c k e t IP a d d r e s s * /
i p_h = ( s t r u c t c l i c k _ i p * ) ( p_in−> d a t a ( ) + ETH_LEN + CH_LEN ) ;
memcpy(& _ p a c k e t _ i p v 4 _ a d d r , &ip_h−> i p _ s r c , s i z e o f ( _ p a c k e t _ i p v 4 _ a d d r ) ) ;

T a b l e : : i t e r a t o r _ i t e r ;
u i n t 3 2 _ t _INDEX ;
u i n t 6 4 _ t _ i d ;
u i n t 6 4 _ t _ e v i c t _ i d ;

/ * The u n i q u e p a y l o a d ID i s a c o m b i n a t i o n o f t h e p a c k e t IP a d d r e s s

* and t h e p a y l o a d ID * /
_ i d = ( ( u i n t 6 4 _ t ) _ p a c k e t _ i p v 4 _ a d d r << 32) | _ p a y l o a d _ i d ;

/ * Lookup t h e ID i n t h e ID t o i n d e x h a s h t a b l e * /
_ i t e r = _ t a b l e _ I d T o I n d e x −> f i n d _ p r e f e r ( _ i d ) ;

/ * C a c h e Hi t * /
i f ( _ i t e r ! = _ t a b l e _ I d T o I n d e x −>end ( ) ) {

p−> t a k e ( _ p a y l o a d _ s i z e ) ; / / r e m o v e t h e p a c k e t p a y l o a d
_ p a y l o a d _ s i z e = 0 ; / / c l e a r p a y l o a d s i z e
_INDEX = _ i t e r −>_INDEX ; / / c o p y t h e i n d e x v a l u e f o r t h i s ID

} e l s e {
/ * C a c h e M i s s * /

_INDEX = _cur_INDEX ; / / t h e i n d e x v a l u e i s t h e c u r r e n t i n d e x
/ * A l l o c a t e s u f f i c i e n t amount o f c h u n k s t o s t o r e p a y l o a d by

* r e m o v i n g IDs r e f e r r i n g t o p a y l o a d s w h i c h a r e i n v a l i d a f t e r

* p a c k e t t r a n s m i s s i o n * /
f o r ( i n t i = 0 ; i < _ c h u n k s _ c o u n t ; i ++ ) {

_ e v i c t _ i d = _ t a b l e _ I n d e x T o I d [ _cur_INDEX ] ;
i f ( _ e v i c t _ i d ! = INVALID_ID ) {

_ t a b l e _ I n d e x T o I d [ _cur_INDEX ] = INVALID_ID ;
_ t a b l e _ I d T o I n d e x −> e r a s e ( _ e v i c t _ i d ) ; / / s y n c h r o n i s e s t h e h a s h t a b l e

}
_cur_INDEX = ( _cur_INDEX + 1 ) % _ t a b l e _ s i z e ;

}

_ i t e r = _ t a b l e _ I d T o I n d e x −> f i n d _ i n s e r t ( _ i d ) ;
_ i t e r −>_INDEX = _INDEX ;
_ t a b l e _ I n d e x T o I d [ _INDEX ] = _ i d ;

}

/ * B u i l d t h e C a c h e C a s t h e a d e r * /
cc_h−> p a y l o a d _ i d = h t o n l ( _ p a y l o a d _ i d ) ;
cc_h−> p a y l o a d _ s i z e = h t o n s ( _ p a y l o a d _ s i z e ) ;
cc_h−>INDEX = h t o n l ( _INDEX ) ;
/ / p a c k e t t y p e i s s e t , s i n c e ch_h−> p a c k e t _ t y p e == ( o l d ) e t h e r _ h −> t y p e

r e t u r n p ;
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}

CacheStoreUnit element

Similar to CacheManagementUnit, CacheStoreUnit acts as a simple processing element with only
a single input port and a single output port. The complete functionality of the CacheStoreUnit
element is implemented in the simple_action() function shown in Listing 7.5. The element oper-
ates under the assumption that it receives Ethernet encapsulated packets. If the Ethernet type of a
packet is different from the CacheCast Ethernet type, the packet is immediately forwarded further
downstream. Based on the payload_size field in the CacheCast header, the element determines
whether it is only a header part of a packet or a complete packet. If a header part of a packet arrives,
the element copies payload chunks from the cache store slots to the packet buffer. If a complete
packet arrives, the reverse operation is performed. To secure a packet against possible corruption,
as discussed in Section 7.1.1, we store the unique payload ID together with the payload chunks. As
the last step in packet processing, we copy CacheCast related information to the packet annotations
and remove the CacheCast header.

The implementation of the CacheCast elements is not optimised. While the CSU element
copies payloads to each compressed CacheCast packet that arrives, this could be avoided. If a
router could store a packet in multiple buffers (like the mbuf structure in the BSD OS) the CSU
element would simply link payload to a packet header. However, the Click router does not support
this kind of structure and we are forced to use the copy operation.

Listing 7.5: Source code of the simple_action function for the CacheStoreUnit element
P a c k e t * C a c h e S t o r e : : s i m p l e _ a c t i o n ( P a c k e t * p_ in )
{

u i n t 3 2 _ t _ c h u n k s _ c o u n t ;
u i n t 3 2 _ t _ r e m _ c h u n k s _ s i z e ; / / s i z e o f t h e r e m a i n i n g c h u n k s
s t r u c t c a c h e c a s t _ h e a d e r * cc_h ; / / p o i n t e r t o t h e C a c h e C a s t h e a d e r
s t r u c t c l i c k _ e t h e r * e t h e r _ h ; / / p o i n t e r t o t h e E t h e r n e t h e a d e r
s t r u c t c l i c k _ i p * ip_h ; / / p o i n t e r t o t h e IP h e a d e r
W r i t a b l e P a c k e t * p ;

/ * F o r w a r d non−C a c h e C a s t p a c k e t s i m m e d i a t e l y * /
e t h e r _ h = ( s t r u c t c l i c k _ e t h e r * ) p_in−> d a t a ( ) ;
i f ( n t o h s ( e t h e r _ h −> e t h e r _ t y p e ) ! = ETHERTYPE_CACHECAST)

r e t u r n p_ in ;

/ * R e c e i v e d p a c k e t i s a C a c h e C a s t p a c k e t * /
cc_h = ( s t r u c t c a c h e c a s t _ h e a d e r * ) ( p_in−> d a t a ( ) + ETH_LEN ) ;

u i n t 3 2 _ t _INDEX = n t o h l ( cc_h−>INDEX ) ;
u i n t 3 2 _ t _ p a y l o a d _ i d = n t o h l ( cc_h−> p a y l o a d _ i d ) ;
u i n t 1 6 _ t _ p a y l o a d _ s i z e = n t o h s ( cc_h−> p a y l o a d _ s i z e ) ;

/ * D o e s p a y l o a d f i t t h e c a c h e s t o r e ? * /
_ c h u n k s _ c o u n t = ( _ p a y l o a d _ s i z e − 1 ) / _ c h u n k _ s i z e + 1 ;
i f ( _ c h u n k s _ c o u n t > _ s t o r e _ s i z e ) {

p_in−> k i l l ( ) ;
r e t u r n NULL ;
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}

/ * V e r i f y t h e INDEX v a l u e * /
i f ( _INDEX > _ s t o r e _ s i z e )

r e t u r n p_ in ;

/ * Unique i d i s a sum o f a p a y l o a d ID and a s o u r c e IP a d d r e s s * /
u i n t 3 2 _ t _ p a c k e t _ i p v 4 _ a d d r ;
u i n t 6 4 _ t _ i d ;

i p_h = ( s t r u c t c l i c k _ i p * ) ( p_in−> d a t a ( ) + ETH_LEN + CH_LEN ) ;
memcpy(& _ p a c k e t _ i p v 4 _ a d d r , &ip_h−> i p _ s r c , s i z e o f ( _ p a c k e t _ i p v 4 _ a d d r ) ) ;

_ i d = ( ( u i n t 6 4 _ t ) _ p a c k e t _ i p v 4 _ a d d r << 32) | _ p a y l o a d _ i d ;

/ * I s i t a c o m p l e t e p a c k e t o r j u s t a h e a d e r ? * /
i f ( _ p a y l o a d _ s i z e == 0 ) {

/ * H e a d e r a r r i v e d * /
_ p a y l o a d _ s i z e = _ c h u n k _ s t o r e [ _INDEX ] . c h u n k _ s i z e ;

/ * E x t e n d p a c k e t b u f f e r b y t h e p a y l o a d s i z e * /
p = p_in−>put ( _ p a y l o a d _ s i z e ) ;
i f ( ! p )

r e t u r n NULL ;

f o r ( i n t i = 0 ; i < _ c h u n k s _ c o u n t ; i ++ ) {
/ * D o e s t h e p a y l o a d i d and t h e c h u n k i d ma t c h ? * /
i f ( _ c h u n k _ s t o r e [ _INDEX ] . i d ! = _ i d ) {

p−> k i l l ( ) ;
r e t u r n NULL ;

}
/ * Copy p a y l o a d f r o m t h e s l o t s t o t h e p a c k e t b u f f e r * /
memcpy ( ( p−>e n d _ d a t a ( ) − _ p a y l o a d _ s i z e ) + _ c h u n k _ s i z e * i , / / t o

_ c h u n k _ s t o r e [ _INDEX ] . chunk , / / f r o m
_ c h u n k _ s t o r e [ _INDEX ] . c h u n k _ s i z e > _ c h u n k _ s i z e ?

_ c h u n k _ s i z e : _ c h u n k _ s t o r e [ _INDEX ] . c h u n k _ s i z e ) ; / / s i z e

_INDEX = ( _INDEX + 1 ) % _ s t o r e _ s i z e ;
}

} e l s e {
/ * C o m p l e t e p a c k e t a r r i v e d * /
_ r e m _ c h u n k s _ s i z e = _ p a y l o a d _ s i z e ;

f o r ( i n t i = 0 ; i < _ c h u n k s _ c o u n t ; i ++ ) {
_ c h u n k _ s t o r e [ _INDEX ] . i d = _ i d ;
_ c h u n k _ s t o r e [ _INDEX ] . c h u n k _ s i z e = _ r e m _ c h u n k s _ s i z e ;

/ * Copy t h e p a c k e t p a y l o a d t o t h e s l o t s * /
memcpy ( _ c h u n k _ s t o r e [ _INDEX ] . chunk , / / t o

( p_in−>e n d _ d a t a ( ) − _ p a y l o a d _ s i z e ) + i * _ c h u n k _ s i z e , / / f r o m
_ r e m _ c h u n k s _ s i z e > _ c h u n k _ s i z e ? _ c h u n k _ s i z e : _ r e m _ c h u n k s _ s i z e ) ;

_INDEX = ( _INDEX + 1 ) % _ s t o r e _ s i z e ;
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Figure 7.5: The router model

_ r e m _ c h u n k s _ s i z e −= _ c h u n k _ s i z e ;
}

/ * Make a m u t a b l e p a c k e t * /
p = p_in−> u n i q u e i f y ( ) ;
i f ( ! p )

r e t u r n NULL ;
}

/ * s e t p a c k e t a n n o t a t i o n s * /
p−>s e t _ a n n o _ u 3 2 (CACHECAST_PAYLOAD_ID , _ p a y l o a d _ i d ) ;
p−>s e t _ a n n o _ u 1 6 ( CACHECAST_PAYLOAD_SIZE , _ p a y l o a d _ s i z e ) ;

/ * r e m o v e t h e C a c h e C a s t h e a d e r * /
memmove ( p−> d a t a ( ) + CH_LEN, p−> d a t a ( ) , ETH_ALEN * 2 ) ;
p−> p u l l (CH_LEN ) ;

r e t u r n p ;
}

7.2 Evaluation

7.2.1 Router model

Since the CSU and CMU elements operate in a router, we run performance analysis in the context
of router operations. We use the following router model (see Figure 7.5). A router is a store and
forward network node which performs the IP router related tasks as defined in [54]. It has a shared
memory architecture and its input and output capacity is limited in terms of bits per second. We
assume that input capacity Cin is equal to output capacity Cout. The forwarding rate of a router F

is limited by its processing capabilities and is expressed in packets per second. A router can forward
packets of minimum size at line rate. This implies that the forwarding rate F is at least Cin/Smin

packets per seconds, where Smin denotes the minimum packet size in a network.
The router is built based on a 2.4GHz Intel machine using the standard-compliant Click router

software [53]. To simplify measurements and interpretation of results, we read packets from a
memory mapped trace file and send them directly to the Click router software. The packets are
discarded after being processed by the router.
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7.2.2 Trace files

The trace files we use in the following experiments are prepared using two machines. The first ma-
chine generates packets while the second machine records the resulting network traffic to trace files.
Each trace file contains approximately 100MB of packets. The first trace file has non-CacheCast
minimum size IP packets, which we use to establish the router F , Cin and Cout parameters. The
remaining trace files contain CacheCast packets of the packet train structure, which we generate
using the msend system call. Since the index value in the CacheCast header is set to zero for all
generated packets, we send them additionally through a cascade of the CSU and CMU elements.
This is create indexes in the CacheCast header of the packets. The traces are generated for three
group sizes: 10, 100, and 1000, and with four different payload sizes: 500B, 1500B, 9000B, and
16000B. We use them to evaluate the CacheCast router performance.

7.2.3 Router parameters

In order to obtain the forwarding rate F and the maximum input/output capacity Cin/Cout of the
Click router, we use the first trace file containing minimum size IP packets. We load packets from
the trace file directly to the IP router software and measure the average time to process a single
packet. Based on the average packet processing time we calculated that the router forwarding rate is
763± 2.7%Kpps and the corresponding maximum input/output capacity is 366.2± 2.7%Mbps.
We assume that the minimum packet size Smin is 60B.

7.2.4 CacheCast router performance

We install the CSU as the first element and the CMU as the last element on the Click router
forwarding path as described in Section 7.1.3. The elements are configured with the following
parameters: RATE 366.2Mbps and CHUNK_SIZE 512B. This results in the CSU of 468KB storage
space divided into 937 slots and the equivalent number of table entries in the CMU. Since Cache-
Cast elements impose an additional burden on the router CPU, this decreases the forwarding rate
of the router F . Based on the packet train structure, the average packet size is s = sp/n + sh,
where sp, sh, and n denote payload size, header size, and destination group size respectively. Thus,
the CacheCast average packet size is low or even has minimum size when the destination group is
large. We expect that with decreased forwarding rate F ′ the router is not able to fully utilise the
output capacity Cout and the router efficiency is affected. Without CacheCast this does not occur.
However, the same packets carry payloads and thus fill the input capacity Cin much faster than
CacheCast packets. Now, the bottleneck is the input capacity Cin. Therefore, the question is: Is
it beneficial to install the CSU and CMU elements in a router? We demonstrate that, even with our
simple CSU and CMU implementation, CacheCast yields substantial benefits.

Similar to the minimum packet size measurements, we load packets from the trace files con-
taining CacheCast packets directly to the router software and measure the average time to process
a single packet. Based on the measurements we calculate the CacheCast router forwarding rate F ′

and the corresponding output capacity utilisation.
The results depicted in Figure 7.6 show the utilisation of the output capacity of the router. Even

though the router forwarding rate F is reduced, it can still utilise 100% of the output capacity when
forwarding short packet trains. However, when the packet train size increases to 100 packets and
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Figure 7.6: Utilised output capacity of the Click router for three different packet train sizes and
three different payload sizes

above, the router becomes the bottleneck and the output capacity utilisation decreases. The reason
for this is that the average packet size s in the large packet train decreases to the minimum size
while the router is not able to forward the minimum size packets due to CacheCast operations.
The utilisation is especially low when forwarding packet trains with large payloads, since the CSU,
which mainly performs payload store and restore operations, consumes more router CPU cycles.

The original router forwards traffic with redundant payloads while the CacheCast router avoids
the redundant payload transmission. To understand the benefits of the CacheCast router we com-
pare the volume of traffic forwarded by both routers within a given time unit. However, we count
the CacheCast traffic volume as if it carried the redundant payloads. We refer to it as the effective
throughput. In Table 7.1 we show the ratio of the effective throughputs of the CacheCast router
and the original router. Obviously, the effective throughput of the CacheCast router is higher
than the original router when forwarding short packet trains, since it avoids redundant payload
transmissions while still achieving 100% utilisation of the output capacity. Moreover, the effective
throughput ratio is substantially higher for large packet trains, even though the output capacity is
not fully utilised. For example, even with the 57% utilisation of the output capacity the Cache-
Cast router can effectively forward 13 times more data of the following packet train structure: 1000
packets with the payload size of 1500B.
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Table 7.1: The ratio of the effective throughputs of the CacheCast router and the original router

Group Payload size
size 500B 1500B 9000B 16000B

10 4.49 7.35 9.42 9.67
100 5.82 13.36 34.37 40.11
1000 5.80 13.52 35.38 40.10

7.3 Summary

While the server support can be implemented and evaluated according to conditions which are close
to the real world, the link cache elements could not be implemented in a standard router. Instead,
we have used the Click modular router software to implement the link cache elements and we have
evaluated them on a single CPU machine. The evaluation was designed to give us insight that could
be extended over the first generation routers. We considered a router with the fixed computational
capacity designed to forward the minimum size packets with the line rate. Since operation of the
link cache elements consumes a fraction of the router computational capacity, the router may not
be able to utilise 100% of the output link capacity. However, the evaluation shows that installing
the CacheCast functionality in the router is always beneficial. If the CacheCast traffic consists of
short packet trains, the router is still able to fully utilise the output link capacity. The utilisation
decreases only when the CacheCast traffic consists of long packet trains. It is most likely that this
will only occur at the network routers close to servers.
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Chapter 8

Related work

This chapter presents the related work for CacheCast. While we have already described closely
related systems in Chapter 2, this chapter covers a broader range of packet caching systems. Fur-
thermore, it provides a detailed comparison between CacheCast and the system of Anand et al.
presented in [36]. We describe how the decision to split caching burden between a server and link
caches simplifies the link cache implementation when compared to the system of Anand et al.

8.1 Network-wide redundancy elimination

Link layer caching has been recently studied in the context of network-wide redundancy suppression
by Anand et al. in [36]. The authors envisage that all future routers will have the ability to
remove redundant content from packets on the fly. Thus, the proposed system is more general than
CacheCast, since CacheCast aims to remove only a specific type of redundancy.

While [36] briefly covers link layer caching and focuses mainly on the “redundancy-aware”
routing protocol, CacheCast concentrates on the design of a link cache and its feasibility. CacheCast
design decisions follow from the principle that both link caches and a server should make contribute
removing redundancy from single source multiple destination transfer. A server is responsible for
batch requests for the same data and for transmitting packets carrying the same data chunks within
a minimum time window. We show how the server support greatly simplifies implementation of
link caches by comparing it with the approach of Anand et al. [36]. Based on this comparison, we
later explain differences with other related systems.

Both CacheCast and the system of Anand et al. are designed to operate in the wired Internet.
This imposes very strong constraints on the cache storage space and on computational complexity
of the caching algorithms. A large storage space improves redundancy detection in the link traffic.
However, it also costs more, both in economical and computational terms. The computational
complexity of the cache algorithm must be minimised to decrease per packet processing time. Ide-
ally, the amount of packets per second processed by a cache should match link throughput. This,
however, is difficult to achieve when considering modern fibre links transmitting up to 40Gbps.

8.1.1 Storage space

The approach from Anand et al. requires two types of storage space on both link ends, i.e., a packet
store and a fingerprint store. The packet store contains packets that were recently transmitted over
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a link and the fingerprint store contains fingerprints of packet chunks. Each fingerprint identifies
a 64B chunk of a packet from the packet store. In a default configuration, a single packet in the
packet store is represented by 32 fingerprints in the fingerprint store. To find redundancy in an
incoming packet, a set of fingerprints is generated and then compared with those stored in the
fingerprint store. If a match is found, it means that most probably the packet carries redundant
content. To verify this1 and to find the length of the matching string, the matching packet is fetched
from the packet store and compared byte-by-byte with the incoming packet. Next, the matching
string is replaced by a description carrying the information necessary to decode the string at the
link egress. Therefore, to reconstruct the packet, the fingerprint store and the packet store must be
coherent with those on the link entry.

Since the approach of Anand et al. is agnostic to network traffic, in order to achieve a meaning-
ful reduction in a network footprint it requires to cache approximately 10 seconds of the associated
link traffic2. Additionally, the necessary storage space for the cache must be increased by the fin-
gerprint store size which is approximately half of the packet store size. This requires a considerable
amount of memory on the ingress and egress side of a link. For example, to build a link cache on
a 1Gbps link we need approximately 2GB of memory on each side of a link. Another downside of
the large cache is the necessity to use cheaper DRAMs which do not provide necessary access speed
to cache packets at high line rates. For example, in April 2011 the cost of one MB of DRAMs
memory with 50ns access latency was approx. $0.01, while the cost of one MB of SRAM memory
with 6ns access latency was approx. $15.

Conversely, CacheCast is based on the assumption that a source is aware of caching (as dis-
cussed in Section 3.3.2) and it makes an effort to transmit packets with the same payload within
a minimum time interval. In our work, we estimate that 10ms caches are sufficient for this type
of traffic, which is three orders of magnitude less than in the work of Anand et al. Additionally,
CacheCast does not require storing packet payloads on the ingress side of a link. Unique payload
IDs guarantee that the same payload IDs refer to the same content. Since CacheCast stores packet
payloads in large slots, the resulting size of the CMU table is much smaller than the fingerprint
store. Considering the three orders of magnitude smaller cache and the slot size of 512B, we obtain
a four orders of magnitude smaller CMU table. Thus, to build a link cache on a 1Gbps link based
on CacheCast design we need to allocate approximately 1.3MB for payload store on the egress side
of a link and 30KB for the CMU table on the ingress side. Caches of this size can be efficiently
implemented in SRAM memory that provide low access latency.

8.1.2 Computational complexity

The main bottleneck during packet encoding at the ingress side of a link cache is access latency to
a storage space. Anand’s algorithm requires 32 lookups in the fingerprint store, to find redundant
chunks. Then, the matching packets are fetched from the packet store and compared byte-by-byte
with the source packet. Finally, redundant strings are replaced with descriptions. While some of the
operations can be executed in a pipeline, it requires dedicated hardware architecture. Furthermore,
the sequence of 32 lookups in the fingerprint store poses a severe barrier to processing speed, since

1The fingerprint match does not guarantee that the 64B chunks are the same, since different 64B chunks might
have the same fingerprints.

2Though, the cache size is not explicitly discussed in paper from Anand et al., the value of 10 seconds for the cache
size is consistently used in the evaluation in [36, 37].
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the fingerprint store is implemented with DRAMs. To address some of the limitations, Anand et
al. propose reducing the number of lookups in the fingerprint store in favour of processing speed;
however, consequently less redundancy is removed.

The CacheCast objective is to remove redundancy with the minimum amount of effort. A
part of redundancy detection is already performed at the source and the information necessary to
identify the redundant part of a packet is stored in the packet header. Therefore, the CMU element
performs only one lookup to determine whether or not a packet carries redundant information.
Furthermore, it is simple to remove and restore the redundant part of a packet, because it is always
at the packet tail. These simple operations can be executed very efficiently and swiftly, because
the storage needs for CMU and CSU are very small and faster SRAM storage is affordable for
implementing these units.

8.1.3 Other considerations

Compared to the approach of Anand et al., CacheCast does not remove the redundancy originating
from different sources sending the same data. However, it must be noted that the shorter the
caching time is on a link the less is the likelihood to find this type of redundancy. Within a
10ms time window it is very unlikely to find redundancy other than the one which originates from
the single source sending data to multiple destinations. Although, CacheCast poses an additional
burden on the server side we show in Section 6.4 that it is negligible.

8.1.4 SmartRE

Based on the experience with the redundancy suppression system described in [36], Anand et al.
proposed SmartRE [37] a new architecture of coordinated link caches. The authors acknowledge
that with the naive approach presented in [36] the line rate encoding is not possible for high speed
fibre links. To solve this problem, the packet encoding and decoding operations are distributed.
Encoded packets are not decoded immediately at the downstream router, but can traverse a few
hops before decoding. This reduces the number of operations per link cache. However, it also
requires intelligent assignment of encoding and decoding operations between link caches.

While SmartRE reduces the encoding burden per link cache, it requires a distributed algorithm
for coordination of encoding and decoding operations. This, in turn, reduces the reliability of the
system. Moreover, SmartRE requires coherency between caches located within a distance of a few
hops. However, this is difficult to achieve during congestion in a network, because under heavy
load router queues drop packets causing inconsistency in distributed caches. It should be noticed
that redundancy suppression is mainly useful in congested or near-congested networks. In the over-
provisioned network there is no utility for redundancy suppression. Finally, the authors do not
address the need for large storage space for packet and fingerprint storage.

8.2 Other related work

Packet level caching has been studied in the context of wired and wireless networks, slow access
links, and point-to-point network paths. The system of Anand et al. is designed to operate in the
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context of wired networks, thus, it is the closest related work to CacheCast. This section covers
briefly other related systems that operate in the remaining contexts.

8.2.1 Redundancy elimination in multi-hop wireless networks

Wireless networks are characterised by low throughput and high packet loss which is mainly a
result of interference between communicating stations. Therefore, hop-by-hop caching systems for
wireless network operate under different constraints than systems for wired networks. Firstly, since
the wireless networks have lower throughput, the time to process a packet is longer; thus, more
complex algorithms can be employed. Secondly, under high packet loss, it is difficult to keep cache
coherency between communicating hosts. Thirdly, the broadcast nature of the wireless medium
opens new design opportunities for exploiting this property.

Afanasyev et al. [55] propose to cache recently overheard packets in order to eliminate redun-
dancy in unicast transfers over a multi-hop path. Packets are annotated with IDs; therefore, before
a station sends a packet, it transmits an RTS-id (request to send) message containing an ID of the
packet. If the destination has overheard this packet, it replies with a CTS-ACK (clear to send)
message acknowledging that the packet has been already received and the stations behave as if the
transmission has already occurred. The technique removes redundant transmissions when a packet
traverses a multi-hop path where hops are in close proximity. It also eliminates redundancy in the
infrastructure based wireless networks where stations communicate via access-point. However, since
IDs are generated based on the IP packet content, it does not remove redundancy from transfers
of the same data to different destinations. This technique could be complemented with Cache-
Cast. Information carried in the CacheCast header can be used to identify redundancy in packet
payloads.

To enable application independent caching, Ditto [56] uses the data oriented transfer (DOT)
technique introduced in [57]. DOT objects consist of small chunks identified with unique IDs. To
download an object, a client first queries a server for a set of chunk IDs. Then, the client fetches the
object chunks by IDs using DOT transport service. During data transfer, chunks are cached at on-
path nodes and opportunistically (based on overhearing) on nearby nodes. Thus, if subsequently
another client in the same wireless subnet requests the same chunks, it is served from the proxy
nodes. While the system removes redundancy from single source multiple destination transfers, it
requires large caches. Based on aggregated statistics from a real deployment of a Meraki wireless
mesh network3, the authors estimated that 3GB caches should suffice.

8.2.2 Point-to-point redundancy removal

The first systems for redundancy suppression were designed to improve web-caching (cf. Section
2.2.2). They consist of two coherent caches installed on both sides of the point-to-point path be-
tween a subnet gateway and a web-server where the ingress cache removes redundancy and encodes
packets; and the egress cache decodes packets, thereby inserting back redundant information. These
types of systems are usually deployed on slow access links or point-to-point network paths. There-
fore, the systems can use large storage space and complex algorithms for redundancy detection.

3http://meraki.com/
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Santos and Wetherall [58] describe the first system of this type. The redundancy detection
is based on comparison of whole packet payloads. Therefore, any misalignments caused by TCP
mechanisms, or different HTTP headers in packets, result in redundant transfers. CacheCast also
detects redundancy by comparing whole packet payload. However, the server support part forces
redundant data to be packet aligned. In the follow-up work, Wetherall et al. [30] propose detecting
redundancy by comparing packet chunks. For this purpose they use a technique developed by
Manber for finding similar files in a large file system [59]. While the technique can detect and
eliminate redundancy in any part of a packet regardless of data misalignments, it requires more
computational effort. Later the technique was applied to hop-by-hop redundancy elimination by
Anand et al. [36].

8.2.3 Redundancy removal by compression

Removing redundancy from link layer data transfers is also addressed by different compression
techniques of a packet header on a link (for example: RFC1144 [60], RFC2507 [61], RFC2508
[62], or RFC3095 [63]). These techniques are mainly deployed on dial-up and wireless links, where
link capacities are low, and they are orthogonal to CacheCast. Thus, they can be used in parallel to
provide even greater benefits.

8.3 Summary

The link layer packet caching system presented by Anand et al. in [36] is the closest related work
to CacheCast. Therefore, in this chapter we have explained the key differences in the approaches of
both systems and discussed implications of the design decisions. While the CacheCast approach is
minimalistic in terms of necessary computational and storage resources, the approach of Anand et
al. in contrast employs complex redundancy detection algorithms and requires substantial storage
space, both of which are difficult to justify based on the gains envisioned.

To give a complete picture of the redundancy suppression in network transfers we have also
briefly touched on other related systems operating within the context of wireless networks, access
links, and point-to-point network paths (e.g. like paths between gateways and web-servers).
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Chapter 9

Conclusions

This chapter provides thesis conclusions. In Chapter 1 we introduced the problem of single source
multiple destination transfers in the Internet. We also gave a brief overview of the thesis. In Chapter
2 we analysed former solutions to the problem and drew general guidelines for the CacheCast
system design. Chapter 3 provided fundamental information on the basic network elements that
CacheCast builds on, i.e. link and router. Based on this information and the guidelines discussed
in the previous chapter, we described the CacheCast design and presnented our rationale for the
design decisions. The first insights into the system performance are presented in Chapter 4. We
estimated the amount of redundancy that can be eliminated from single source multiple destination
transfers when using CacheCast. We also discussed the case of incremental deployment and assessed
the related bandwidth savings. Chapter 5 investigated the link cache impact on congestion control
mechanisms built into transport protocols. We verified that CacheCast preserves the TCP fairness.
In Chapters 6 and 7 we described the implementation of the server support and the link cache. The
elements were evaluated with regard to the computational complexity, and the evaluation results
confirmed the feasibility of the CacheCast approach. To show benefits of the CacheCast system in
a real setup, in Chapter 6 we demonstrated how the paraslash media streaming software can serve
up to thousands of clients in a small testbed network.

In this chapter, we provide a summary of the thesis contributions. We also revisit the initial
claims posed in Chapter 1 and offer a critical discussion. While some of the claims have been
confirmed throughout the thesis, others appeared to be conditional or applicable only to a limited
extent. Finally, we discuss system elements that require further work and new research directions
that this thesis opens for.

9.1 Summary of contributions

The contributions of this thesis include the following elements: a set of principles for design and
implementation of a link layer caching system, a feasibility study of the proposed principles based
on the CacheCast system, analysis of the environmental impact of the proposed architecture, and
other related studies.
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9.1.1 Principles

The fundamental contribution of this thesis is a set of principles for design and implementation of a
link layer caching system. Based on these principles we have design the CacheCast system described
in Chapter 3 CacheCast is the first system that addresses the problem of multicast transmission in
the Internet using packet caches on links. Bearing in mind the difficulties of the previous multicast
technologies, CacheCast is designed to use a minimum amount of resources and requires minimum
changes to the network operation. CacheCast does not break the end-to-end relationship between
a server and clients. This enables the server to perform authorisation, authentication, accounting,
and also congestion control on a per-client basis which is necessary for content delivery and which
the IP Multicast model does not provide. Furthermore, the server can communicate with clients
located behind firewalls or NATs [64] because CacheCast preserves the end-to-end relationship
between a server and clients.

CacheCast is a link layer caching technique that removes redundancy from packets using small
caches on links. Unlike related systems, CacheCast distributes the caching burden between the
source of data and the infrastructure of link caches. The source of redundant data must batch
transmissions of the same data and annotate the data with information that simplifies redundancy
elimination. This helps to considerably reduce both the storage space and the computational re-
quirements of link caches. Thus, link caches can be implemented with small and fast SRAM
memories which in turn allows to operate at line speed.

9.1.2 Feasibility study

Server support

The next key contribution of this thesis is the design of the server support described in Chapter 3.
The server support provides a mechanism for an application to transmit the same data to multiple
destinations using unicast connections. The individual send operations are batched in time and the
server transmits a burst of packets, where only the first packet carries the data while the remaining
packets are truncated to the header size. Packets created by the server support carry the CacheCast
header that identifies redundant data. This greatly simplifies redundancy suppression on links.

We have implemented the server support as a system call named msend and an auxiliary tool
that manages CacheCast connections. As input arguments, the msend system call takes a set of
descriptors of open connections and a pointer to data. On invocation, the system call sends the
data over the connections. However, packets created by the network stack are intercepted before
transmission, batched, and transmitted in the form of a packet train. If a connection does not
permit immediate packet transmission (e.g. due to congestion in a network), it is regarded as an
error. The system call treats this and other errors as a failure in transmission and it returns to the
calling application a list of connection descriptors that transmitted data successfully. The msend
system call is implemented in Linux. Our evaluation presented in Chapter 6 indicates that it does
not create additional burden on a server when compared to the standard send system call. On the
contrary, when transmitting large blocks of data to multiple destinations, the msend system call
outperforms the standard send system call. For example, when transmitting data using the Internet
maximum transfer units, the msend system call can reduce the CPU load by 10-30%.

In order to benefit from CacheCast, existing applications must use the msend system call instead
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of the send system call for data transmission. However, the required changes in the streaming server
are often minimal. For example in Chapter 6 we show the paraslash media streaming application
that transmits data using the msend system call. We made only minor changes in the paraslash
software to enable CacheCast transmission.

Link cache

The next significant contribution is the link cache element presented in Chapter 3. The link cache
is designed based on the principle that all complexity should be moved from the link cache to the
source of redundant data. This results in a simple link cache architecture where the ingress side of
a link has only a very small table of payload IDs and the egress side of the link keeps the related
payloads in a small storage unit. The ingress side removes payloads based on payload ID matches
and the egress side restores the payloads.

The storage and computational requirements of the link cache are minimal. Since link cache
storage units are small, they can be implemented with fast but expensive SRAM memory that
guarantees necessary access speed for packet processing on fast links. Moreover, the link cache
remove and restore functions require only a few computations. Therefore, the link cache operation
does not create a bottleneck in packet processing on a router (see Chapter 8).

We built a prototype implementation of the link cache elements in the Click modular router
software which is described in Chapter 7. Even though this is a naive implementation, it indicates
that link caches can greatly increase network throughput for single source multiple destination data
transfers. In our testbed, this is further confirmed by a real application that can stream media up to
thousands of clients (cf. Chapter 6).

9.1.3 Environmental impact

The next contribution of this thesis is the study of the link cache impact on fairness in the Inter-
net. Link caches remove redundancy from single source multiple destination transfers and thereby
provide more bandwidth for other data transfers. Congestion control algorithms that limit the
transmission rate of a data flow estimate the flow throughput based on factors such as packet arrival
time, packet size, loss ratio, or end-to-end delay. These parameters, however, are disturbed by the
link cache operation. This, in turn, alters the operation of congestion control algorithms.

In Chapter 5 we performed a case study where we investigate the link cache impact on com-
petition between TCP and TFRC flows for the bandwidth of a bottleneck link. The TCP flows
carried non-redundant traffic and the TFRC flows carried redundant traffic originating from a sin-
gle source. The simulations reveal that when a link cache removes redundancy from the TFRC
flows, the TCP flows obtain much more of the bottleneck link capacity. However, when comparing
the flows from the end-to-end perspective, we found that both TCP and TFRC increase propor-
tionally their throughputs when link cache is operating. This indicates that the TCP fairness is
preserved.

9.1.4 Other contributions

In the thesis we have also investigated the problem of synchronised transmission over multiple
connections. When transmitting data, the server support requires that the data chunk is either
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transmitted immediately or dropped by a connection. It cannot be queued when a congestion
control algorithm temporally prohibits the transmission. Since the connection does not queue
packets, it cannot transmit data immediately when congestion control algorithms permit it, but the
connection remains idle waiting for a new data chunk to be sent by an application. Therefore, the
connections controlled by the server support do not achieve the maximum throughput. We have
investigated this problem in Chapter 5. We found that the throughput of connections controlled
by the server support is reduced by approximately 10% when compared to standard connections.

Finally, the thesis presents the first live streaming application that uses the CacheCast system to
deliver an audio stream to thousands of clients in a small network (described in Chapter 6). We have
modified the paraslash audio streaming server to transmit audio files using the CacheCast server
support. We experienced no difficulties when adapting the software to the CacheCast approach.

9.2 Critical review of claims

This section revisits the thesis claims introduced in Chapter 1. Based on the studies of the Cache-
Cast system described throughout the thesis, we assess critically the claims and define the claims
scope.

Claim 1: A system of link caches can achieve near multicast bandwidth savings for a superposition
of unicast connections. We evaluated this claim in Chapter 4. CacheCast was compared
to a “perfect” multicast which does not require any signalling to deliver data to receivers.
Considering fully deployed CacheCast, the reduction in bandwidth saving when compared to
the perfect multicast originates from (1) transmission of unique packet headers and (2) finite
cache size. Depending on the payload to header ratio, the impact of unique packet headers
varies from negligible to considerable. In order to reduce the negative impact of unique
packet headers, transfered data should be encapsulated in the maximum transfer units. With
this configuration, CacheCast bandwidth savings reach approximately 96% of the perfect
multicast savings. Considering the impact of the finite cache size, it is especially severe for
slow sources sending to the large number of destinations. However, it is a rare case. Usually,
slow sources transmit to a few destinations, while well connected sources transmit to multiple
destinations. For this configuration, the finite cache size does not reduce bandwidth savings.

A system of link caches can achieve near multicast bandwidth savings but under condition
that data is transfered using the maximum transfer units. With the decreasing size of a
transfer unit, the bandwidth savings diminish.

Claim 2: A system of link caches requires server support in order to be feasible. This claim follows
from our initial investigation into the CacheCast system requirements presented in Chapter
3 and is supported throughout the thesis. The CacheCast system is designed to meet very
strict constraints for packet processing elements in wired networks. To process packets at
line rate, a link cache should employ simple algorithms and use fast memories. This further
implies that the cache storage space should be minimised in order to be implemented with
fast but expensive SRAM memory. The server support greatly reduces the required resources
necessary to build a link cache. Therefore, it makes the system economically viable and
technically doable. These arguments are broadly discussed in Chapter 8 and complemented
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with a detailed comparison between the CacheCast system and the related system proposed
by Anand et al. which do not employ any server support. In Chapter 6 we verified that the
support can be implemented in OS and that it does not burden the server. Finally, the testbed
evaluation indicates that the server support can be easily integrated into existing streaming
applications, thus immediately reducing the amount of application traffic.

Claim 3: A system of link caches is incrementally deployable. Link caches that remove redundancy
from packets on the link entry and reconstruct the packets on the link exit are transparent
to network operation and thereby also incrementally deployable. However, the CacheCast
design presented in Chapter 3 imposes an additional constraint on the link cache deploy-
ment. The server support element of the system annotates packets with information that
simplify redundancy removal. In order to propagate this information in a network, Cache-
Cast requires all routers on a packet path to be able to pass on this information. Therefore,
link caches are incrementally deployable but only when deploying them hop-by-hop from
sources towards receivers. In Chapter 4 we analysed the benefits of incremental deployment.
We found that when deploying link caches a few hops from a source, we can remove a signif-
icant portion of redundancy. For example, when considering data transfer to a small number
of destinations, link caches deployed over the first six hops can already remove 70% of what
could be removed with the network wide cache deployment.

Claim 4: A system of link caches maintains fairness with respect to bandwidth sharing on a bottleneck
link. Fairness in the Internet is based on the assumption that data flows traversing a bot-
tleneck link should obtain equal shares of the bottleneck link capacity. This is achieved by
congestion control algorithms that limit flow throughput and that are an integral part of
many transport protocols. Based on the end-to-end delays and the packet loss rate, a trans-
mission protocol adjusts the data transmission rate to the conditions on a bottleneck link.
Introducing link caches into a network may disturb the protocol operation and thereby also
fairness in the network. We evaluated the link cache impact in Chapter 5. The evaluation
was performed in a bottleneck link topology where a number of TCP flows competed for
the bottleneck link capacity with a number of TFRC flows. The TCP flows carried non-
redundant traffic, while the TFRC flows carried CacheCast annotated redundant traffic. The
results show that from the end-to-end perspective link cache does not disturb fairness in a
network.

9.3 Future work

This thesis has explored the core issues related to the design and implementation of a caching
system for single source multiple destinations transfer in the Internet. However, our reference
system - CacheCast - requires further development. Furthermore, introducing CacheCast into the
Internet opens new research challenges.

9.3.1 CacheCast elements

The CacheCast system presented in this thesis implements only the fundamental functionalities
necessary for system operation. However, in order to be more than a research tool, CacheCast
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requires further development of the server support and link cache elements.

Server support

The msend system call API provides very limited return information about the data transmission.
After the system call execution, an application receives a bitmap that informs which connections
were written successfully and which connections refused to transmit data. However, the applica-
tion does not receive error codes related to the transmission failures. Therefore, the system call
API should be modified to return all necessary information to identify the source of erroneous
transmission.

The server support guarantees that the transmission of packet trains created by different pro-
cesses is serialised on a link. We achieved this with a global lock in the Linux network device
subsystem. When a single process holds the lock, the remaining processes cannot interrupt trans-
mission of a packet train. However, this approach does not guarantee the serialised transmission
of packet trains when the Linux traffic control (TC) subsystem is enabled. The TC subsystem
processes packets after the network device subsystem. Therefore, it can re-order packets in packet
trains and cause errors in transmission. This requires further work to ensure correct operation of
the server support in any circumstances.

The msend system call supports two types of connection: DCCP and UDP. This list should be
extended to embrace other transport protocols including, for example, the SCTP media streaming
protocol. Furthermore, it is not given whether protocols like TCP can be supported by the system
call. This requires further research.

Link cache

The configurable parameters of a link cache are the cache slot size and the cache capacity computed
based on the associated link throughput. We have chosen the default values for these parameters;
thus, the CMU and CSU elements that operate on the same link have consistent configurations. In
order to build caches of different capacity, both cache elements must be configured manually. This
is cumbersome and may cause inconsistencies when reconfiguring a large number of link caches.
Therefore, a configuration protocol is required that can negotiate the link cache size and the slot
size between the CMU and CSU elements automatically. The same protocol should also notify the
server support about the presence of the CacheCast links. Thus, no additional tool for managing
CacheCast connections would be required on a server.

The main bottleneck in the CSU operation is the copy operation from a payload store to packet
payload. When a truncated packet arrives at the egress side of a link, the CSU element restores the
packet payload from a local memory. CSU allocates necessary room for payload at the packet tail
and it copies byte-by-byte the payload data from the local memory to the allocated space. However,
the copy operation is slow and creates a bottleneck in packet processing on a router. To mitigate
the problem, payloads should be attached to packet headers virtually. For example, in FreeBSD
OS1 a packet is constructed from a list of small buffers called mbuf. The mbuf packet structure can
be used to attach payload to the packet header simply by linking together buffers that contain the
packet header and the payload data.

1http://www.freebsd.org/
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9.3.2 Future research directions

In the thesis, we have shown a simple usage scenario for CacheCast where a server streamed live
content to multiple clients. The stream rate was constant and when a client could not receive the
stream due to insufficient downlink speed it was disconnected. It would be more interesting to
build a mechanism for handling heterogeneous clients. For example, a server could stream the same
content in various qualities using different bit rates. Thus, clients with poor downlink speed would
be switched to lower quality streams. A server could also adopt the streaming rate to an average
client. These and many more policies can be explored in this context.

At present, CacheCast supports only UDP and DCCP transport protocols, which are unreli-
able. Therefore, in order to transfer data to multiple destinations using CacheCast, it is necessary to
build a reliable transport mechanism on top of these protocols. This type of transport mechanism
should either re-transmit lost data chunks or use erasure codes to enable a receiver to reconstruct
original information. Furthermore, it should batch requests for the same data to benefit from
CacheCast. In the past, researchers have proposed many schemes for reliable data transfer using
IP Multicast. These could be adopted taking into account differences between CacheCast and IP
Multicast.

CacheCast operates on point-to-point logical links. For example, three hosts A, B, and C
connected by a broadcast medium (such as a coaxial cable) from the CacheCast perspective are
connected with separate links A-B, A-C, and B-C. Therefore, when host A transmits the same data
to hosts B and C, CacheCast does not suppress the second transfer even though host C has already
received the data. Similarly, CacheCast does not suppress redundant transfers in link layer switched
networks (such as switched Ethernet), since from the CacheCast perspective all network hosts are
connected with separate links. Considering the growth of local area networks, it would be valuable
to extend the CacheCast approach to remove redundancy from link layer transfers.

In the first generation of routers, packets are switched between input and output interfaces
using shared memory. The router CPU reads a packet from an input interface directly to the shared
memory where the CacheCast CSU element restores the redundant data that has been previously
removed. When the packet output port is determined, the CacheCast CMU element removes from
the packet the data that is present in the next hop cache and the packet is transfered to the output
interface. Therefore, packets carrying redundant data are not transfered between the main memory
and I/O interfaces. However, in the second and third generation of routes, packets are switched
using a shared bus or a switch fabric. When a packet arrives at an input interface, the CSU element
reconstructs the packet. Then the output port is determined and the packet carrying redundant
data is transfered over a switch fabric to the output interface where the CMU element removes the
data that is present in the next hop cache. Since, in the second and third generation of routers,
packets carrying redundant data are transfered over a switch fabric, it may create congestion on the
switch fabric. Therefore, these routers require additional mechanisms to mitigate this effect.
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