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ABSTRACT 
Biometrics provides a reliable method for automatic per-
sonal identification and has wide and important applica-
tions. The success of a biometric recognition system depends 
critically on its feature representation model for biometric 
patterns. The most challenging issue in biometric feature 
representation is to achieve sensitivity to inter-class differ-
ences and at the same time robustness against intra-class 
variations. Many biometric representation schemes have 
been reported but the above issue remains to be resolved. In 
this paper, we introduce ordinal measures for iris, face and 
palmprint image representation in an attempt to resolve this 
issue. With this so-called ordinal representation model in 
place, many best-performing biometric recognition methods 
may be interpreted as special cases of this model. In this 
sense, the proposed ordinal representation model forms a 
general framework for biometric pattern representation. 
Extensive experimental results on public biometric data-
bases demonstrate the effectiveness and generality of this 
representation. 
 

1. INTRODUCTION 
 
Biometric authentication makes use of the physiological or 
behavioral characteristics of subjects such as fingerprint, iris, 
face, palmprint, gait, and voice, for personal identification [1]. 
Since biometrics associates the identity of a person with his 
unique body measurement, it is much more reliable than non-
biometric methods such as password, PIN, and ID cards. 
With fast development of biometric sensors and algorithms, 
biometrics has become an essential technology for many 
mission-critical applications, such as homeland security, e-
commerce, banking, etc.  

In a computer-based biometric system, the main chal-
lenge is how to make a machine “remember” each person via 
his biometric representation.  A common practice is to en-
code the input biometric signal into compact features so as to 
maximize intra-class similarity and inter-class dissimilarity. 
Therefore the performance of a biometric system relies 
greatly on its feature representation scheme. Although great 
progress has been made in biometrics research, how to repre-
sent biometric patterns effectively is still an open problem. 
For example, a common representation of iris, palmprint and 
face images has not been proposed, which is very desirable to 
standardize biometric feature encoding and storage format 
[2]. So we have to use image rather than feature template to 
facilitate global interoperability in applications such as e-
passport. In this paper, we propose a general biometric repre-

sentation based on ordinal measures, to demonstrate that 
state-of-the-art iris, palmprint and face feature models could 
be unified in a framework. Such a framework could explain 
why some biometrics algorithms perform best. More impor-
tantly, this work suggests possible ways to develop new and 
better ordinal features. 

The rest of this paper is organized as follows. Section 2 
gives a brief introduction to ordinal measures. In Section 3, a 
general framework for iris recognition is presented based on 
ordinal measures. Section 4 discusses how to explore effec-
tive ordinal features for palmprint recognition. We conclude 
this paper in Section 5. 

 
2. A BRIEF INTRODUCTION TO ORDINAL 

MEASURES 
 
Stevens suggested four levels of measurements from coarse 
to fine: nominal, ordinal, interval and ratio measures [3]. 
Ordinal measures come from a simple and straightforward 
concept that we often use. For example, we could easily rank 
or order the heights or weights of two persons, but it is hard 
to answer their precise differences. This kind of qualitative 
measurement, which is related to the relative ordering of 
several quantities, is defined as ordinal measures (or OM for 
short).  

For computer vision, the absolute intensity information 
associated with an object can vary because it can change 
under various illumination settings. However, ordinal rela-
tionships among neighboring image pixels or regions present 
some stability with such changes and reflect the intrinsic 
natures of the object.  

    
 (a)                                                    (b) 

Figure 1 – Ordinal measure of relationship between two regions. An 
arrow points from the darker region to the brighter one. (a) Region 
A is darker than B, i.e. A≺ B. (b) Region A is brighter than B, i.e. 
A B. 
 

A simple illustration of ordinal measures is shown in Fig. 
1 where the symbols “≺ ” or “ ” denote the inequality 
between the average intensities of two image regions. The 
inequality represents an ordinal relationship between two 
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regions and this yields a symbolic representation of the rela-
tions. For digital encoding of the ordinal relationship, only a 
single bit is enough, e.g. “1” denotes “A≺B” and “0” de-
notes “A B”, and the equality case (a low possibility event) 
can be assigned to either. 

The biological plausibility of visual ordinal measures has 
been verified by many neuroscience researchers [4][5]. 
DeAngelis et al. [4] found that many striate cortical neurons’ 
visual responses saturate rapidly regarding the magnitude of 
contrast as the input, which tells us the determining factor of 
visual cognition is not the absolute value of contrast, but the 
contrast polarity. Rullen et al. [5] suggested that temporal 
order coding might form a rank-based image representation 
in the visual cortex. 

Many computer vision researchers have enjoyed the ef-
fectiveness of ordinal measures. Sinha [6][7] was probably 
the first to introduce ordinal measures to visual object repre-
sentation. Based on the fact that several ordinal measures on 
facial images, such as eye-forehead and mouth-cheek are 
invariant with different persons and imaging conditions, 
Sinha developed a ratio-template for face detection, which 
could be automatically learned from examples [6][7]. Com-
bining qualitative spatial and photometric relationships to-
gether, Lipson et al. [8] applied ordinal measures to image 
database retrieval. Bhat and Nayar employed the rank permu-
tation of pixel intensity values in image windows for stereo 
correspondence [9]. After introducing ordinal measures into 
co-occurrence model, Partio et al. obtained better texture 
retrieval results [10]. Smeraldi [11] proposed a complete 
family of multi-scale rank features, namely Ranklets to de-
scribe the orientation selective ordinal measures of image 
regions. Sadr et al. [12] developed a regularization approach 
for image construction from ordinal measures. 

Because of the simplicity of ordinal representation, 
Thoresz [13] believed that this scheme could be used only for 
simple detection and categorization and did not expect it to 
be applied to complex discrimination tasks, especially recog-
nizing an input image into billions of classes such as biomet-
ric applications. However, we have demonstrated in our pre-
vious work [22-25] and outlined in this paper that the ordinal 
measures can play a defining role for the complex biometric 
recognition task. 

 
3. ORDINAL REPRESENTATION FOR BIOMETRIC 

RECOGNITION 
 
The formation of most biometric patterns is based on imag-
ing technology. According to Lambertian model, there are 
three determining factors on the intensity field of a digital 
biometric image: geometry of physical surface, reflection 
ratio of the surface, and illumination. For a small local region 
of a biometric image, the underlying physical surface is 
nearly planar and the strength of illumination is also uni-
formly distributed. So it is reasonable to assume that the in-
tensity field I(x,y,t) of one biometric pattern could be ex-
pressed as 

   ( , , ) ( , ) ( , , )I x y t x y k x y tρ=                             (1) 
where ( , )x yρ  denotes the reflection ratio of biometric sur-

face, and ( , , )k x y t  is the illumination strength received by 
biometric surface along the sensor direction. It is clear that 

( , )x yρ  is the intrinsic features of biometrics and invariant 
to imaging conditions, but ( , , )k x y t  is a variable as a func-
tion of illumination, pose, and other uncertain factors al-
though it is approximately equal in the local region, i.e. 

( , , ) ( , , )k x y t k x x y y t≈ + Δ + Δ . 
Based on above analysis, we show that the objective of 

biometric feature representation is to estimate ( , )x yρ  given 
( , , )I x y t . However it is a very difficult task to reconstruct 

the exact value of ( , )x yρ  from intensity without other in-
formation. So we return to the ordinal features of ( , )x yρ  
rather than its interval or ratio measurement. Fortunately, the 
idea of ordinal representation of ( , )x yρ  is possible and ef-
fective.  

Firstly, we could estimate the ordinal relationship be-
tween ( , )x yρ  and ( , )x x y yρ + Δ + Δ  by comparing the 
relative order of ( , , )I x y t  and ( , , )I x x y y t+ Δ + Δ .  
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 is the invariant feature of biomet-

rics, for intra-class biometric samples acquired at 1t  and 2t  
the corresponding ordinal measures should be indentical. 
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Equation (3) indicates the core idea of ordinal measures 
based biometric recognition scheme, establishing the identity 
of input image by checking consistency of its ordinal meas-
ures with the template. 

 
Figure 2 – Stable ordinal measures in intra-class iris images 

 
Although the discriminating power of one bit ordinal 

code is limited, a biometric template combining by thou-
sands of ordinal relations is powerful enough for personal 
identification. For example, we could find sufficient stable 
ordinal relations in iris images (Fig. 2). For inter-class bio-
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metric patterns, the possibility of matching two ordinal rela-
tions in corresponding region is only 50%, but for intra-class 
samples, most of ordinal measures should be matched except 
some weak relations affected by noise. So ordinal representa-
tion is sensitive to inter-class variations and robust to intra-
class variations, which is desirable property for biometric 
recognition. 

Of course, ordinal measures are not limited in one pixel’s 
intensity. The values used for ordinal comparison may be the 
results of image transformation or the weighted intensity of a 
group of pixels. For example, we could derive a series of 
ordinal measures from Equation (2). 

     
( ( , , )) ( ( , , ))

( ( , )) ( ( , ))

f I x y t f I x x y y t

f x y f x x y yρ ρ

< + Δ + Δ

⇒ < + Δ + Δ
               (4) 

1 1 2 2 3 3 4 4

1 1 2 2 3 3 4 4

w I(L )+ w I(L ) < w I(L )+ w I(L )

w (L )+ w (L ) < w (L )+ w (L )ρ ρ ρ ρ⇒
           (5)       

where f(x) is a monotonic increasing function, iw (i=1,2,3,4) 

is positive coefficient and ( iL ) (i=1,2,3,4) is spatial location 
in a region. 
   In order to extract different kinds of ordinal features, we 
propose Multi-lobe Ordinal Filter (MLOF) with parameters, 
such as distance, scale, orientation, number, location (Fig. 3). 
Each local biometric region is encoded to 1 or 0 based on 
sign of its filtering results with MLOF (Fig.4). Feature 
matching of different binary ordinal templates can be based 
on Hamming distance. 

 
Figure 3 – Examples of Multi-lobe Ordinal Filter 

 
It is interesting to find that some state-of-the-art iris [14], 

palmprint [15] and face [16] recognition algorithms may be 
seen as special cases of ordinal measures. For example, Ga-
bor based encoding filters used in iris code [14] and palm 
code [15] are essentially ordinal operators (see Fig. 5). For 
odd Gabor filtering of local image patch, the image regions 
covered by two excitatory lobes are compared with the image 
regions covered by two inhibitory lobes (Fig. 5b). The fil-
tered result is qualitatively encoded as “1” or “0” based on 
the sign of this inequality. Similarly, even Gabor generated 
iris code is mainly determined by the ordinal relationship 
between one excitatory lobe-covered region and two small 
inhibitory lobes-covered regions (Fig. 5d). Because the sum 
of original even Gabor filter’s coefficients is not equal to 0, 

 
Figure 4 – Biometric Feature Extraction with Multi-lobe Ordinal 

Filter 
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Figure 5 – Odd and even Gabor filters used in [14][15]. (a) Odd 
Gabor filter. (b) Ordinal comparison of image regions using odd 
Gabor filter, “+” denotes excitatory lobe covered image region and 
“-” represents inhibitory lobe covered image region. (c) Even Gabor 
filter. (d) Ordinal comparison of image regions using even Gabor 
filter. 
 
the average coefficient value is reduced from the filter to 
maximize the information content of the corresponding fea-
ture code [14][15]. Local binary pattern (LBP) becomes a 
popular image analysis tool now and has achieved state-of-
the-art face recognition performance [16]. In fact, a LBP 
code just models the ordinal measures between one pixel 
(region) with its surrounding pixels (regions). In conclusion, 
ordinal measures form a general framework for biometric 
representation which may help to understand the discriminat-
ing power of biometric patterns, standardize biometric tem-
plate exchange format, and guide further research. The ulti-
mate purpose of the proposed framework is to guide the de-
velopment of new algorithms, so we explore novel and better 
ordinal filters for iris [22][23] and palmprint [24] recognition 
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respectively in the following two sections. How to learn or-
dinal features for face recognition is discussed in [25]. Fur-
ther details may be found in [22-25]. 
 

4. ORDINAL REPRESENTATION FOR IRIS 
RECOGNITION 

 
State-of-the-art iris recognition algorithms are based on Ga-
bor [14] and wavelet [17] filters, which could encode ordinal 
measures between connected image regions. But these meth-
ods [14][17] have ignored the rich ordinal information be-
tween non-neighboring regions. Within the ordinal frame-
work, we break the limitation of state-of-the-art iris method 
in local ordinal features and propose non-local ordinal meas-
ures for iris image representation. Such a transition is natural 
from the first line of Fig.3. We argue that non-local ordinal 
measures are more discriminant and robust than local ordinal 
measures. Because the adjacent iris image regions are highly 
correlated with each other, the probability that two more dis-
tant regions will differ is much greater than that of two adja-
cent regions. The larger the contrast magnitude, the more 
robust the contrast polarity. So long-distance ordinal com-
parisons are more tolerant to common image degradations 
than purely local ones.  
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Figure 6 – ROC curves of different ordinal measures based iris rec-
ognition algorithms 
 

Experimental results on CASIA Iris Image Database [18] 
demonstrated our ideas. We extracted 256 bytes iris code [14], 
shape code [17], local and nonlocal ordinal code (half dipole 
and half tripole feature code) respectively from the CASIA-
IrisV3-Interval dataset, then compared all possible pairwise 
feature templates to generate ROC curves and confidence 
interval of FRRs. The results are shown in Fig. 6. From the 
results we can see that these iris recognition algorithms all 
perform well and are with overlapped confidence intervals. 
Their performance is comparable since there are totally 2,048 
ordinal measures used in these methods, which are powerful 
enough to recognize almost all iris images successfully. 
However there still exist some differences in the reported 
ROC curves of these four methods, due to the different ordi-
nal filtering strategies employed in feature extraction. Be-
cause both iris code and shape code are based on local ordi-

nal measures, their recognition results are similar to local 
ordinal code. Comparatively, nonlocal ordinal code shows to 
be advantageous over these state-of-the-art iris recognition 
methods, although the improvement is moderate. 

In terms of computational complexity, ordinal code is 
also superior to iris code [14] and shape code [17] because 
ordinal code generation only involves simple low-pass filter-
ing and qualitative comparison. In contrast, iris code and 
shape code require image filtering with complex Gabor and 
wavelet kernel respectively. So iris code must pay approxi-
mately three times and shape code need twice of ordinal 
code’s computational cost for feature extraction. 

 
5. EFFECTIVE ORDINAL FEATURES FOR 

PALMPRINT RECOGNITION 
 
Following the same ordinal framework, a possible improve-
ment could be made by choosing well-designed ordinal 
measures as the palmprint representation, into which the 
characteristics of palmprint pattern should be incorporated. 
So we search the ordinal filter space to choose the most suit-
able ordinal features for palmprint recognition. We have 
tested the recognition performance of all possible two-lobe 
ordinal filters on PolyU Palmprint Database V1 (only 600 
images) [15]. The top 100 best performing dilobe ordinal 
filters are shown in Fig. 7.  

 
Figure 7 – Best performing di-lobe ordinal filters for palmprint rec-

ognition 
It is interesting to find that ordinal measures between or-

thogonal line-like image regions perform very well. The re-
sults are reasonable:  

 In low-resolution palmprint images, the most discrimi-
native features are the randomly distributed line seg-
ments, such as principal lines, wrinkles and ridges. So 
the shape of elementary filter lobe should be line-like. 

 When two line-like image regions’ directions are or-
thogonal, the correlation of the two regions is mini-
mized and ordinal measures are more robust. 

Based on above analysis, we propose Orthogonal Line 
Ordinal Filters (OLOF), as illustrated in Fig. 8, for palmprint 
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recognition. 
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Figure 8 – Orthogonal Line Ordinal Filters 

 
We have compared our method with state-of-the-art 

palmprint recognition algorithms, i.e. palm code [15], fusion 
code [19], competitive code [20] on UST hand image data-
base (5,660 images from 283 subjects) [21]. The results are 
shown in Fig. 9, which demonstrate that our ordinal code 
based on OLOF performs best. 
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Figure 9 –  ROC curves of different ordinal measures based palm-
print recognition algorithms 

 
6. CONCLUSIONS 

 
A general framework for biometrics recognition is proposed 
based on ordinal meausures. In this framework, image fea-
ture representation models used in the state-of-the-art iris, 
palmprint and face recognition systems may be unified. The 
architecture also provides directions for developing new and 
improved algorithms. Based on these, non-local and or-
thogonal line ordinal filters are developed for iris and palm-
print recognition respectively. Extensive experiments have 
demonstrated that our method achieves significantly higher 
accuracy than the state-of-the-art systems with lower compu-
tational cost.  
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