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Abstract

Traditional information retrieval methods fail to addréiss fact that information consump-
tion and production are social activities. Most Web searajirees do not consider the social-
cultural environment of users’ information needs and th&boration between users. This
dissertation addresses a new search paradigm for Web iafiomretrieval denoted as Con-
genial Web Search. It emphasizes personalization, cabdibn, and socialization methods
in order to improve effectiveness.

The client-server architecture of Web search engines didys the consumption of in-
formation. A peer-to-peer system architecture has beealadie®d in this research to im-
prove information seeking. Each user is involved in an ad#ve process to produce meta-
information. Based on a personalization strategy on each {heeuser is supported to give
explicit feedback for relevant documents. His informatn@ed is expressed by a query that
is stored in a Peer Search Memory. On one hand, query-doduwassociations are incorpo-
rated in a personalized ranking method for repeated infoomaeeds. The performance is
shown in a known-item retrieval setting. On the other harglieit feedback of each user is
useful to discover collaborative information needs. A neetlmod for a controlled grouping
of query terms, links, and users was developed to maintatnadliKnowledge Communities.
The quality of this grouping represents the effectivendsgrauped terms and links. Both
strategies, personalization and collaboration, tackéepitoblem of a missing socialization
among searchers.

Finally, a concept for integrated information seeking wagadoped. This incorporates an in-
tegrated representation to improve effectiveness of métion retrieval and information fil-
tering. An integrated information retrieval process exgoa virtual search network of Peer
Search Memories in order to accomplish a reputation-bamadirg. In addition, the com-
munity structure is considered by an integrated infornmefilbering process. Both concepts
have been evaluated and shown to have a better performaacdréditional techniques.
The methods presented in this dissertation offer the paletoivards more transparency,
and control of Web search.






1 Introduction

We live in an age of information overload, an age bringinghifaa yearly production of

print, film, optical, and magnetic contents requiring rolygh5 billion gigabytes of storage
(Lyman and Varian, 2000). An advanced navigation strategydispensable for overall user
satisfaction. A look at today’s Web search capabilitiexeads that the Web is still in an
embryonic state with limited search facilities.

Observation 1: Information providers are dependent on Web search engwtesh give
access to their information. Due to the ongoing competiioong Web search provi-
ders, having only one main search engine would bring abeutisk of a monopoliza-
tion of information access.

Observation 2: Web search engines do not use transparent relevance asséssmlo
user-specific ranking functions are considered in ordertitzel an individual rele-
vance measure for each user.

Observation 3: Web search engines do not assist awareness of similar Satentsts of
other users. Due to a system-centered design, collabenaixieval strategies based
on validated results of other users are not shared among. user

Observation 4: Web search engines do not foster socialization among teensun order
to facilitate the reliability of document contents and ussommendations. No media-
tion of information based on communities is performed iratgsl pure reference-based
retrieval systems.

All four observations identify shortcomings of the curr@vib search reality. Each observa-
tion reveals the need of a more user-centered design of ehseagine. From the very first,
Tim Berners-Lee’s concern had been to build a communicagietem that connects people
as well as machines. Today, machines do not have the alfisigmantic document process-
ing. Hence, a new contribution to the future will be the 'Satm@aWeb’, an ambitious project
that surpasses the original ideas of the World Wide Web. Hngqolar contribution of this
dissertation is a new search paradigm which incorporaesr#iditional roles of users and
Web search engines in a decentralized manner. Insteadaduting a new retrieval model,
this dissertation focuses on new cooperation issues ambuseas. They include advanced
Web search techniques. The new paradigm for Web search aetbascongenial



1 Introduction

1.1 Goal of Congenial Web Search

The main goal ofCongenial Web Seardk to bring people together in order to address in-
formation needs they have in common. The underlying seaacddgm of Congenial Web
Search expects users to rethink the familiar Web search itlaspires a continuous interac-
tion among users in order to improve retrieval effectivendsdividuals are not only ‘users’
of the system, but they are part of an information seekinggse that combines information
retrieval and information filtering. In order to bridge thapgbetween dynamic information
sources and the variability of information needs, all usersribute to the system.

Congenial Web Search does away with the established rolesot ¢liser) and server (search
engine). All individuals are not only clients of the searciyi@e, they are treated as provi-
ders, also. Each user maintains a distributed search semooperation with a Web search
engine. For both roles, two central requirements are defined

Transparency Each process of Congenial Web Search must be transparerd tséh.
He must be aware of all information providers that have ¢buted to his
search result.

Visibility Each user must be visible to other information consumersderao share
common interests. Furthermore, the interaction must beredd for a
group of users with long-term information needs.

1.2 Towards Congenial Web Search

The success of a new service that provides users with aacesgetse information sources
depends on an effective information seeking process (Lodbrarry, 1992). Several con-
ceptual models for information seeking exist and are dsediby (Belkin et al., 1995), (Ellis,
1989), (Ingwerson, 1996), (Jarvelin and Wilson, 2003), @ashlthau, 1991). Such models
assist the design of an information system correspondiriggasers’ needs. Information
seeking begins when someone realizes that his current kdgelabout a subject is inade-
guate. The information seeking process ends when the pedceeed has been satisfied. In
general, each information seeking process consists af gubtasks: collecting information
sources, detecting useful information sources, and disgldahem (Oard, 1997). In partic-
ular, the goal of an information (retrieval) system is toypde the user with information
from the knowledge resource helping him in problem managertielkin, 1984). Belkin
and Croft (1992) described retrieval of documents from ahieat collection and filtering
documents from an incoming stream of documents as two sidége same coin. This dis-
sertation combines both processes in a user-centered mdfaeh user contributes to the
system with local relevance feedback enhancing persathliformation sources. Owing
to a collaboration among all users, ad-hoc communities eaddntified for common inter-
ests. The interaction between users or Web search engimes &virtual search networlof
personalized information sources. The interweaving ajrimation retrieval and filtering in
such a network is derived in two steps:
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Figure 1.1: Roadmap towards Congenial Web Search

1st Step - Congenial Web Search integrates users who maintain dynarfaomation
collections. Each information need, and the retrievedveele document are
used to build &ersonalized Search Memonyth validated results.

2nd Step - Congenial Web Search comprises a networking of users basedrmon
search interests. All users occupy two roles in the virteatsh network, infor-
mation consumer and information provider.

Figure 1.1 describes the roadmap towards Congenial Weblseahis approach relies on
personalization, collaboration, and socialization teghes in a user-centered architecture.
Each technique offers important advantages:

Personalization A personalized search can be maintained either on the semraéient-
side. The user benefits from a personalization on the céielgtwofold:

e A personalization strategy on the client-side is indepahdéa search service.

e Search sessions with different providers are representgllg on each local machine.

The main task of the personalization component is a unifazoess to data services and a
collection of relevance feedback. The problem of ‘Keepimgiid Things Found’ (Jones
et al., 2001) is addressed by a novel approach to combiné releaance feedback with
results from a Web search engine. An exploratory data asatysa Weblog corpus con-
firmed repetitions among search sessions. These repstittmcern both types of duplicates,
gueries and link views. If a user requests a similar quergnaigg his prior interests, a per-
sonalized ranking assists the fusion of well-known and reswlis. The effectiveness of this
approach has been shown with an evaluation of usage datamimary, the personalization
component defines a single-user strategy to build a peiigedahformation collection. No
other users and their relevance feedback are taken intaaceothis strategy.
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Collaboration A collaboration among users during Web search is based omomities
which represent validated information collections. It graat challenge to discover common
search interests transparently in order to maintain Mitoenmunities. In a user-centered
system design, the discovery of common search interestsotled by the user’s actual
interest has two benefits:

e Novice searchers profit from validated results of a usergrou

e Users are organized according to common, long-term irtteres

The main task of the collaboration component is to discoseraiwith common search inter-
ests. Similar relevance assessments are exploited to thesggouping of terms, documents,
and users. The collaboration strategy is independent oinfloemation seeking process.
A novel representation of collaborative information nesdpports dynamic interests, as
well as static ones. Each relevance feedback assessmaitema discovery process. The
grouping of users, terms, and documents was shown to haghayhality. The community
administration does not rely on a central instance. It isagad by all members in a self-
organized manner. Users are organized in a community ibggtis of long-term interest
for them.

Socialization  Social relationships or social networks are useful for figdnformation.
The collaboration component groups users without meagurow much someone con-
tributes to a community. The assignment of social ranks éosusas two benefits:

¢ All information providers are assessed by their importdoc®ther members.

¢ Information consumers profit from a reputation-based magki

The main task of the socialization component is to explogeintual Search Network and to
assign social ranks. The main challenge of a reputation geanant within this network is to
preserve the anonymity of users. Owing to the personabzaind collaboration component,
Congenial Web Search relies on a common representationarfmiation needs and collec-
tions (see Figure 1.1). A novel interaction-based strate@y developed to compute global
authority scores for each user. Personalization, colkhmr, and socialization techniques
are the basis for an integration of both information seekiragesses, information retrieval
and information filtering. Users with short-term interests well as long-term interests are
assisted by an integrated information seeking system.

Integrated Information Seeking A cooperative pull-push cycle is a general model for
all interactions in the virtual search network. This netwoontinuously grows by two pri-
mary user actions. On one hand, each client consumes infiorma the network by an
information pull On the other hand, each client is a provider of relevanaesassents which
are recommended to other users byrdormation pushFigure 1.2 shows a flow diagram of
a distributed search with an integrated information seglits) system. In general, the inte-
grated information seeking process is similar to an infaromaretrieval process. It satisfies
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a user’s information need through retrieving a set of itelnag tontain the desired informa-
tion. The main difference arises from the combination oftaeeal and filtering process.

The user’s information need can be either a short-term angrterm one. Dependent on the
type of information need, the expression of the informatieed as a query is done by the
user or by the system. System-generated queries rely onr-apsefic search profile that

associates terms with joined communities. The integratEmtmation seeking (lIS) system

can be broken down into the following functionalities:

1. The lIS system localizes documents that are possiblyartdo the queries. Only for
the local search, features are extracted from queries hdeats, as well as communi-
ties. In addition, the query is propagated to a Web searcimeng

2. The IIS system ranks the documents of all data servicesmdidpg on their relevance.
The ranking function considers the personal search merasnygell as the users’ rep-
utation that is calculated the socialization strategy.

3. The 1IS system collects user ratings for relevant docusaeifthese documents are
stored according to the personalization strategy in a Pearc8 Memory. Further-
more, relevance assessments are used to discover congawttording to the col-
laboration strategy.

The main challenge of the system design is the implementati@ unified framework for
information pull and information push. An information putiutes a query to different data
services. All clients process the query in a transparentner@nA selective usage of spe-
cific data services for retrieval or filtering is more effgetthan the present state of the art
methods.
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1.3 Research Contributions

In the current Web, the roles of providers and consumersoarsttict. To avoid a system-
centered design, a flexible framework is necessary. Theargseontributions have been
broken down into seven claims:

1. Model of personalized information sourceA.personalized information source har-
nesses collective information about all search sessioasodations between queries
and documents of a user build a fundamental user profile fonfarmation seeking
processes. The effectiveness of a personalized rankeiggyris examined with usage
data.

2. Architecture (P2P) of cooperating data servicdsach user maintains a data service
in a network of cooperating services. The new architectbhezes individual query-
document associations among all peers. In addition, exttefata services of Web
search engines are integrated in a personalized informedtoeval process.

3. Process for forming ‘communitiesA novel grouping approach discovers similarities
among users’ associations. Users can confirm their lomg-teterest of a specific
topic with a membership to a community (Gnasa et al., 2003)e quality of the
grouping was evaluated based on terms and links. An autdnmag¢hodology was
developed to measure link quality.

4. User networking based on replication of associatioi®eplications between peers
possess quality assessments of information providersy aieeutilized for two user-
centered evaluation measures:

¢ Global Reputation: Relevant information that has been pealid others lever-
ages a global authority measure. The effectiveness wasegdfor a reputation-
based ranking (Kirsch et al., 2006).

e Community-specific Trust: The trust of a user in the recomraéods of another
user is a local measure between two peers. The effectiveveessexamined for
community-based filtering.

5. Unified model for information seekin@he unified search model is a novel integration
of two information seeking processes, information retrie@and information filtering
(Gnasa et al., 2004a). The interaction among data servieegdependent of the
process type.

6. Community-specific selection of recommendatid@smmunities are used as a novel
source for recommendations to decrease the number of gpests. The new method
Is as effective as a state of the art retrieval method, bstimare efficient for a dis-
tributed environment without a central index.

7. Open source reference implementatiolm. order to benefit from a collective adap-
tion, an open-source reference implementation ensureseaeaxnd experimentation.
ISKODOR (Gnasa et al., 2004a,b) is a prototype following existiragndards for peer-
to-peer applications.
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1.4 Outline

The remaining part of this dissertation is structured devd:

In Chapter 2, prior research on information retrieval andnmfation filtering are surveyed,
with the focus on personalization, collaboration, and aaation techniques. It also lists
related systems.

Chapter 3 presents the concept requirements, and definestiieeture for Congenial Web
Search. The system design is based on a peer-to-peer aigplitamework that uses exist-
ing standards for network communication.

Chapter 4 describes the local storage of explicit relevaeeealdack with a Peer Search Mem-
ory. This chapter introduces a new client-based persatadiz for repeated information
needs. A Weblog corpus was processed to explore usershskahavior, and to evaluate
the effectiveness of the personalized ranking strategy.

Chapter 5 defines a novel concept to model communities bydgirey personalized infor-
mation sources introduced in Chapter 4. Each user initifesliscovery process, and a
controlled grouping method finds similar terms, documesantsl, users. The new community
method is employed in improving information retrieval aritefing. A test corpus of log
data was built to simulate community discovery.

Chapter 6 presents a novel approach for interweaving infoomaetrieval and information

filtering processes. This approach was used in conjunctidim tive new personalization
and collaboration strategies. They are employed in immgpauthority-based retrieval and
community-based filtering.

Chapter 7 describes the prototype implementation. Operecs@omponents are integrated
in order to reduce development time.

Lastly, Chapter 8 concludes the dissertation by discustrgnitations, its future work, and
its impact.



1 Introduction




2 Literature Review

This dissertation draws its inspiration from a number ofedént sources, and covers cur-
rent and emerging trends in information retrieval and esldtelds. This chapter contains
historical remarks about the World Wide Web and its relatmrthe information retrieval
history. It reviews related concepts and systems for in&tiom seeking, personalization,
collaboration, and socialization.

2.1 Historical Remarks

All predictions about future developments in the field of guier science beyond the next
10 years may be looked at as science fiction. Some phenomamayér, that were already
observed sixty years ago, have become reality meanwhilallocome true within the next
decade. According to Umberto Eco’s (1996) pessimisticpeatve of the future, a three-
class society will develop with a large lower class, a paoiat without computer access,
a middle class, the 'bourgeoisie’, formed by people who bgecomputer only passively
(e.g. by checking flight availability), and an upper clag® thomenclature’, whose mem-
bers know how to use a computer according to their needs, @Endlde to keep up with
technological progress. But even this chosen minority isatened: faced with a flood of
information, it does no longer know what to select.

If someone offered us one billion dollars, but on the conditihat we counted
out only one-dollar bills, we’d rather not accept. Supposeceeded one sec-
ond per dollar, this operation would take thirty-one yedrs}] Fortunately, we
can accept a check for one billion dollars and that settld3uit with a voucher
for one billion information units of the new technologiekinggs would not be
settled!

Today, technological progress approaches large infoomabiads and fast network speeds.
On the other hand, it is not possible to achieve a proportioneease of the human capacity
load. That is why new tools need to be developed that keep wahethe rapid growth
of digital information sources. The history of informatiogtrieval can be traced back to
approximately 2000 B.C. when the Sumerian literary catalogagprobably the first list of
books ever written. In modern times, the popularizatiorhefitlea of information retrieval
started in 1945 (Lesk, 1995). Vannevar Bush’s 1945 artickew® may think’ (Bush, 1945)

1This citation was originally published in German (Eco, 1296
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Figure 2.1: Vannevar Bush’'s Memex

presented a vision of fast access to the contents of the wdildcaries. His vision has been
a technical inspiration for many other researchers eveesaithough the core of that vision
has not been realized yet.

Vannevar Bush’s historical influence is sometimes forgottemisunderstood. As the his-
torian Michael Sherry said, "To understand the world of Billt€aand Bill Clinton, start
with understanding Vannevar Bush" (Zachary, 1997). Busthislamreflected on how new
technology could help to solve the problems of the post-waresy. He envisioned a revo-
lutionary personal information machine, which is why thétiog-edge of computer science
refers to him as the godfather of the information age. At the & World War 1l, computer
science was still in its infancy, and Bush was particularlgaeyned about the explosion of
scientific information. As one major requirement of a dataord, he identified the need for
a continuousextensionstorage andretrieval facility. Bush proposed a device that was to
help individuals retrieve and store all essential humamtedge, as well as their own spe-
cific memories. Bush called this deviceraemex’, amemory extenderFigure 2.1 depicts
the machine Bush proposed, which is part computer, part ficbey and part database. The
integrated information retrieval system used an asseeiatiethod of information selection
rather than an artificial index. Bush was aware that the humamtahprocess could not be
artificially duplicated, but that researchers ought to bke &b learn from this process. A
memex should enable the user to consult books, records,camehenications in an efficient
and flexible way. This goal can be achieved by an associatdexing, where the choice of
a keyword initiates the selection of other entries assediatith this term. For Bush, this
process is realized by trails of associations which linkngrand which can manually be
supplemented with new terms and associations. Owing to gregagtion with other memex
contents of friends or authorities, Bush advocated new farhescyclopedias. As a whole
they would have to be much larger than the sum of their collegarts. Bush’s visionary
article ends with the words:

Yet, in the application of science to the needs and desiresof it would seem
to be a singularly unfortunate stage at which to terminageptiocess, or to lose
hope as to the outcome.

Since the publication of Bush’s visionary article, othern@ers have been inspired by his
work. In the course of the information age, his ideas hava leedanced and now, they can

10
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AN AUTHOR-BASED, LITERARY AND CULTURAL DESICN

The Xanadu Document Model

built on the assumption of perpetual change and re-use
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Figure 2.2: Ted Nelson’s Xanadu Model

be found in nearly every computer science discipline. Fangd{e, the memex directly in-
fluenced and inspired the two researchers generally cegith the invention of hypertext,
Douglas Engelbart and Ted Nelson. Even though the memexotaenconsidered a true
hypertext system, the major history of hypertext starté it

During the 1960s, Engelbart designed idLine System’ (NLS) (Engelbart, 1962), which
was a revolutionary computer collaboration system. Théstbe applied have been trend-
setting for today’s personal computers, which still define turrent standards. Engelbart,
whose team developed a linkage among heterogeneous dadabsrp, is best known as the
inventor of the computer mouse, and as a pioneer in the fieldiofan-computer interac-
tion. With NLS computer-interface elements, such as bipjpea screens, multiple windows,
groupware, hypertext, and precursors of graphical userfattes had been developed long
before the personal computer revolution (Engelbart andigngL968).

The term ’'hypertext’ was coined by Nelson in 1965 (Wedel@§5). He foundedProject
Xanadu’ (Nelson, 1965) in 1960 with the goal to develop an authormgjlzrowsing system.
Due to the simultaneous and collective editing of a docuiiiet differentiation between
author and reader can be balanced. Today, the final aim optbject, the maintenance of
the world’s knowledge by use of a computer-supported canuevork which organizes the
access to a particular information item, still appears iaopNevertheless, with Xanadu a
document management tool was conceived which allows aditoreasion management and
rights management. The Xanadu model as depicted in FigRtagsists content availability
in a simple fashion. Based on a distributed storage, eachntiimius maintained as a virtual
file consisting of a list of contents. This capability of dowents to include sections of other
documents by reference is calldnsclusion Such a model foresaw world-wide hypertext
decades ago, but only a shallow structure led to the sucdéebe &Vorld Wide Web. The
Xanadu project itself failed to take off for a variety of comtersial reasons.

In addition to the projects of Nelson and Engelbart, a nundfezxperimental hypertext

systems have been developed, but none of these systemsgeathiglespread success with
a large interest community. All the earlier hypertext sgstehave quickly been outdated by
the success of Tim Berners-Le&&orld Wide Web’ (Berners-Lee, 1989) since 1989. This

2http ://xanadu.com/xuTheModel/, last visit on 2006/03/01.
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model lacks many features of the earlier systems such ad tiyyes, transclusion and source
tracking, which makes it a gross over-simplification. Hoem\uhe internet connectivity
increases continuously over the last five years as visuhiliz€igure 2.3. The strong linkage
of the actual hypertext model proves that many of Projectadars proposed features have
found their way into other hypertext systems beyond the Web.

To summarize, one can say that since Bush, each of the visressred has turned out to
be a step towards his dream of a world-wide sharing of knogde&rom today’s viewpoint,
the hardware he proposed seems mostly out of date, whichecardbained by the fact that
he could not predict the rapid developments of digital tedbgy. However, the goals in
software development envisioned by him have not been agthiget as a whole. In look-
ing to the future, Shneiderman advocates that we might dgaisform society by building
'genexes- generators of excellendghneiderman, 1998). The main goal of such inspi-
rational environments is to empower personal and colldalverareativity by a four-phase
model. The first phase of this model, which will be the focainpof this dissertation, is
the collection of information from an existing domain of kvledge. In the context of the
World Wide Web a large amount of information is accessibig,the construction of use-
ful knowledge with enhanced retrieval facilities is stiltldficult task. To achieve this goal,
researchers will have to overcome many unresolved problems

2.2 Information Seeking Concepts

Collecting the information sources, selecting the infoiorasources, and displaying the in-
formation sources are three subtasks which are applicabledriety of information seeking
processes (Oard, 1997). These tasks are fundamental tonatfon retrieval processes, as
well as information filtering processes. This section dss@s techniques that facilitate in-
formation retrieval or information filtering. In additiomdvanced retrieval techniques for
peer-to-peer networks are presented.

Shttp://www.caida.org/analysis/topology/as_core_network/, last visit on 2006/08/02.
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2.2.1 Information Retrieval

Information retrieval is an approach with a long researctony. Frakes and Baeza-Yates
(1992) identify six facets for the classification of an infation retrieval system: conceptual
model, file structure, query operations, term operatioasythent operations, and hardware.
The most general facet is the conceptual model because ssenal for the design of a
system.

Several taxonomies have been proposed for structuringstiadleshed conceptual models.
Faloutsos (1985) identifies three basic approactess pattern searclsignature searchand
inverted file searchThe first approach is the most straightforward way of loxathe doc-
uments that contain a certain search string (Faloutsos and, @995). Algorithms for full
text scanning can be found in several surveys, for exampiettik 1973). The advantage of
these methods is that they require no space overhead antaheffort regarding insertions
and updates. For large information sources, such methedsatvery efficient and have a
bad response time (Faloutsos and Oard, 1995). This distdy&ais also observed for signa-
ture file approaches using hashing (Knott, 1975) and supesed coding (Faloutsos, 1985).
A fast retrieval can be achieved by inverted file search, anded by almost all commercial
systems (Salton and McGill, 1983). Each document is reptedédy a list of keywords and
for each keyword a list of pointers to the corresponding doents is maintained (Falout-
sos and Oard, 1995). An alternative categorization of timeeptual models is proposed by
Belkin and Croft (1987). In a first step, they divide retrievathiniques intexact match
andinexact match For a detailed survey on these models see (Salton and MaG8B) or
(Belkin and Croft, 1987).

Text pattern search ariRbolean searclechniques are associated with the exact match cate-
gory. Both models retrieve all documents with an exact mat¢heoquery with one or more
text surrogates. Each query specifies precise retrievalieriand the result is a set of docu-
ments. The unranked Boolean retrieval model is the most cameract match model. All
documents are retrieved that satisfy a Boolean expressi@eadBan Boolean logic, standard
operators (e.gAND, OR, or NOT) are combined with terms or phrases to express a query. Doc-
uments are returned in no particular order, and the infaomabllection is partitioned into a

set of retrieved documents and a set of not-retrieved dosts@Belkin and Croft, 1992). On
one hand, this model has the advantage of an efficient queoggsing for large document
collections. On the other, the major problem is the absefhaayform of relevance ranking

(Bookstein, 1985), (Cooper, 1988), (Frants et al., 1999)).

The observation that some objects are more likely to be aatear more relevant to an in-
formation need than others led to the proposal of inexactimatodels. For this type of
models, each query describes a retrieval criteria for tisgelg documents. Every document
matches a query to some degree and the result is a ranketidstuments. With these mod-
els, the user has control over the size of the output and istedsn managing large result
sets (Marchionini, 1995). Recently, many approaches fotacemodels have been devel-
oped. The major representatives of this category are thenfivlg: fuzzy-set, vector-space,
probabilistic, inference network, and clusterintn this dissertation, the main emphasis is
on the vector-space model that is used by many informatibreval systems, as well as
information filtering systems.
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The vector-space modé€Balton and McGill, 1983) has been widely used in the tradl
research community of information retrieval. Salton (19@Hose this model as a basis for
the SMART system. Each document is encoded as a vector, wehehevector component
reflects the importance of a particular term in represerttiegsemantics or meaning of that
document (Berry et al., 1999). For a specific informationexilbn, at-dimensional vector
is generated for each document and each query from setsnd teith associated weights,
wheret is the number of unique terms in the document collection.iffeemation collection
containing a total offl documents is represented as:a d term-by-document matriX. The
value assigned to a term is typically a function of the freguyewith which the term occurs
in the document and in the document collection as a wholer¢(B@mnes, 1972). These two
factors are multiplied together with a length normalizatfactor to compute the resulting
term weight. Thus, the matrix elemeny is the weighted frequency at which teinaccurs

in document; (Berry et al., 1992). For example, the weights can be caledlatsed on
the following two numbers: (1) term frequendy;, the number of occurrence of termin
documenty;; (2) inverse document frequenay,= log(N/d;), whereN is the total number
of documents in the collection, anf] is the number of documents containing term(Li
etal.,, 2002). The numbefi; is a local weight that reflects the importance of termvithin
documenty; itself. The range of local weights differ in their complgxitom simple binary
values to functions involving logarithms of term frequessc{Berry et al., 1999). The inverse
document frequency belongs to the class of global weiglstigmes. These schemes range
from simple normalizations to advanced statistical-baggatoaches (see (Dumais, 1991),
(Sparck Jones, 1972)).

In an information retrieval system using the vector-spaoce@h a query is represented as a
set of terms, perhaps with weights, represented like a denurithe goal of query matching
is to find the documents most similar to the query in usage aighting of terms. For the
results, those documents are selected that are geomigtotadest to the query according
to some measure. This similarity can be defined by differesisures. Additional infor-
mation about this topic is available in several surveys, é/gn Rijsbergen, 1979), (Salton
and McGill, 1983), and (Zobel and Moffat, 1998). One commarasure of similarity is the
cosine of the angle between the query and the document se@&arimportant assumption
of the vector-space model is that terms are independentthe dimensions of the space
are orthogonal. This is a first approximation, but the assiomghat words are pairwise
independent is not realistic (Foltz and Dumais, 1992) aadddo the development of en-
hanced models. These models include several statistidahhtechniques capturing term
associations and domain semantics. For exaniglent semantic indexin¢_Sl) is one of
these methods which are extensions of the standard vazdoe snodel. More details of this
model are presented by Deerwester et al. (1990), Berry et@32), and Hofmann (1999).

The traditionalprobabilistic modelas first introduced in 1976 by Robertson and Sparck
Jones (1976). This model became later known asthary independence retrievéBIR)
model. The probabilistic approach is based upon directiegapn of the theory of prob-
ability to information retrieval systems (Kowalski, 1997his model is based on the idea
that for a user query a set of documents exists containinctlgxae relevant documents and
no other. If a description of this ideal answer set existsreghs no problem in retrieving
its documents. Thus, the querying process can be intetphasta process of specifying the
properties of an ideal answer set (Baeza-Yates and Ribeito-1899). The problem with
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such a process is that the properties (index terms) chaiaotethe semantics of a document
are unknown at query time. From this problem the fundamessimption arises describing
the probability ranking principle With this principle documents are ranked in the order of
their probability of relevance to the query. A well-knowropabilistic weighting scheme is
the Okapi BM25 formula (Robertson et al., 1995).

2.2.2 Information Filtering

Filtering of information is a concept which is not limitedetectronic documents (Foltz and
Dumais, 1992). Information filtering systems select docutsiérom a dynamic text stream
to satisfy a relatively stable and specific information needormation filtering combines
many processes that are responsible for the selection @fmattion. ‘Filtering’ is a fre-
guently used term, and a distinction from other processes aslinformation retrieval, rout-
ing, categorization, or information extraction is oftert nkearly defined (Belkin and Croft,
1992). For further details on the differentiation betwedimeo processes see (Belkin and
Croft, 1992) or (Oard, 1997). One of the earliest works onrmiation filtering is known
as 'Selective Dissemination of Information’ (SDI) (Houssamand Kaskela, 1970). This
technique was integrated into Luhn’s Business Intelligésggtem (Luhn, 1958) in order to
recommend new documents to scientists published in thessasf expertise. While SDI was
implemented on a large scale, it was used far less than peddiéacker and Soergel, 1979).
In the eighties, most of the attention was focused on geingriaiformation. Denning (1982)
advocated to focus more attention on receiving informatibims process includes the con-
trolling and filtering of information in order to prevent anwanted reception. Belkin and
Croft (1992) identify three major characteristics that eagemtial to the information filtering
process. First, an information filtering system is an infation system for unstructured or
semi-structured data. Second, such a system processealamunts of data from streams
of external information sources. Third, the informatioredef an individual or a group is
described with a profile including long-term interests.

Information filtering techniques have been applied to sdvareas of applications. For a
survey of these areas see (Baudisch, 2001). The followihgrigsents filtering applications
of the following domains:

e Usenet News InfoScope (Fischer and Stevens, 1991), GroupLens (Restick.,
1994), SIFT (Yan and Garcia-Molina, 1995), BORGES (Smeat6f6), NewsSieve
(Haneke, 2001)

e Electronic Mait InformationLens (Malone et al., 1987), Tapestry (Goldjpet al.,
1992)

e Web Pages WebWatcher (Joachims et al., 1997), Fab (Balabanovic amthegh,
1997), Select (Alton-Scheidl et al., 1999)

e Movies, MusicMovieLens (Miller et al., 2003a), Ringo (Shardanand and $14895)

Aside from the differences between information retrievadl anformation filtering, many
techniques originally developed for text retrieval can bedified to support the filtering

15



2 Literature Review
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Figure 2.4: Classification of Information Filtering Apprdes

process. Malone et al. (1987) refer to such technique®eigl cognitive or economicp-
proaches to information filtering. The two main researclaggyms are cognitive and social
filtering. Cognitive filtering is also denoted asntent-based filteringy several authors, e.g.
(Baudisch, 2001) or (Oard, 1997). The research heritagegsfitiee filtering has its roots in
the information retrieval community, and many of its tecjugs are employed in information
filtering systems. Cognitive filtering approaches char&ethe content of a message and
the information needs of potential message recipients lagml ise these representations to
match messages to receivers (Malone et al., 1987). Thi®apprunderlies the assumption
that the meanings of objects and queries are captured infispsords or phrases (Mar-
chionini, 1995). Specific models have been developed irrimédion retrieval for this task,
and Figure 2.4 depicts the major alternatives in regardda@tinceptual models for informa-
tion retrieval. Beside the vector-space model as a majoroagjprto document filtering, for
example, inference networks are used for document filtdgag (Callan, 1996)).

Pure content-based approaches have several shortconttirgs. only a shallow analysis
of certain kinds of content can be supplied (Balabanovic amoh&m, 1997). For some
applications, it is not possible to extract features of gesuch as movies or music. Even
with regard to text documents, the discussion of the linatet of existing cognitive models
captured only certain aspects of the content. Second,sgdta@ve an over-specialization
(Balabanovic and Shoham, 1997) due to the restriction ofn@eended items scoring highly
against a user’s profile. Third, a common problem of mostrmgtion filtering systems is
getting user feedback. It is an onerous task for users tod@aments. On one hand, the
fewer ratings are required the better is the user accept@reethe other, user ratings are the
only factor influencing the performance of future recomnagimhs. Hence, the performance
of pure content-based systems depends on the quantity dibdek information. Further
details of relevance feedback are discussed in Sectioh.2.3.

To overcome the shortcomings of pure content-based appeeaocial filteringtechniques
have been proposed. These techniques are also knavati@sorative filtering(see (Malone
et al., 1987), (Goldberg et al., 1992)). In this dissertatibe term collaborative filtering is
used denoting the following description. This type of filkgrapproach automates the social
process known as 'word of mouth’ (Shardanand and Maes, 1896)r society people rely
on recommendations from other people either by word of mawitommendation letters,
movie or book reviews, or general surveys (Baudisch, 200hge dutomation of this pro-
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cess, in turn, relies on the fact that people’s tastes areandomly distributed. It has been
observed that general trends and patterns exist withiraite bf a person, as well as within
a group of people. As depicted in Figure 2.4, social filteimglassified into active and
passive approache#ctive collaborative filteringMaltz and Ehrlich, 1995) builds on the
common practice where people tell their friends or collesgabout interesting documents.
This approach covers the active behavior of a user who findsaaluates a document to
share that knowledge with particular people. Furthermactiye collaborative filtering is
classified as eithgrush activeor pull active(Baudisch, 2001). This differentiation depends
on whether the system selects the recipients, or recipsehtst recommenders.

Passive collaborative filteringpproaches are well suited to situations where users benefit
from the aggregation of votes of many users. These appreaskecalled 'passive’ or "au-
tomated’ (Herlocker et al., 2000) because no direct conmebietween a user casting a vote
and users filtering documents based on these aggregatedexadés. A significant distinc-
tion to active collaborative filtering is that instead of éereal network (Kautz et al., 1997),
which must be maintained in the users’s minds, thousandsasSwand thousands of different
items can be considered (Shardanand and Maes, 1995). Tossuwanpassive collaborative
filtering consists of up to three sub-components: a userlpnatords the user’s interests, a
similarity function of user profiles weights each profile fisrdegree of similarity, and a se-
lection function denotes a set of the most similar profileslefailed discussion of algorithms
for passive collaborative filtering is elaborated on SecHc@.2.

Finally, pure collaborative filtering approaches try toveokhortcomings given for pure
content-based systems (Balabanovic and Shoham, 1997). vdnvileis approach leads to
certain problems on its own. At first, a new item cannot bemaoended until more informa-
tion is obtained by user ratings or similarity specificatiéurthermore, without a sufficient
amount of ratings it is not possible to determine the neighdod of a user. This problem is
denoted asold-start problen{Maltz and Ehrlich, 1995) dbootstrapping probleniResnick
et al.,, 1994). Second, if a user has unusual tastes compatée test of the population,
he gets poor recommendations as long as no other user witlarsinterests is detected
(Maltz and Ehrlich, 1995). The last two problems both intkecthat collaborative filtering
approaches depend on the size and the composition of th@oigelation. To tackle these
problems hybrid approaches for content-based, collaiveréltering have been developed
(Balabanovic and Shoham, 1997).

2.2.3 Peer-to-Peer Information Retrieval

Recently, peer-to-peer (P2P) systems have emerged as po@yldo share huge volumes
of data. The underlying paradigm holds more than simple ffisgiag via search engines or
peer-to-peer networks. However, information retrievathmods for peer-to-peer systems are
still at their infancy. Information retrieval in peer-te@r networks can be characterized by
two goals: efficient retrieval of documents and effectivdifig of a set of best matching doc-
uments. Intelligent routing strategies are necessarydaavhigh network load. Many of
the most efficient routing strategies rely on relatively glieretrieval methods and homoge-
neous network environments. The existing peer-to-pearsek can be broadly categorized
into: (1) unstructuredP2P networks (Loser et al., 2003; Lu and Callan, 2003), whareh
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the salient feature that data objects do not have globaluenids, and queries are formu-
lated with set of keywords, and (8}jructuredP2P networks (Tang et al., 2003; Tang and
Dwarkadas, 2004), which include systems that can be cleized by unique identification
keys. The second approaches mostly focus on the use of P2Ryowetworks for dis-
tributed indexing of document collections. Commonly, a hafsthe content is used to build
Distributed Hash Tables (DHT). They can be distributed @areral nodes within a net-
work. A concrete implementation of a DHT is realized in the @om-Addressable Network
(CAN) model by Ratnasamy et al. (2001). In this model, all paeesarranged in a (logical)
d-dimensional Cartesian coordinate space. The entire auatelspace is dynamically parti-
tioned into so-called zones among all the nodes in the sydiaich node is dedicated as the
owner of exactly one zone. The partition into zones is w@dizo conduct requests (insert,
lookup, or delete) to key/value pairs. Each key is mapped onge point in the coordinate
space through a common hash function. This point does alsespmnd to a distinct zone
that is maintained by a peer. Following the CAN model, the @alfithis key can be inserted
or retrieved in the hash table of this peer. If this zone ismatntained by the requested
node, the request is routed through a range of intermedoatestowards the node that con-
tains the key in his local hash table. To do so, each nodeiaddily maintains a routing
table that contains a number of adjacent nodes in the talble.tdpology of a CAN-based
system is not fixed, new nodes can be inserted, existing readebe deleted and so on. For
information retrieval techniques in peer-to-peer netwodistributed hash tables can not be
easily used due to the limitations in scalability.

The work on distributed information retrieval (Callan, 20@hd metasearch is related re-
search to peer-to-peer information retrieval. It is maiobncerned with the merging of
results and database content discovery. The World Wide Webhaghly distributed infor-
mation source intensified the research in this area. Balkg5j2@visited three approaches
that are also common in peer-to-peer information retrieval

e Abstracts of Information Sourceshe set of terms in the collections’s inverted in-
dex are often used for an abstract of the individual coltectiBloom filters (Bloom,
1970) are a popular technique for an efficient represemtatidghese abstracts. Plan-
etP (Cuenca-Acuna and Nguyen, 2002) uses Bloom filters foevatrand a gossiping
algorithm disseminates a peer’s index in a predefined contynuMore details of
PlanetP are discussed in Section 2.4.2.

e Collection SelectionA major problem in distributed environments is the idengifion
of resources containing documents relevant to a query. nergg benefit estimators
are used to estimate the expected result quality for eadwidio@l collection. CORI
(Callan et al., 1995) is the most popular benefit estimatopéar-to-peer information
retrieval, because only a limited amount of statisticahdateds to be exchanged.

e Metacrawlers:A related research field to collection selection are scedathetacrawl-
ers. For example, GIOSS (Glossary of Server Servers) (Boestal., 1999) addresses
the problem of selecting the most promising document ctitiedrom the WWW with
respect to a query. It collects only meta-data about thevidgial collections like the
number of documents in each collection and how many docwsrieneach keyword.
Metacrawlers can not be easy integrated in a peer-to-p&asiructure because their
index must be updated whenever the collection changes.
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Related work on distributed information retrieval and mesash addresses only the problem
of integrating a small and typically rather static set of eriging retrieval engines and infor-
mation sources (Balke, 2005). Federated search in suchnsystdess challenging than a
collaborative search process in highly dynamical pegyeer systems. The major problems
of peer-to-peer information retrieval is the peer’s autag@nd the relatively high network
churn. Tryfonopoulos et al. (2004) use the ideas of sel&oizpd overlay-networks for an
architecture to support both query and publish/subscubetfonalities. In their architecture,
they differentiate between two kinds of nodes: super-paedsclients. All super-peers are
equal and have the same responsibilities. Each of these peeses a subset of clients. In
addition, a generic architecture for a P2P-IR system isgseg by Arberer et al. (2004). The
IR process is decomposed into four different layers. (1)h3part Layer Communication,
(2) Structured Overlay Networks, (3) Document and Contentdg@ment, and (4) Retrieval
Models. All layers have the advantage of using the samestrfreture provided at the lower
layers. A key-based routing of (structured) overlay neksas identified as the key contribu-
tion of P2P systems to support P2P-IR efficiently. Furtheemthe modular design enables
resource sharing of knowledge, and saves resources inl ghdtxanation retrieval.

The overhead of maintaining indexes in the presence of nitebaurn is an important aspect
for peer-to-peer information retrieval. The simplest noeltlior querying peer-to-peer sys-
tems is flooding a query to all adjacent peers in a certain eumbhobs. With this strategy,
answers only from a limited radius around the querying peereceived. Routing indices
(Crespo and Garcia-Molina, 2002) are a more sophisticatategy to find very commonly
gueried items. The goal of routing indices is to choose tis¢ eighbors of a peer to forward
a query until the maximal number of desired results is redchreaddition, the idea of social
metaphors is proposed for a locality-based routing. Temgi@l. (2004) incorporate in their
research this strategy for routing queries to peers thatoffayinteresting documents. Each
peer maintains a local index about content providers thee loffered relevant documents
for a query in the past. Typical popularity distribution®gha high amount of replication of
popular items in recent file sharing application (Chawathed.e2003). For a high retrieval
quality, Bender et al. (2005) motivated the novelty concégbtiections. An efficient query
routing is proposed by a bookmark-driven approach for Wetncde(Bender et al., 2004).
Every peer has a full-fledged search engine with a (thenilgticegused) crawler. All peers
in this system are autonomous and share their local index$yng meta-information about
their bookmarks.

2.3 Related Concepts

The selection of related concepts is inspired by emergargls in the context of Web search.
A new trend is observed for commercial and non-commerciab \&earch engines. On
one hand, Web search services expand their service by pdicmmhsearch interfaces, e.g.
Google Personalizéar Yahoo! My Web 2.8. On the other hand, collaboration among users
can be explicitly assisted due to social relationships.example, Yahoo! My Community’s
Web provides a service to administrating contacts that ansidered during Web search.

“nttp://labs.google.com/personalized, last visit on 2006/03/01.
Shttp://myweb2.search.yahoo.com/, last visit on 2006/03/01.
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Although these services allow users to participate in a nmat®@idual search process, they
fail to address the fact that information production andstonption are implicit social ac-
tivities. This dissertation addresses this problem wit techniques for an integration of
personalization, collaboration, and socialization.

2.3.1 Personalization Strategies

This section elaborates on personalization strategids patticular emphasis on the Web.
The process of Web personalization is defined as "a custaomzaita \Web site to the needs
of specific users, taking advantage of the knowledge aadjfrioen the analysis of the user’s
navigational behavior (usage data) in correlation witteothformation collected in the Web
context" (Eirinaki and Vazirgiannis, 2003). There are m&mds of data that can be col-
lected on the Web. Srivastava et al. (2000) divide such daetafour categoriescontent
structure usage anduser profile The content of a Web page is usually described as text and
provides the main content resource for information cole. This content is organized by
an intra-type structure including various HTML or XML tagslay an inter-type structure
connecting pages with hyper-links. Usage data describpdtierns of usage of Web pages,
such as IP addresses, page references, and the date and dowss. The collection of
such data can be performed on a server level, client levgdraty level (Srivastava et al.,
2000). A user profile provides information about users of \&kds. In particular, a profile
contains demographic information, such as name, age, goeiat, for each user, as well as
information about the user’s interests and preferenceis. imformation is acquired through
registration forms or questionnaires, or is inferred by malysis of usage data. The objective
of a Web personalization system is to "provide users withrfe@rmation they want or need,
without expecting from them to ask for it explicitly” (Muln@a et al., 2000).

Pitkow et al. (2002) describe two general approaches tmpahzing search results for indi-
vidual users: (1) query augmentation or (2) individualaeking of results. In this work, we
focus on result re-ranking. For this approach, informa#ibout individuals is needed in the
form of user profiles. Searchers are required to expressittiermation need with a set of
query terms being submitted to a search system. For thisaaskformation need existing
implicit in the mind of the searcher is transformed into arslkaxpression or query. This
process is known aguery formulation Choosing the right description for an information
need is not an easy task for a searcher. The resulting quérg ompromised information
need (Taylor, 1962). In the domain of information filteringampromised information need
is denoted aprofile. It represents the user’s long-term information needs. flimdamental
types of user profiles are identified by Kuflik and Shoval (2000

Content-based Profile:  This approach is concerned with the representation of al@rofi
similar to a query. For query modification, relevance feetth®alton and Buckley,
1990) is the main post-query method for automatically imeprg a system’s represen-
tation of an information need (White et al., 2003).

Collaborative Profile:  This type of profile consists of a set of 'nearest neighbogrss
(Balabanovic and Shoham, 1997) whose past ratings havertiveggest correlation.
The correlation is based on the rating patterns of all users.
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The distinction of profiles is derived from the classificatiof information filtering ap-
proaches discussed in Section 2.2.2. In this section the emphasis is on content-based
profiles. Collaborative issues are primarily elaborated entiSn 2.3.2. In addition to
content-based profilefiltering-rulescan be used to express information needs. Such rules
include demographic and social characteristics of the inserder to compare different rel-
evance judgments of a certain object by different users. ibgss of the type of a user pro-
file, techniques for itgreationandupdateare necessary. Two fundamental methods for the
creation and update of profiles are classifiedser-created profiler system-created profile
(Kuflik and Shoval, 2000). Both methods deal with the creatiboontent-based profiles. In
particular, system-created profiles are based on autoinaléxing in order to identify the
most frequent and meaningful terms constituting the profilee following description is
primarily focused on system-created profiles.

For the information filtering task, the similarity betweemprmfile and each incoming doc-
ument is calculated. All documents with similarities highllean a defined threshold are
retrieved. The problem of settirdjssemination thresholds usually based on large sets of
labelled sample documents (see (Callan, 1998), (Zhang andnCab01)). All retrieved
documents are presented to the user who prowielesance feedbado the system. This
feedback information is used to update the profile. Owincheodimilarity of information
filtering to the traditional information retrieval task, matechniques originally developed
for information retrieval can be applied to document filkgrsystems. In particular, profiles
are usually indexed by methods such as the vector-spacel. madealiscussed in Section
2.2.1, several conceptual information retrieval modetstmadistinguished, as well as basic
approaches to relevance feedback in each of the models.gtovey of relevance feedback
techniques developed on different retrieval models seenfiRatand Lalmas, 2003).

Rocchio (1971) was the first who formalized a relevance fegdbechnique on the vector-
space model. His approach is one of the most effective andlyvapplied algorithm. The
objective of Roccio’s algorithm is the expansion of an orajiguery vector with terms that
best differentiate the relevant documents from the noeveslt documents (Ruthven and
Lalmas, 2003). In the context of the SMART system, severpkarments with relevance
feedback have been performed in order to examine differgpécs, such as only using
relevant documents, varying the number of documents, aimg) m®n-relevant documents
(see (Ide, 1971), (Ide and Salton, 1971)). Several studies Bhown the effectiveness of
relevance feedback yielding major improvements with resfzethe original query (Salton
and Buckley, 1990). In recent years, several modificatior®dccio’s algorithm have been
proposed that improve the performance of this algorithmprbwements can be achieved
due to betteterm weighting(Singhal et al., 1996)juery-zoning Singhal et al., 1997)y-
namic feedback optimizatidibFO) (Buckley and Salton, 1995)ord contribution(Hoashi
et al., 1999, 2000), ogenetic algorithmgLopez-Pujalte et al., 2003). Furthermore, prior
research suggested that the Exponentiated Gradient (§Giitaim is as effective as Roc-
chio augmented with dynamic feedback optimization (Call®98). A detailed comparison
of Rocchio, EG (Kivinen and Warmuth, 2003), and Widrow-HaNifrow and Hoff, 1960)
algorithms is provided by Lewis et al. (1996). An approachlithgy with the detection of
shifts in user interests is presented by (Lam et al., 1996).

Independent of the relevance feedback algorithm, all aatres require users to assess a
sample of the retrieved documents. Several studies havenstinatexplicit feedbackrom
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the user is clearly useful (see (Goldberg et al., 1992), @@ahGarcia-Molina, 1995)). How-
ever, the criteria under which a user makes a relevancessssascan be subject to a number
of factors (Ruthven and Lalmas, 2003):

e Theorderin which documents are shown to the user is important whezsasgy the
relevance of a document (see (Florance and Marchioning)1 @Bisenberg and Barry,
1988)).

¢ Different representations of documents (e.g. title, aastror full-text) can affect rel-
evance assessments (Janes, 1991).

e In practice, relevance assessments are often partial puelgys, i.e., a document is
only somewhat relevant to the topic, or the user is not sutleeoflocument’s relevance
(Spink et al., 1998).

An alternative to explicit feedback is the usage of implieiedback in order to infer the
document relevance from users’ behavior. Several typesipli¢it data can be captured as
surveyed by the studies of (Hill et al., 1992), (Morita andn®da, 1994), (Nichols, 1998),
(Konstan et al., 1997), (Oard and Kim, 1998). For example,réievance of a document
can be inferred from the time spent viewing a document. @niilese studies focusing on
newsgroup documents and relying on users interaction Wtlattual document, White et al.
(2002) extend these concepts onto Web result lists. Thetesyseeks to capture a user’s
ephemeral interactions during a single search sessionpraalicts relevance based on this
interaction. Summarizing, the study of White et al. (2002)veh that implicit feedback
can be an effective substitute for explicit feedback, alfjioit is not as accurate as explicit
feedback. Hence, based on statistical methods an impetldack approach for interactive
information retrieval (White et al., 2004) can use unobtreisnonitoring of interaction to
help the system improve on the relevance of documents pgezbemthe searcher. The fea-
sibility of personalizing Web search by using an automd#lficaonstructed user profile as
relevance feedback has been investigated by Teevan e0@bl{p

2.3.2 Collaboration Strategies

Collaborative situations can be found with different facetshe Web context. From a
network-based viewpoint, several social information sgagxist that facilitate communica-
tion and collaboration networks. Such spaces charactimz@/eb as a large social network
(see Section 2.3.3). In 1993, Masinter and Ostrom (1993jtiiikd two visions of how the
usage of this global network will evolve in the future:

First, individuals will use the network as an informatiordantertainment re-
source, providing access to material from libraries an@wsluppliers of infor-

mation and entertainment. Second, in addition to commtinigaith these data
sources, people will communicate with each other, usingiatyeof interactive

text, audio, and video conferencing methods.
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To date, applications resulting from both visions exist.isTéection places emphasis on
specific collaboration strategies for information seekimucesses as stated in the first vision.
Moreover, Section 2.3.3 is devoted to the envisioned su@dopommunication among users.
Recently, most of the approaches assisting informationsg@kocesses have been focusing
on individual people with individual information needsthalugh shared information needs
lead to acollaborative information retrieva{(CIR), as well as aollaborative information
filtering (CIF).

Collaborative Information Retrieval

Most of today’s information retrieval applications are idegd to serve individual users
rather than people working in groups. In generllaborative information retrievafo-
cuses on information seeking as a cooperative process. asbignption leads to distinct
manifestations of collaborative information retrieval:

¢ Definition by Baeza-Yates and Pino (199A:group of people trying to find at the
same time some information needed by the group.

¢ Definition by Fidel et al. (2000)CIR focuses on situations where team members col-
laborate during various processes of information retrieva

e Definition by Hansen and Jarvelin (2008}IR is an information access activity re-
lated to a specific problem solving activity that, impligitr explicitly, involves human
beings interacting with other human(s) directly and/or tngt texts (e.g. documents,
notes, figures) as information sources in a work task relatéormation seeking and
retrieval process either in a specific workplace setting oaimore open community
or environment.

All definitions aim at a group of people benefiting from the esiences of others, although
different facets of the composition of a group exist. Acaogdo Fidel et al. (2004), informa-
tion retrieval iscollaborativeonly when the parties involved are colleagues. From a global
point of view, Hansen and Jarvelin (2005) assume a specifiegplace setting or a more
open community. Indeed, information seeking has always lgesocial process (Wilson,
1981) and it is neither an individual activity nor a task irather isolated situation. Hence, a
common paradigm of collaborative information retrievalshaddresstatic groupsas well
asdynamic groups

To date, the discussion of collaborative information esial primarily concentrates on estab-
lished groups due to a growing emphasis on collaborativeweak in modern workplaces
(Fidel et al., 2000). In particular, research in computg@psut for cooperative work (CSCW)
and in collaborative filtering has focused on this aspedhiBisection primary collaboration
concepts are discussed in relation to CSCW. This researchsadesoted to the collabora-
tion within organizations and work groups, as well as to eyst supporting collaboration
such as organizational memory, organizational infornmatiandling, and information shar-
ing. Romano et al. (1999) discussed that Group Support Sgs(&8S) lack integrated
support for collaborative searching and visualization.nt¢#e they merge both paradigms
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of information retrieval and GSS into @ollaborative Information Retrieval Environment
(CIRE). This new paradigm supports both individuals and tearkw The contemporary
prototype will be discussed in Section 3.2. Generally, CSCuthrated systems are based
on cooperative activities which can be classified accortiingansen and Jarvelin (2005)
as: (1)asynchronousr synchronousactivities, (2) activities based on traditionaman
communicatioror computer-mediatedand (3)looselyor tightly coupled activities. Recom-
mendations from other people based on observations ofnation seeking behavior are
advantageous in loosely coupled activities. Tightly cedpctivities aim at sharing queries
and query reformulation. For a detailed discussion on boHation in the context of CSCW
see Hansen and Jarvelin (2005).

The Web as a large dynamic network reveals numerous dynamipsg. A broader discus-
sion of contemporary social information spaces and Web comnires can be found in Sec-
tion 2.3.3. However, this section comprises the detectioshared information needsup-
porting the collaborative information retrieval proce8sdynamic group is assumed to have
a shared information need if there is a relatively large layemn user interests and queries.
Collaborative information retrieval can benefit from thisdap by exploiting users’ search
processes for subsequent searches. A first approach bated assumption is proposed by
Hust et al. (2002). This approach unintrusively learns fadhusers’ search processes. In a
restricted CIR scenario all searchers cooperate due to #raghof old queries and relevant
answer documents to these queries. Based on a standardlkestiao, the CIR approach
by Hust et al. (2002) performs better in combination withyskerelevance feedback (Xu
and Croft, 1996), although a general evaluation of such aastenequires the query and
interest distribution of a real world system. A similar apgech based on usage data has been
developed by Wen et al. (2002). Their assumption is that npe@ople are interested in the
same questions - the Frequently Asked Questions (FAQsYhiBgpurpose, the goal gluery
clusteringis to group queries/questions together in order to discB#€s. Two queries are
similar if they correspond to the same or similar documenksl An evaluation setting with
usage data from the Encarta Web site demonstrates thatwhgroaping of similar queries
is more effective than using keywords by themselves. Fudapproaches to trend detection
have been proposed by (Zhang et al., 2002), (Allan et al.32@hd (Amitay et al., 2004).

Collaborative Information Filtering

Collaborative filtering was first introduced by Goldberg et(@P92). In general, the term
‘collaborative filtering’ seems to denote joint venturesween people with shared infor-
mation needs (Lueg, 2003). Indeed, such relationships @trexplicit in fully automated
systems. For a generalization of the approach, Resnick amah\d 997) proposed the term
‘recommender systems’. In this regard, Thor and Rahm (20@$gmted a detailed top-level
classification of recommenders. This section is devoteddetailed discussion giassive
collaborative filtering algorithmgsee Figure 2.4 for classification details) integrated @ re
ommender systems. The key idea of collaborative filteridgrseto the notion of multiple
users 'sharing’ recommendations in a balanced cost-bemdditionship (Aggarwal et al.,
1999). On one hand, collaborating users incur the costrfie ind effort) of rating various
subsets of the items. On the other hand, each user receieeefitifrom sharing knowledge
in the collaborative group. Collaborative filtering tackéeseral drawbacks found in content-
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based filtering (Shardanand and Maes, 1995). However, tireghallenge of collaborative
filtering is to resolve a number of problems (Coster and Swns&002): bootstrapping
concept drift andscalability. The first problem arises from sparse rating data leading to
poor recommendations, if little information has been aifd (cold-start problem). The
second problem labels the phenomenon that informationsneleaihge over time, and user
profiles need to be adapted to new long-term interests. Htgtablem is concerned with
large numbers of users and titles that collaborative fiiggelgorithms have to scale up to.

In particular, the main attempt of collaborative filteringa@ithms is the ability to make fast
and accurate predictions. The computation of these predg;tas well as their presentation
lead to a finer classification of prediction algorithms anpgl&ations. First of all, prediction
algorithms are classified into eitheremory-base@r model-basedBreese et al., 1998).
Then, applications integrating a special type of predic@dgorithms are classified into a
presentation of predictions one-at-a-time or as a list obmemended items (Breese et al.,
1998). For instance, memory-based and model-based ajpmtisgresent items to the user
one-at-a-time along with a rating indicating the potentgrest (for example GroupLens
(Resnick et al., 1994)) or as an ordered list (for exampleed¢Supta et al., 1999)).

Memory-based algorithms operate over the entire user ds¢atp make predictions (Kim
et al., 2004). This class of algorithms is primarily usedesgarch and practice. Formally,
memory-based collaborative filtering uses a nearest-bergapproach (Herlocker et al.,
2002) to find a subset of all users which are most similar tocineauser in a three-stage
process:

1. Weighting NeighborsThe task aims at the weighting of all users with respect to the
similarity to an active user. The most common approach tdaiity weighting is the
Pearson correlation coefficiefResnick et al., 1994). Taking into account that only a
small sample of ratings on common items for pairs of users exast, the similarity
weight is adjusted with significance weighting and variawegghting.

2. Selecting Neighborhood&his task aims at the selection of a subset of users as a set of
predictors. In practice, not every user can be selected io thee active user’s neigh-
borhood. Two techniques have been used so far to determimartamy neighbors
to select: Firstcorrelation-thresholdings employed to set an absolute correlation
threshold in order to select all neighbors with absoluteetation greater than a given
threshold (Shardanand and Maes, 1995). Second, the stkssgn-neighborselects
the best correlates for a given (Resnick et al., 1994).

3. Making a Prediction:The last step combines all neighbors’ ratings into a preafictA
basic technique performed by all published work by the useméighborhood-based
algorithm is to compute an average of the ratings using theelations as weights.
This averaging technigue assumes that all users rate ooapyately the same dis-
tribution (Herlocker et al., 1999). Pennock et al. (2000ayehshown that averaging
techniques are a way to combine ratings with well-accepxéahas of social choice
theory. Moreover, the basic approach can be modifiedabipng normalizationand
weighting neighbor contributio(Herlocker et al., 2002).

For a further discussion of the presented prediction psoses (Herlocker et al., 2002). The
advantage of memory-based predictions is a dynamic steielowing immediate reac-
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tions to changes in the user database. An approach to tdeklgparsity problem of such
a structure has been proposed by Huang et al. (2004). Thdy apssociative retrieval
framework andspreading activatioralgorithms (Salton and Buckley, 1988) to explore tran-
sitive associations among users. However, the advantatipe afynamic structure can also
lead to a potential drawback. For one, new ratings can baded in every nearest-neighbor
search, and also, an online computation scales linearly thhé number of users. To over-
come these shortcomings, Goldberg et al. (2000) desigreigfentastealgorithm, which
provides accurate and efficient recommendations to usergnstant online time. A more
general drawback of memory-based algorithms is the pdisgibf modelling that one per-
son is a reliable recommender for another person with réspacsubset of items (Hofmann,
2001). Hence, solutions to such a problem need to model the-ammensional nature of
human preferences.

Up to now, model-based methods have not reached the sanhefi@apularity as memory-
based methods. They have gained much attention becausddhet suffer from the per-
formance and memory bottlenecks due to performing of coxngenputations in an offline
modus. In practice, many e-commerce Web sites (e.g. an@ur(Linden et al., 2002))
use model-based, sometimes called item-based, collaofdtering. Various techniques
have been applied to model-based collaborative filterirah sas Bayesian networks, La-
tent Semantic Indexing, Singular Value Decomposition, slixture models. Two popular
model-based algorithms are thspect mode{AM) (Hofmann, 2003) and th&ersonality
Diagnosis mode(Pennock et al., 2000b). The first model is a generalizatiostadistical
techniques proposed peobabilistic Latent Semantic AnalygisSLSA) modelling individual
preferences as a convex combination of preference faclore( al., 2004). The personal-
ity diagnosis approach treats each user in the trainingpdataas an individual model. To
predict the rating of an item by a test user, two steps arepadd. First, the likelihood is
computed for the test user to be in the ‘model’ of each trgniser. Second, the aggregate
average of ratings is used for the item by the training ussraraestimator. Recently, a
new approach denoted alickstream-basedollaborative filtering has been receiving much
attention (Kim et al., 2004) due to its scalability when penfing collaborative filtering in
Web personalization. Markov models, sequential assoaiatiles, and clustering are used
as common prediction models for recommendations. Modstdbalgorithms perform as
good as memory-based predictions in terms of predictivaracy (Breese et al., 1998). The
major drawback of this method is its inherent static stec{Coster and Svensson, 2002).

2.3.3 Socialization Strategies

The support of information seeking irsacial information spaces an intrinsically social ac-
tivity (Lueg, 2003). The research context is related toitrawdlal information-seeking support
(Marchionini, 1995), information retrieval (see Sectiof.2), and social navigation (Munro
et al., 1999). The design of advanced interfaces requirasedut consideration of the many
ways in which users may interact with such spaces. Furtheintiee Web is a giant social
network representing a wide range of human activities atatests. Information on the Web
is authored and made available by (and for) millions of défe individuals. All Web users
operate independently in respect to their social backgteamd knowledge. In general, a
social network is modelled by a graph where the verticesesst individuals and an edge
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between vertices indicates that a direct relationship éetwthe individuals exists (Kautz
et al., 1997). From the viewpoint of statistical physicg theory of random networks can
be applied to these communication networks. Newman and(P@@g) argue that in general,
social networks differ from most other types of networksptactice, several simple models
(e.g. classical random graph of Biland Rényi (1960), small-world networks (Watts and
Strogatz, 1998), and Barabasi-Albert model (Barabasi anérflih999)) are still far from
being reality and only address particular phenomena ingakworld.

Social Information Spaces

Each individual is involved irsocial spacesboth online and offline (Fisher, 2003). While
in offline spacepeople tend to be highly attuned to the social signals theg sad receive
from each other, the online world can be far more mu@uline spacesare active conversa-
tions (e.g. by email discussion lists or by instant mesgggmtheir own rights and in their
connections to the real world. Hence, online conversatiomas more slowly than offline.
Recently, several asynchronous online social informatpgates have come into existence
where users can engage in conversation, make their prekeaam through contributions,
and share ideas. Two of the contemporary information spaeediscussed below as repre-
sentatives of differing design philosophies:

Usenet News This information space is a distributed decentralizeddbullboard system
which was first launched in the late 1970s. Users can perfaocentral tasks: read
the collections of existing messages or post messagesponss. All messages are
clustered in newsgroups which the user can subscribed te. sirength of Usenet
news is the discussion of a wide variety of topics where thendaries among groups
are well drawn because users focus on reading one groupraea®ne of the weak-
nesses of Usenet news is the difficulty of finding a group. Eigfig for new users, it
is hard to find groups of interests due to the overwhelmingbemof topics. Hence,
Usenet news became the major domain for information filgeapproaches. Group-
Lens was the first service which applied collaborative fittgto a social information
space (Miller et al., 2003b). To date, Usenet news are exptsa special kind of
damage that is caused by the pollution of a group through "$§plmmexample with
identical advertising messages.

Wiki Webs This information space is an expansion of traditional Wejs land guest books.
Wiki Webs use a simplified mark-up language offering usemsgstul control over
Web pages. As users are at liberty to contribute wherevegr ¢heose, Wiki webs
are largely unstructured. Hence, a variety of social cémtnave been developed to
ensure that users contribute in an orderly way. The strengjthiviki webs are proved
in a number of contexts which call for more local use than d@semews, such as
integrated links or a history of all changes and editors. plesa large leeway for
any individual to make substantial changes, it is impossibl a malevolent user to
destroy old information. Nevertheless, Wiki webs are notgrted against vandalism
and systems have to deal with the restoration of damaged pageenhancement of
Wiki webs for educational usage are collaborative webs (Gm)Vé-urther aspects of
CoWebs are elaborated in (Dieberger and Guzdial, 2003).

27



2 Literature Review

The real challenge of all online social spaces is to decoltiessocial signals. The collabo-
ration in Wiki webs and conversations in Usenet news shapeupgdn a variety of important
ways which are summarized by (Fisher, 2003) in five attrdu(é) access control, (2) the
ability to contribute anonymously, (3) the ability to cornhéo offline discussions, (4) the
ability to thread and organize conversations, and (5) tlaglahility of archives. Most in-
terfaces to social networks do not present any informatlmsutithe social context of the
interactions such as basic social cues about the sizejtgctimd demographics of groups.
Hence, the design of social interfaces should address¢héhtst people are engaged in four
major tasks when coming to a social information spaltecoveryselectionevaluation and
motivation(Smith, 2003). In general, the success in managing collegibods depends on
three features (Ostrom, 1990). First, reputation senoffes a mutual awareness by reward
and punishment for an effective self-regulation. Secoegutation and behavior tracking
systems provide the state of social relationships betwidatesidentities in real time. Third,
social accounting systems track interactions, as wellass#actions between groups in order
to benefit both by receiving qualitative information and lyidling a reputation. The prop-
agation of trust is a major problem for a number of e-commeetated sites. Guha et al.
(2004) developed a formal framework for trust propagaticmesnes showing how distrust
has significant effects on how trust is propagated.

Web Communities

Despite the decentralized, unorganized, and heterogsmneure of the Web, an efficient
identification of communities is possible due to a self-aigation of the link structure
(Bharat et al., 2001). The identification of Web communitisasaat several applications
such as automatic Web portals, focused search enginesntdiiters, and personalized
search (Flake et al., 2004). In general, the Web is modediedgmaph where vertices are Web
pages and hyperlinks are edges. Furthermore, simple dmeenatwork models explain a
considerable amount of the Web'’s structure (Pennock e2@02). Several approaches as-
sume this model for their applications (see (Dean and Hegezjr1999), (Kleinberg, 1999),
(Kleinberg et al., 1999), (Bharat and Henzinger, 2001), (Nagle 2001)). The assumption
that the Web is a graph leads to a definition ¥¥@b communitgs "a collection of Web pages
such that each member page has more hyperlinks (eithetidimgevithin the community
than outside of the community” (Flake et al., 2002). The w@iskommunity identification
is a simplification of graph partitioning and clusteringhalugh the basic task is differenti-
ated from these fundamental problems by being within the tdebain. Hence, the goal of
community identification can be summarized as a groupintgais that are similar to some
seed set of elements. Several algorithms for the idenidicatf a Web community can be
distinguished based on tlegree of localityused for assessing whether or not a page should
be considered a community member (Flake et al., 2004). licpéar, two main properties,
such adocal andglobal, characterize the community methods. A third type of metisod
characterized by the combination of both properties.

First, local methods reveal only the properties of the loeaghborhood around two vertices
to decide if the two are in the same community. Bibliographetmas (Ikpaahindi, 1985)
such adibliographic coupling(Kessler, 1963) ando-citation couplingSmall, 1973) were
formulated to capture the similarity between scientifiecéats. Both metrics are comple-
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mentary because either the amount of overlap between thiedydphies or the referrers
for two different documents are compared. Despite the smgpresentation of the metrics
by linear algebra, two practical shortcomings concerniogagie and disproportionate link
overlaps exist (Flake et al., 2004). Henbgpartite coresenhance the framework of bib-
liographic metrics so that the pages within a collection barrelated to each other in an
aggregate sense. Dense bipartite subgraphs are an impod@ator of community forma-
tion (Chakrabarti et al., 2002). A formal model for a Web conmmityubased on a bipartite
graph is formulated by Greco et al. (2004). In particularptéwm et al. (1999) mine tens of
thousands of bipartite cores and empirically observe thege fraction are in fact topically
focused and so specific that they are often not part of anyimgiportal hierarchy. Hence,
owing to the self-organization of the Web, community cores"aatural’ because they are
not an artifact of a single individual entity.

Second, global methods demand that every edge in a Web geapbnisidered in order to
decide if two vertices are members of the same community. flmdamental algorithms
are concerned with this task, which is denotedirdsanalysis(Henzinger, 2000) in the area
of Web retrieval: (1) Kleinberg'slyperlink-Induced Topic SeardHITS) (Kleinberg, 1999)
algorithm regards a subset of the Web graph, and computed and authority score for
each page; (2) theageRankBrin and Page, 1998) algorithm is motivated by a random
walker model of the Web. Both methods are referred to as sectathods because they can
commonly be described in terms of the spectral propertiem@djacency matrix, as well as
the long-term behavior of a random walker (Flake et al., 208ither HITS nor PageRank
are primary methods for community identification. Hence/esal variants exist adapting
both algorithms to this problem. The HITS algorithm can bepdd for community iden-
tification by deploying less significaeigenvectorsn a similar manner as classical spectral
graph partitioning or principal component analysis (sekiffberg, 1999), (Gibson et al.,
1998)). A generalization of the PageRank algorithm is dehattopic-sensitive PageRank
(Haveliwala, 2002). The random walker model is adapted lmcaded move to a particular
topic such as a periodic restart with a smaller set of fagdritokmarked pages.

Finally, community identification methods can also haval@nd global properties. Flake
et al. (2000) formalized a community algorithm which canrape on the entire Web graph
or a sub-graph. This algorithm is based omaximum flow frameworkFor a detailed
discussion of this algorithm in comparison to HITS and Pagé&R&e Flake et al. (2004).

2.4 Related Work

The information retrieval community has a long researckohys and many systems have
been developed supporting information retrieval or infation filtering processes. How-

ever, up to date none of the existing systems perform thegs ta an integrated manner.

A high diversity of techniques have been combined in paldicaystems. Furthermore,

heterogenous application domains have led to an unmanageamber of systems. The

success of the Web significantly contributed to the rapicbigaments of the past years. For
these purposes, the selection of related work is concedtia specific aspects revealed
in the problem statement: (1) personalized interactiohc@@nmunity assistance, and (3)
collaborative filtering.
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2.4.1 Systems for Personalized Interaction

Web personalization strategies have been developed ta adapnation or services pro-
vided by a Web site to the needs of an individual user (Eiiirakd Vazirgiannis, 2003).
Further details on Web personalization have been discuss®ection 2.3.1. For this task,
navigational behavior and individual interests are takeo account. The main goal of Web
personalization is the determination of relevant infolioratvithout an explicit request (Mul-
venna et al., 2000). An exploratory study by Teevan et al0%2) shows that, despite the
high level of interest in this topic, most Web search engio#sr none, or limited, per-
sonalization features, at all. In the following discussiarselection of systems aiming at
personalized interaction is presented:

MyView The MyView project (Wolff and Cremers, 1999; Wolff, 2000) egrates struc-

tured and unstructured bibliographic information fromdregeneous digital libraries.
Based on a personalized warehouse for bibliographic dataumifeed scheme, tech-
nigues such as browsing and ad hoc queries are availablese Thectionalities are
supported by a transformation of gathered bibliographta dacords into a uniform
scheme and by a storage of these records in a personal dataBasser-centered
information access is implemented by an efficient dataenedtiand query post pro-
cessing. MyView combines fully automatic parts (query gatien and submission)
and manual parts (adding information providers, definirgfiormation need) to sup-
port the users in time-consuming and monotonous tasksehués the responsibility
to them in mission critical details.

Memex This system is dedicated to Vannevar Bush’s dream of a memexggction 2.1) as

an enhanced supplement to personal and community memaagldition to this goal,
Chakrabatrti et al. (2000) designed a ‘Memex’ for the Web aoavding assistant for
individuals and groups with focused interests. In this erfjtpersonalization can be
applied to both groups and individuals. Memex helps orgathiz browse history into
coherent topics, and relate topics between different uskralso enables a search
over the entire surfing history. Based on a client-serveri@ciure, the stream of
data from Web surfers is analyzed to mine community browsxyuerience. For the
classification, learning algorithms combine features ftewt, hyperlink, and folder
placement. The representation of a surfer’s interest prisfa set of weights associated
with each node of a theme hierarchy.

Outride This system is designed to be a generalized architecturthéopersonalization
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of search across a variety of information sources (Pitkowlet2002). Outride is
integrated into the sidebar of the Internet Explorer. Based personalization engine,
this interface performs the interaction with an Intra/tnet search engine. The main
techniques for a personalized search are query augmentatio result processing.
First, the component ‘query augmentation’ computes thdasiity between the query
and a user model based on information such as content itgedesnographics, click
stream, search history, and application usage. Seconduli pgocessing technique
individualizes the result set of the search engine by filtgebiased upon information in
the user’s model.



2.4 Related Work

MyView was a worthwhile step in the direction of personadizaformation access. The
application domain of literature provides first insightsigthcan be assigned to the general
Web search. Furthermore, it is an example for the paradigfhfebm data-centered to a
user-centered information approach as proposed by WattetShepherd (1994). A user-
centered design is also essential for an integrated inftwmseeking system with a balanced
relationship between manual and automatic tasks. In addit a user-centered design,
the surfing behavior of the users is customized by Memex ierai@ assist a community
memory. This central entity learns a classification schem&\eb sites, and each client can
use this scheme to adapt the topic structure. Despite thaboohtive exchange of surfing
histories, the search facility of Memex is limited to theauttically collected click-through
data. This shortcoming is also observed for the OutrideiservThe search service is a
stand-alone application providing access to a Web seamginemdividualizing the result
set based upon a user model. This user model is built of imhplkage data such as click-
through data without qualitative document judgements yuter or the user group.

The discussion of related work for personalized interactieveals the strengths and the
weaknesses of the presented services. The combinatioa afliantageous concepts prom-
iIses new insights into a system for integrated informatieekeng with: (1)personalized
accesgo distributed information collections, (2pllaborative exchangef search histories,
and (3)classificationof Web sites into topics.

2.4.2 Systems with Community Assistance

The state of the art of community support is primarily inflaed by the CSCW community.
The discussion of advanced information sharing technigassevealed community aspects
in the context of collaborative information retrieval anallaborative information filtering
(see Section 2.3.2). Also, Web communities have been irtg as socialization strategies
in order to exploit a networking among information provisi¢see Section 2.3.3). The dis-
tinction between collaboration and socialization stregegs based on two observations. On
one hand, communities such as a group of users working asmeatieaused for collaborative
information seeking in order to detect common goals andesh@formation needs. On the
other, the primary goal of socialization strategies is ttedecommunities for specific topics
in the context of large information spaces such as the Webnkadie between a dynamic
detection and their usage for information seeking is nosimm®red in the related work. To
date, no related information filtering system exists th&es$ainto account memberships to
distinct communities. Hence, three systems are selectgdnitegrate communities for the
retrieval task.

CIRE The system CIRE (Collaborative Information Retrieval Enviremt) (Romano et al.,
1999) is dedicated to the support of collaborative inforaraseeking and retrieving.
It constitutes the implementation of an integrated knogéedreation environment
in which information retrieval and GSS (Group Support Systeare combined to
provide integrated group support for all tasks requiredtéams to work together.
Based on an information retrieval memory, all queries andréteeved Web sites
of a group are accessible to group members. Furthermorh, e can assess and
comment on a Web site.
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PlanetP The project PlanetP (Cuenca-Acuna and Nguyen, 2002) ainigegiroblem of
content search in peer-to-peer (P2P) communities. Foitdkls PlanetP provides a
framework for ad hoc sets of users setting up P2P informati@ring communities
without any central entity. The main goal of this projectasadapt a vector-space
model instantiated with thef xidf ranking rule to the P2P environment. In a first step,
each community member creates an inverted index of the deatsnthat he shares.
These local indexes are summarized in a compact form andiffwsed! throughout
the community. Each peer collects the index summaries of@thbers and can query
the collective information store of the community. The esan be ranked according
to their likelihood of having relevant documents.

YouSearch The application YouSearch (Bawa et al., 2003) is a distrib(peer-to-peer)
search application for personal Web servers operatingirwdhshared context (e.g.
corporate intranet). It supports the aggregation of pegesaverlapping (user defined)
groups and the search over specific groups. The hybrid pgesedr architecture is
augmented with a light-weight centralized component. Tlanngoal of YouSearch
is the exchange of data and information among users in a networeover, rather
than a simple file sharing, also a content-based search Isrimepted.

CIRE is a first approach at combining group support and infaonatetrieval. It assists
the exchange of information about search processes betalesrembers, but predefined
groups do not assist a topic specific classification acrogsats. In the context of knowl-
edge management, it is essential to be aware of other graugpking contexts and to detect
authorities. Hence, ad hoc communities promise a flexitde@ation of users and topics.
They can be assisted by the peer-to-peer (P2P) model. Imtidgl, any two users wishing
to interact can form a P2P community. PlanetP, as well as &arc® have the advantage of a
decentralized application without a single-point-ofiiee problem. The difference between
both systems is that PlanetP does not support the searchgadigiimct communities. In-
stead, YouSearch assists the manual aggregation of usarertapping groups. Its strength
IS a community-specific search for users working in the saoméext. However, the adapta-
tion of such a system to large information spaces is diffiduét to missing shared contexts.
In particular, a manual aggregation of users is not mandgeaithe Web.

In summary, the strength of the related work is observed mparate environments by a
manual grouping of users. The P2P model promises the favmafiad hoc communities.
First prototypes are limited to a manual accumulation, owjale no access to other commu-
nities. For these purposes, it is advantageous for an atesdjinformation seeking system
to assist: (1) theliscovery of ad hoc communitiaad (2)self-organization of memberships

2.4.3 Systems for Collaborative Filtering

The termmutual awarenessummarizes the potentiality of a system being aware of other
users. In general, this interpretation conforms to colfatiee filtering strategies where all
users are involved in the information seeking process. isgéction, information filtering
systems and their facility to support mutual awareness anggpily considered. In the con-
text of the Web, such systems are usually referred to as mener systems assisting an
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information push. According to Bates (2002), hundreds ofiom$ of dollars have been
invested during the Internet boom, but the push technolagylargely failed. For exam-
ple, in the mid-nineties the push service InfoGate (forgnBdintCast) rapidly enjoyed great
popularity during its peak with over 1.5 million members. igpush service provided in-
formation through special channels for stocks, sportsthezaor business news. Designed
as a client-server system, InfoGate paralyzed many nesv@&veral shortcomings caused
the cancellation of the service by many users, for examm@ented for a permanent con-
nection to the server, and the restriction to specific topikkeday, the InfoGate service no
longer exists. In March 2004, Google came out with a new paslice called Web Alerfs

At the same time, a personalized Web seawhs launched. With Google as a major Web
search engine, new approaches for pull and push servicenamtained. However, both
services are still independent, and results do not influeacé other. This observation can
be found true for most of information filtering systems. FRantlier details on such systems
see (Pretschner and Gauch, 1999). Only a selection of esiege systems are discussed
in this section:

Tapestry Tapestryis an experimental subsystem of the Xerox Mail Service atRa®
Alto Research Center (Goldberg et al., 1992). This systemsadan a client-server
architecture and can also be integrated into other systemexample into NetNews
systems. E-mails are classified through collaborativerifiigemethods as relevant or
irrelevant according to special user interests. For thespgses, users are asked to
give feedback on read e-mails.

GroupLens The systenGroupLenqdResnick et al., 1994) extracts relevant subsets of Net-
News articles for a user. In analogy to the Tapestry systeco|laborative filtering
technique is used to generate recommendations. This gresgdoits positive user
feedback of the past for future interests. For this tasku@lens expects an explicit
numerical ranking of an article in the range of one (not rec@mnded) to five (excel-
lent). The system is designed as a distributed system inr todeollect rankings of
several users for recommendations to other users.

NewsSIEVE The filtering system NewsSIEVE (Haneke, 1997, 2000) dessrélearning
algorithm for the classification of textual information. rRbis task, an adaptive filter
Is designed which is suitable for operation in conjunctiathweentral servers. One
essential requirement for this filter is the generation ofddl’ interest profiles which
are similar to the queries used for information retrieval.

All presented information filtering systems aim at a userteeed information flow in order
to exclude irrelevant information. Rather than push ses/irethe Web, traditional informa-
tion filtering systems try to cope with the information loadspecific domains (e.g. Usenet
news or emails). Mutual awareness is achieved by collaberfiltering, although the de-
gree of awareness differs across the systems. This degpeadieon the privacy concept
of each system. Only GroupLens has such a concept and itsatbsusage of pseudonyms

Shttp://www.google.com/webalerts, last visit on 2006/03/01.
"http://labs.google.com/personalized, last visit on 2006/03/01.
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for assessments and recommendations. Independent ofgheasipn domain it can be ob-
served that all filtering system are limited in their suppdrinutual awareness. The usage
of pseudonyms does not consider that the ‘word of mouth’gipie relies on implicit trust
among people. Collaborative filtering is not based on a réjoutaervice dealing with this
implicit trust. Such a service is related to the privacy @picas well as to the personaliza-
tion concept. For a closed user community, reputation igdas naturally grown friend-
ships among users and the system needs incorporates tkeadsshetween two users. In
more open communities, a privacy concept combined with atatjon service is necessary
to facilitate virtual friendships.

In summary, collaborative filtering is restricted in theg@eted systems to individual assess-
ments and recommendations without a reputation serviggrigghe quality of recommen-
dations. Hence, for integrated information seeking systaroollaborative filtering strategy
must assist: (1gommunity recommendatioaad (2)trustin a particular user.

2.5 Summary

This section described many related techniques whichrasipe concept of Congenial Web
Search. Basic information seeking techniques such as iatowmretrieval and information
filtering gain large interest since the success of the Welw dlellenges for information
seeking techniques exists, and emerging trends are olssuel as personalization, collab-
oration, and socialization. The primary goal of persoradian is an individual customization
due to usage profiles. Usage profiles aim at an inference ofra detailed view on the in-
formation needs based on past usage. This strategy doe®msitier explicitly that the
information seeker is part of a community of like-mindediunduals. Collaborative infor-
mation seeking processes determine the information neadisér from different views. A
collaboration technique compares and combines the prafildgferent users as is popular
in information filtering systems. For collaborative infaation retrieval, the survey of the
existing techniques showed that research mainly condestoa explicit collaboration. The
retrieval process assists a common information need of @efireed user group, or a user
can access the search history of other project members.nfpdicit collaboration, neither
the group of users nor their interests is known in advance fdehniques are necessary for
a discovery of collaborative search contexts in a genettge The transition of personal-
ization to collaboration is determined by an implicatiorirafividual information needs to a
group of individuals with shared interests. The charasties of such a group with regard to
information seeking are not surveyed in literature. In tbetext of socialization strategies,
we explored two strategies to organize users and Web conkerdt of all, online spaces
are active conversations in their own rights of like-mingeusons. Social relationships or
authority information are implicitly or explicitly codediiso called social software projects.
Second, Web communities aim at several applications thigeut clustering of the Web
content. This approach does not incorporate the fact thatpges are viewed during Web
search by different users with individual information nget¢h addition, the usage of Web
pages is only maintained by search engines, and users cactivaly cooperate with other
users during a search session. A new architecture for Weblsisanecessary to address this
shortcoming.

34



3 Architecture for Congenial Web
Search

This chapter introduces an architecture for Congenial Wedy¢Be At first, we analyzed

the requirements of a framework for a personalized, cotainee, and social Web search.
For the conceptual design, we paid attention to functiondl@onfunctional requirements.
In particular, functional requirements impact the conaapframework. This framework

supports a common representation of queries, documerdsassociations. An individual

context is defined for a user’s search interest. Our resesashfocused on the develop-
ment of a prototype supporting search transparency. Afeepeer architecture fulfills this

requirement, and we defined self-organizing system of equ&bnomous information pro-
viders which aims for the shared usage of distributed ressurin order to avoid cold-start
problems, we integrated traditional Web search enginesgtasnal information providers.

3.1 Requirements Analysis

The process of requirements engineering aims at definingresgents of the system under
construction including two main activities (Bruegge and @t2004): requirements elici-
tation andanalysis In general, requirement elicitation and analysis focug on the user’s
view of the system. All aspects which are not visible to therssich as system structure or
design are not part of the requirements. The differencedmtvboth requirements engineer-
Ing activities is the language and notation they use. Indeett activities express the same
information. For this purpose, the emphasis of this seasaihe requirements elicitation
which is written in natural language, whereas the analysidehis usually presented in a
semi-formal notation. The first step to present the requar@siof Congenial Web Search
Is to map a problem statement into a requirements speaificatcluding a set ofctors
scenariosuse casesandnonfunctional requiremen{®ruegge and Dutoit, 2004).

3.1.1 Problem Statement

The first step of requirements elicitation is the specifaxabf an initial problem statement.
This dissertation aims at a system that matches rapidlygthgnnformation with highly
variable interests. Recently, traditional Web search esgg@annot deal with such a scenario,
and several shortcomings have been elaborated in the faptarh This problem statement
summarizes these observations, and points out the maiatviegof Congenial Web Search.
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The prototype of such a system is callskopoR!. The problem statement is divided into
four subsections:

Objectives

ISKODOR should be able to assist the general subtasks of informaéieking as defined by
Oard (1997):collectinginformation sourcesselectinginformation sources, andisplaying
them. Moreover, the objectives of tiekODOR system are to:

e provide an infrastructure for personalized interactiomvith a Web search engine, a
local search memory, and search histories of other users.

e provide an infrastructure to buildommunitiesand to manage community member-
ships.

e provide a framework to assistutual awarenesamong users and information collec-
tions.

Functional Requirements

ISKODOR supports three types of users:

e Theoperatorshould be able to manage the users and the community infcaste.

e Theactive usershould be able to formulate a request, to view a list of restdtassess
relevant documents, and to join a community.

e A passive useshould be able to answer requests of active users.

Nonfunctional Requirements

e Scalability. The system must support the interaction of an arbitrary rermobusers.

e Extensibility. The operator must be able to add new information seekingi#igus,
new reputation formulas, and new result presentation sty&ich additions may re-
quire a restart the system in order to add new modules to gtersy

e Low-bandwidth networkUsers should be able to access the system via ISDN modem
or faster.

Target Environment

e ISKODORshould run on any operating system for personal computers.

¢ Allusers should be able to use a local application accessagveb and thesKkODOR
user infrastructure.

In summary, the problem statement comprises the objedivest is a first source for func-
tional and nonfunctional requirements of tis&KODOR system. The second step of require-
ments elicitation derives a scenario for Congenial Web $earc

1Abbreviation of the questioni$ sharing knowledge online a dream or reality?
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3.1.2 Actors and Congenial Web Search Scenario

The second step of the requirement elicitation is the ifieation of different types of users
who will be supported by the future system. In general, tlentified actors are external
entities that interact with the system. An actor can be a muaraan external system. In
addition to the problem statement, several actors areiftht Operator, ActiveUser,
PassiveUser, WebSearchEngine, LocalSearchMemory, Community, andNetworkGate-
way.

After the main actors of the system are identified, scena@fisie concrete examples of the
future system in use. The core functionality of the systersesrching information in the
Web. Hence, a first example scenatiorstSearch (see Table 3.1) is developed to explore
this functionality in more detail. This scenario descrities usage ofSKODOR by a new
active user. The event flow includes all actors of the queocgss. In this scenario, for
an active user the local search memory grows with each ssfatesarch. Also, he can
collect additional group memberships. Once the generadesobthe system is elaborated,
the acquired knowledge can be formalized in form of highel@se cases.

Table 3.1 firstSearch scenario fonSKODOR

Scenario name firstSearch

Participating ac-  karen:Operator, jonas:ActiveUser, leonie:PassiveUser,

tor instances google:WebSearchEngine, peersy:LocalSearchMemory,
java:Community, mygroups:NetworkGateway

Flow of events 1. Karen adds Jonas to the group®ODOR users.

2. Jonas needs information about the Java application qmogr
ming interface and he formulates a qugava api for his infor-
mation need.

3. Jonas’ query is sent to Google and Mygroups.

4. Google is used to retrieve Web documents.

5. Mygroups searches for existing communities relevanttier
query.

6. Mygroups finds the community ‘java’ where all members used
gueries with a high similarity to Jonas’ query.

7. Leonie is a member of the ‘java’ community, and sends Jonas
her documents associated with the community.

8. The results of Google and Leonie are merged and presented t
Jonas.

9. Jonas selects documents and views each with a Web browser.
10. Jonas judges a document as relevant for his query aresstor
it in his PeerSy.

11. If a document proposed by the ‘java’ community is assksse
as relevant by Jonas, he can join the community.
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Figure 3.1: High-level Use Cases identified fekODOR

3.1.3 High-level Use Cases

The third step of the requirements elicitation is a complepeesentation of the future system
by a set of use cases which are derived from the example saehapractice, this step is
an iterative process in order to refine the use cases anddtegionships. To generalize the
situation of usingskODOR for the first time, a broad range of functionalities initictey

all actors have to be covered by a use case. Owing to a sinagilific of such a large use
case, the generalization attempts to split the use cassetftoontained and independent use
cases initiated by single actors. For this purpose, Figurel&picts all high-level use cases
identified foriISKODOR.

High-level use cases primarily focus on the tasks accoimgdidy the actors. Moreover, the
application domain is described with use cases capturimgdifferent actors collaborate.
To generalize th&irstSearch scenario, the related functionalities are split into twe us
casesIntegratedInfoSeeking andSearchNetwork. A brief description of both use cases
reveals two new actors. FirstTaigger can start the integrated information seeking process
automatically. Second, @ obalSearchMemory maintains all information not grouped into
communities.

IntegratedinfoSeeking  TheActiveUser or theTrigger activates integrated informa-
tion seeking which is either a retrieval or filtering procesghe
information need is processed in a parallel manner due tpdhe
ticipation of theNetworkGateway, theWebSearchEngine, and the
LocalSearchMemory. The results are presented in a graphical user
interface that is implemented by tMenageResults use case. Itis
included by theIntegratedInfoSeeking use case.
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SearchNetwork A search query is propagated through the network in ordentb fi
matching communities. All passive users of these comnasgio-
vide information to the request. The use c#dseagelNetwork IS
included in order to direct the requests.GAobalSearchMemory
is requested if no matching community can be found.

Besides the functionality concerning a running system,ifip@anagement tasks have to be
performed by théctiveUser, theLocalSearchMemory, and theOperator. For example,
both use cases initiated by tligerator deal with the initialization of the network and
the confirmation of new users. In addition, thgerator activities lead to a derivation of
nonfunctional requirements which will be discussed in teetisection. The activities of the
ActiveUser and theLocalSearchMemory are used to further shorten the main use cases.
Hence, the functionalities to manage the retrieved infdionaas well as the community are
split off into two use cases:

ManageResults Documents which are found during integrated informaticeksey
are presented to thectiveUser. The presentation includes dif-
ferent presentation styles and organizes documents angdtair
source. ActiveUser selects relevant documents, and the assess-
ment is stored il.ocalSearchMemory. Results which are found in
previous search sessions can be managed by reassessietgthe r
vance and by setting privacy variables.

ManageCommunity If similar interests are detected in the network, a comnyuisit
announced, and advertisements to join the group are progzhga
the network to specific active users. Community memberships a
included during integrated information seeking.

This discussion of high-level use cases summarizes aliactiens of the actors, although
the diagram alone does not describe much functionalitye&ts the use case diagram can be
considered as an index into further descriptions produceithgl this phase of requirements
elicitation. The next step in the requirement analysis @ssds to write detailed use cases
specifying the interactions between the actors and thesysA detailed description of each
high-level use case includes the participating actorsyemtd exit conditions, and a flow of
events. Such a description captures all relationships graotors that the system must be
aware of during the refinement of each high-level use case.

3.1.4 Nonfunctional Requirements

The process of requirements elicitation is completed vgnidlentification of nonfunctional
requirements that are visible for the user, but not direellgted to the functionality. Indeed,
these aspects have much impact on the development of tlersyBhe problem statement of
Section 3.1.1 already specified performance and implertient&quirements. To ensure the
identification of all essential nonfunctional requirengenthe FURPS+ categories (Bruegge
and Dutoit, 2004) are used to achieve completeness (see 3|
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The last step of requirements elicitation comprises a nurmbeonfunctional requirements
including typically conflicts among the requirements. Idarto finalize the specification,
a prioritization is necessary for these nonfunctional nespents in order to address them
consistently during the implementation of the system. Tmsertation mainly emphasizes
on new insights to functional requirements. A further dsstan of the nonfunctional re-
guirements is related to the system design presented iretttesection.

3.2 System Design

ISKODOR implements a virtual search network with cooperative imfation exchange in
a pull-push cycle. Through suitable structuring and lirkag information, it facilitates
information retrieval, as well as information filtering. cheiques for personalization, col-
laboration, and socialization are integrated in this plaif. The general architecture of this
platform is derived from the high-level use cases depiatdeigure 3.1. The major use case
at this level defining the general system architecture isifiegratedInfoSeeking use
case. In this use case the active user interacts with thifeeait actorsLocalSearchMem-
ory, WebSearchEngine, andNetworkGateway. The architecture of the Web search engine
is determined by an external provider. Hence, a commongphatfor local repositories such
as theLocalSearchMemory interacting via théletworkGateway must be defined. The actor
NetworkGateway is a broker between a requester and all other users invaivéisystem.

3.2.1 Network Topology

In the World Wide Web, client-server architectures modetakér function by asymmetric
relationships between information consumers and prosidérell-known shortcomings of
such architectures are the ‘single source bottleneck’ hadsingle point failure’ problem.
All major Web search engines have a client-server architecnd they are very popular.
However, these search engines are very efficient due torith#ecture, and they provide a
large coverage of the Web. For these purposes, we do not alagw system architecture to
exceed the existing systems with respect to their index $itead, a flexible architecture
for providing information is implemented that relies on tt@mputational power and the
bandwidth of all participants. Such a decentralized aechitre is based on the peer-to-peer
(P2P) paradigm. If common search interests among usergteeted, the equality between
users enables their interaction. As depicted in FigurgRi centralized systems can evolve
to pure decentralized systems.

A P2P architecture (Steinmetz and Wehrle, 2005) offersresparent service. Each peer is
anonymous with the optimum assistance of individualizatiOn this account, a traditional
Web search engine is integrated as a Web service to guareffi@ent processing of re-
quests. Each network peer is an information provider, asagehn information consumer.
The consumption of information is interpreted as the agias of the peer, and when infor-
mation is provided, it becomes the passive part. Furthexreach peer works with others
for a common purpose. In summary, a peer-to-peer architebtas four essential advantages
for our system design:
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Table 3.2: Nonfunctional RequirementsiekODOR

Category

Nonfunctional requirements

Usability

(1) ActiveUsers must be able to search the network without
prior knowledge of the network members and with an enijty
calSearchMemory. (2) Standard graphical user interfaces in the
style of Web search engines must be supported.

Reliability

(1) Information about &ommunity must be cached. (2) A fail-
ure of the Internet connection allows only the access ofLthe
calSearchMemory, and an actual search session is reset. (3) Each
ActiveUser is responsible for the backup of thecalSearch-
Memory. (4) The permanent availability of thetworkGateway

is not guaranteed. (5) The availability of tiebSearchEngine
depends on the external provider. (6) Only Up@rator is re-
sponsible for updates due to security reasons. (7) Theqyrivh
theLocalSearchMemory is guaranteed for all information which

is not assessed as 'public’ by thetiveUser.

Performance

(1) ActiveUsers andPassiveUsers should be able to access the
system via ISDN or faster. (2) The system must support the par
allel usage of théletworkGateway for ActiveUsers andPas-
siveUsers without a limited number of participants. (3) The per-
formance of the system depends on the latency ofith@ork-
Gateway having the highest variance due to technical implemen-
tation issues.

Supportability

(1) TheOperator must be able to propagate updates of the ser-
vice to all users. An update adapts the information seelmgra
rithm of theActiveUser, replaces reputation formulas ®@as-
sivePeers, and adds new result presentation styles foribe
tiveUser. Such additions may require to restart the system in
order to add new modules to the local system. (2) Thera-

tor must be able to exclude users from the system infringing the
policies of the system.

Implementation

(1) IskoDORmMust run on any operating system for personal com-
puters. (2) All users must be able to use a local applicattoess-
ing the Web and theskOoDOR user infrastructure.

Interface The system must interact with a browser supporting Jayascri
and Java applets.

Packaging The ActiveUser installs the system and all necessary compo-
nents.

Legal (1) EachActiveUser has to accept the usage policyl 8KODOR.

(2) TheOperator is not responsible for the topics of the commu-
nities and the content @focalSearchMemories.
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Figure 3.2: Evolving Decentralization by Interaction Gain

Autonomy Each user is an autonomous searcher in the hybrid peeretoapevork (Eber-
spacher and Schollmeier, 2005). He decides which infoomatources are requested,
which particular document is relevant, and if it is of peraloor public interest. Fur-
thermore, he commits his membership to a Virtual Knowledgm@anity explicitly.

It enables nearly no form of tyranny of the majority, becaeaeh individual interest
Is treated equally.

Transparency The local storage of usage data such as explicit feedbackmaftion en-
ables full system transparency. Furthermore, user objestiegarding the centralized
storage of personalized search information can be dinedigly such an architecture.
In addition, the filtering process based on a community besotransparent due to
explicit memberships.

Reputation A reputation model is essential for a peer-to-peer netwdrkgeneral, in-
formation is replicated on several peers. For a reliablee® selection process,
reputation can be considered by each interaction. In théegbof file sharing, the
success of an interaction can be rated by implicit and expéedback information
(see EigenTrust (Kamvar et al., 2003)). In addition, if aristeres a retrieved or rec-
ommended document of another user in his Peer Search Meth@gction can be
used for modelling reputation.

Self-Organization The main advantage of the hybrid peer-to-peer network igésibil-
ity of a self-organization of users (De Meer and Koppen, 20@ach peer-to-peer
network is an ad-hoc network of users with a common sear@rast. In general,
all users are connected by ‘weak ties’ in such a network (Gratter, 1973). Based
on specific search requests, these ties evolve to a stromgci@ad component of the
network in form of a peer group.

The integration of a centralized Web search provider esathlelSKODOR architecture to
avoid cold-start problems. The number of users and thenckdaehavior define how fast
ISKODOReVvolves to a decentralized system. For a general softwengecture, design deci-
sions can be derived from existing systems. Peer-to-paggrsg are becoming increasingly
popular, although application development is currentlyvaoy efficient. Many applications
share the same properties, such as discovery of peershsggprand file or data transfer.
Many developers solved the same problems by duplicatingasimfrastructures. Hence,
most applications are unable to communicate and share datativer applications. To avoid
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Figure 3.3: Topology of a Hybrid Peer-to-Peer Network

such problems, the prototype for Congenial Web Search udatfarm with basic functions
necessary for a P2P network. The primary advantage of suemexa platform is the in-
teroperability. SpecificskoDORcomponents of Congenial Web Search are implemented as
services enabling peers to communicate with each otheffarelt search sessions.

For the assistance of both information detection processewant to improve existing Web
search facilities in order to model dynamic information m@s. All common Web search
engines have a client-server architecture, where no ictiereamong users is feasible. This
scenario is depicted with the ‘Client Layer and a ‘Server &ayn Figure 3.3. A user se-
lects one or more search servers, and all retrieved docsrpeonide an access point for a
navigation through the World Wide Web. On this account, therperforms a continuous
selection of an information source, which has a stable citle of documents at the moment
of request. The interaction among users is limited to arrmédion pull. For the assistance
of pull and push services, we propose a hybrid peer-to-petevark. The main advantages
of this network is the support of interaction among userds # hybrid network, because
existing Web search engines are integrated for an efficrgatrmation pull. The effective-
ness can be enriched by the interaction of users and thdiiaaege of relevant documents
in a ‘Virtual P2P Network’ (see Figure 3.3). For a trackingnefwv information sources, an
additional layer of ‘Virtual Knowledge Communities’ is imgghented, in order to restrict the
push to selected users, which are organized in a community.
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Figure 3.4:1SKODOR Software Architecture based on JXTA

3.2.2 Software Architecture

For efficient software development, the architecturesefopoRris based on Project JXFA
This platform provides basic functions necessary for a R&Rark. JXTA is not a specific
application but rather a system architecture based onimxistandards such as XML and
TCP/IP. The project seeks to overcome potential shortcasrimgnany of the existing P2P
systems: interoperability, platform independency, anquiby. Furthermore, the conceptual
goals of JXTA define standardized protocols for discoverpedrs, self-organization into
peer groups, advertisements and discovery of networkEsycommunication with other
peers, and monitoring each other.

For a prototype implementation, we chose the JXTA frameviorla standardized commu-
nication and organization of peers within peer groups. Adicg to our findings, the usage
of IXTA is promising due to the following aspects:

e De-facto standard:To date, JXTA constitutes the most sophisticated techryofog
creating P2P architectures. The JXTA standard is fully engnted in terms of an
open reference implementation in the programming langdage.

e Peer Grouping:JXTA provides suitable concepts for grouping peers intbgaverned
groups, which can be used for the Virtual Knowledge Commuagifyroach.

¢ High Scalability: IXTA's efficient routing and retrieval algorithms suppoutr demand
for a widely used decentralized application.

JXTA has its own system model to describe transactions ampartgipants. These concepts
which are essential for theKODOR prototype are elaborated in detail:

2http://www.jxta.org, last visit on 2006/03/01. The term 'JIXTA is short for jup@se, as in side by side.
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Peer A peer is a network node implementing one ore more JXTA padtocEach peer
can be any connected device such as a PC or a server. It iffigtbty a unique
Peer ID. Peers operate independently and asynchronowsty dfl others. For the
communication with other peers, each peer publishes oneooe metwork interfaces
using the JXTA protocols. A published interface is advediss a peer endpoint to
establish direct point-to-point connections. Intermedj@eers are used to route such
messages to peers that have no physical network connection.

Peer Group Each peer is typically configured to spontaneously disceaeh other on the
network to form transient or persistent relationships deti@s peer groups. A peer
group is a collection of peers that have agreed upon a cometasf services. Each
peer group is identified by a unique peer group ID. Each peerbeaa member of
several peer groups. By default, a first group called NetP®eeng3s instantiated where
all peers are members. Each peer group provides a set ofsemalled peer group
services.ISKODOR defines additional peer group services which will be disedss
Section 3.2.3.

Pipe Peers use pipes to send messages to one another. They atebaseasynchronous
and unidirectional message transfer mechanism which edoas a virtual communi-
cation channel. The communication is virtual because pipesect peers that do not
have a direct physical link. Pipes offer two modes of comroation: point-to-point
pipes and propagate pipes. The first type of pipes conneatdlgxwo pipe endpoints
together. These endpoints are dynamically bound to pegyagms at runtime. The
second type of pipes connects one output pipe with sevgrat pipes. The propaga-
tion is done within the scope of a peer group.

Message The object which is sent between peers is called a messageeséage is sent
and received by the Pipe Service. Each message consistsooflared sequence of
named and typed contents in a XML or binary representatiofilAJprotocols are
specified as a set of messages exchanged between peers.

Advertisement All IJXTA network resources (peers, peer groups, pipes, andces) are
represented by an advertisement. A peer resource is pablish an advertisement
with a XML document. Peers discover resources by searclingdrresponding ad-
vertisements, and cache any discovered advertisemerilylo&gach advertisement
has a lifetime that specifies the availability of its asstedaresource. This lifetime
facilitates the deletion of obsolete resources without eeytralized control. If the
advertisement is republished, the lifetime is extended.

Besides the essential primitives of P2P networking, JXTApsus different levels of re-
source access. All peers operate in a role-based trust m&aelurity aspects have been
characterized as non-functional requirements in Sectiba 3JXTA already provides con-
fidentiality, authentication, authorization, data intggand refutability.

In order to address a large number of users, the system graekio be platform and browser
independent. Based on the Project JXTA software architecthielSKODOR prototype has
a three-layered system design as shown in Figure 3.4plHEt@rm layerencapsulates mini-
mal primitives for P2P networking with associated secysriynitives. Essential mechanisms
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such as discovery, transport, the creation of peers andgoeeps are necessary for a P2P
network to operate. Instead, teervice layeilincludes optional network services. Examples
of such services include searching and indexing, discoeenpembership services. On the
top level of the architecture, ttaoplication layerincludes implementations of integrated ap-
plications.ISKODORIs an integrated application on top of the first two layerse @hsign of
the application is depicted in Figure 3.5 as a componentamdpased on UML 2.0 (Booch
et al., 2005). All sub-components are grouped to four mampmnents:

e Data AccessThis component manages all data accesses on the locabgegell as
in the network. It includes thBataService, theDataConnector, and theExter-
nalRequest sub-component. All sub-components provide the interfaceaI. The
DataService sub-component is an external data service. It mediatescttesa to a
Web search engine and all members of the same peer groupc®tiigpeer. Th&x-
ternalRequest sub-component provides an interface for external reqiiestsother
peers. A specific interface is implemented to control thessdérom other peers. The
DataConnector provides access to data stored in a local database. It espisethe
Peer Search Memory which is modelled in Chapter 4.

¢ Integrated Information Seekin@his component includes all sub-components for the
retrieval, the filtering, and the ranking of documents. Thb-somponentUI im-
plements the graphical user interface and provides a séapchdifferent result pre-
sentations modes, as well as administrative functions.REeievalStrategy sub-
component processes a query according to the integratedraftion retrieval con-
cept as detailed in Section 6.2. ThelteringStrategy Sub-component implements
the integrated information filtering concept as detaile&action 6.3. All documents
either retrieved or filtered are ranked by thenkingStrategy sub-component. It
considers all different data sources and applies a peligedahk reputation-based, or
a community-based ranking. Owing to a modular design, &f@mponents can be
exchanged with different retrieval, filtering, or rankirgasegies.

46



3.2 System Design

e Community DiscoveryThis component stores explicit feedback and synchroriiees
feedback with a service to discover collaborative seartdrésts. The&ating sub-
component implements two required interfaces. FirstDhaI interface enables a
local database connection to store explicit relevancebfaekd Second, thBiscov-
eryI interface delegates the rating to an external discovemycrTheDiscovery-
Service sub-component processes all users’ relevance assesamdmgoups terms,
links, and users. If a community is discovered, dvamunityManager of the peer
that initiated the community is notified. For this task, eatbnt peer provides the
ComlI interface.

e Community Managementhis component maintains peer groups in a self-organized
manner. For this task, other peers are notified about disedveommunities. The
interfaceComI is used to offer community memberships to other peers andltect
their confirmations. This component is aware of all actuaiiers of a community
with a membership of the client peer.

In summary, all presented concepts of the IXTA frameworluassl by theskoboR appli-
cation in a modular manner. With the JXTA framework, teRgODOR architecture is based
on a standardized architecture for peer-to-peer netwdiks.entire system is modular with
a combination of existing and new services for Congenial Wedr&h. With the core JXTA
services, the actdfetworkGateway is fully represented. On the application layer, additional
concepts are necessary adapting the core JXTA servicesd&@bomposition is based on ser-
vices which are identified in the concept design and the legbal use cases. In general, the
distinction between services and applications is not rigid application of one customer
can be viewed as service for another customer.

3.2.3 Peer Interaction and Services

Owing to the three layered JXTA software architecture (3gare 3.4), it is possible to over-
come the shortcoming of proprietary system developmentdydardized network primi-
tives. In addition to the basic peer group services, newiges\are developed for Congenial
Web Search. ThessKODOR services provide personalized access to information ssurc
The specific type of access depends on the information needdngenial Web Search two
access types are facilitatddcal accessandglobal accessThese access types are correlated
with the information need they support. Each peer suppdPseast Search Memory (PeerSy)
which is the fundamental basis of the model. The Peer Seaerhdvly is modelled in Chap-
ter 4. For an information retrieval process, PeerSy astistsiser with repeated queries in
terms of a personalized ranking and display. This procegsiglized with a collaboration
diagram in Figure 3.6.

In this process, a user formulates a query, and it is suluhvitethe search interface that is
implemented by th@UI sub-component. The query is delegated toRierievalStratey
module. In parallel, the query is propagated first to thelldetabase and second to the ex-
ternal data services. We chose this order, because we exfaster response of a local data
storage than external ones. Both sub-components senddtréwal results back to thee-
trievalStratey module as soon as they are available. DheaService sub-component
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Figure 3.6: Collaboration Diagram for Information Retrieval

provides a common interface to request a Web service andrgpme service. For exam-
ple, we integrate Google’s Web service to access a largenaion collection. In order to
retrieve communities relevant for a query, we use JXTAs@exrip discovery protocol. For
this task, a peer group resource is published by an advesisethat is maintained by the
CommunityManager of each peer. A community search is implemented by an asgnolis
request because not all peers offer the peer group servicestilts are merged and ranked
by theRankingStrategy. Finally, all ranked results are presented in the userfater

The filtering process works similar to the retrieval procasslepicted in Figure 3.7. The
main difference is the initialization of the collaboratiofihe CommunityManager initiates
the community filtering periodically with a trigger. All reat community memberships are
considered, and each community is filtered. Instead of aygtiee FilteringStrategy
module activates a process to generate a set of query terioh ate used to request all
community members. In order to get results from the peergrawXTA peer discovery
service is used to send asynchronous message to all menfilteesgooup. Thé&xternal-
Request module of each client peer processes the message andestdegcuments from
the local database. ThtaService collects all results from peers that have answered the
request. A timeout is implemented to handle different raspaimes within the network.
TheFilteringStrategy module collects all results, and initiates their relevam@aliction
by theRankingStrategy. All recommended documents are presented in the userangerf

The concept of peer interaction requires specific non-fanat requirements. Privacy and
security constraints get a high priority in order to guaeara reliable exchange of informa-
tion. Each user decides which transactions are publicabdailfor others. This is a first
step in order to distinguish between personal and publarimétion. All personal transac-
tions are hidden during an interaction with other intermairses. Furthermore, this privacy
concept is combined with a security concept preventing authorized access of personal
information. It guarantees that no process of another gegerformed on a local one. In-
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teractions among internal sources are managed by seregasiing the privacy and the se-
curity of each interaction. These services send ejploant-to-pointor propagatemessages.
Both terms distinguish whether an interaction is performetsveen two specific users or all
users. TheskODOR software architecture uses three services which handietathctions:

Request Service A request service establishes connections between userdento ex-
change messages. A message consists of query terms andttheglaest time if it
Is repeated. After a request is performed, the service i@iteesults of the answer
services.

Answer Service The answer service computes a ranked output for a particedprest.
The answer message consists of a set of document reprebgritétls. The local se-
lection process considers the timestamp of the last reqOedy for repeated interests
this timestamp is necessary in order to select new docurserus the last request.

Community Service For the detection of Virtual Knowledge Communities, a peeugr
service is responsible for the identification of common seanterests. This service
Is not a pure P2P service. At first, a central entity in the oétvdiscovers common
search contexts in individual search sessions. If a commisidetected, a member-
ship service facilitates the peer group management in antietized manner.

3.3 Summary

This chapter presented the architecture for Congenial WalcBeAt first, the requirements
analysis identified a set of actors, scenarios, use casgeaparfunctional aspects. The anal-
ysis showed that active and passive user participationsaaie functions of the system. This
functional requirement needs a user-centered systemrdebkigh conforms to the main goal
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of Congenial Web Search. A hybrid peer-to-peer architedtunélized to assist information
consumers and information providers. Furthermore, peg@eer characteristics such as au-
tonomy, transparency, reputation, and self-organizatrercombined with large-scale search
services. This combination prevents cold-start problesroDORIs a prototype implemen-
tation that maintains requests, answers, and communiycest Owing to mutual access
and exchange, information is propagated in the networkh \WRTA a de-facto standard for
peer-to-peer applications is selected for a software #actuire. ISKODOR is an integrated
application on top of the JXTA core, and its predefined sewicThe local data access is
realized with a peer service which models a Peer Search Mef@biapter 4). The result of
the discovery process of all individual transactions is menity service (see Chapter 5).
Request and answer services perform particular informagiqunests during Congenial Web
Search. Several instances of these services are runningaraliel manner. Retrieval and
filtering processes rely on the integrated information sepkoncept which is elaborated in
Chapter 6. More implementation details of the prototype &seussed in Chapter 7.
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This chapter describes the first pillar of Congenial Web Seakgersonalization of individ-
ual search processes models distributed informationaaies which enhance Web search.
At first, we analyzed the search behavior with a usage logderaio verify the conceptual
requirements, and the design of a Peer Search Memory. Weeddi high individuality in
all search sessions. Support for the user is achieved bysanqedized access to a Web search
engine regarding the user’s search history.

4.1 Analysis of Search Behavior

In general, users’ search behavior can be observed thrawgghformulated queries and
viewed documents. We analyzed the search behavior in codezrify the necessity of a
Peer Search Memory. Its goal is a storage of explicit releed@edback to form a distributed
information collection. During search, this local histafyrelevant documents enables the
system to distinguish between two subsets of the resulivhgth are presented to the user:
(1) a set of known documents, and (2) a set of new documenigepknds on the user’s
information need from which subset he prefers his results.iMiestigated the impact of a
local storage by focussing the following aspects:

Diversity The analysis of the diversity in all search sessions consigeeries and links.
A high diversity in all search sessions of a user shows thatex Bearch Memory
will represent a dynamic information collection. From theedsity of all individual
collections, we can predict the future evolution of the sgstind its scalability.

Repetition Besides the dynamic of individual information collectiomepeated queries
and links are a sign for recurrent interests, or the intezestd not be satisfied in
previous search sessions. The amount of repetitions w#! igisights about the effec-
tiveness of recent Web search, and the impact of an indivithex to a user group by
sharing information.

In order to observe both aspects in the real search behaweoexplored a Weblog corpus.
It includes search sessions of a user group which have notdsststed by a search history.
We analyzed all search sessions according to their diyesd repetitions. On one hand, we
performed a user-centered verification. For each individser, we analyzed the diversity of
his information collection and the repetitions within itn@e other hand, we accomplished a
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Table 4.1: Weblog Test Corpus collected over 536 Days

number
Queries (distinct) | 63,164
Links 160,043
- HTML 138,625
- PDF 19,128
- Doc 1,058
- others 1,178
Sessions 220,505
Peers 724

system-centered verification in order to analyze the gldha&lrsity of interests of the whole
user group. The analysis of repetitions among all users stibat the limitations of the
own information collection can be enhanced by others. Frusiglobal point of view, a
collaboration strategy is motivated that considers sinsiéarch interests.

4.1.1 Weblog Corpus

The test corpus is based on user logs from a German campusrdigb Jd/e collected user
logs of 536 days from October 7, 2003 to August 4, 2005. FrasedHogs, 220,508earch
sessiongo a Web search engine were extracted. Each session spedffiegple(q, p, ¢, u)
whereq is a query of uset. who views a Web pageat timet. The search time is represented
in the UNIX timestamp format. All timestamps of a day wereugyed to one time unit. For
the analysis of the exploratory data, only logs to one Welbcbeangine were considered.
We used Google, because it was the most frequently usechssragime of all users. In total,
724 users asked 63,164 distinct queries and viewed 160,;848all documents (see Table
4.1). Documents are represented by their URL in our data setadsigned a random id to
each user.

In general, the test collection is very heterogeneous daugto the number of query and
link occurrences on each time unit. The query rate is verydbweekends and holidays.
During the main business days of the campus, Monday to Fridaysearch behavior under-
lays high fluctuations. Figure 4.1 depicts both the quergdesmcy and the link frequency
per day. The occurrence of all distinct queries and link®isted on each day. On average,
137 queries were performed, and 347 links were viewed per dlag maximum number
of queries and links was observed at March 23, 2004. We cawsoiciate this peak (5,874
gueries and 14,917 links) with a known event. Thus, this dayt visualized in both figures.

In addition to the user log, all viewed Web pages are locatleked. The index was built
with the Lucené library which provides Java-based indexing and searchtdobies. A
total amount of 96,586 HTML documents were indexed. The gfzbe index is 1.08 GB.
A link rot rate of 17.03% was measured during indexing.

Ihttp://lucene.apache.org/, last visit on 2005/08/30.
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(a) Distribution of Queries for each Term
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Figure 4.2: Analysis of Individual Queries

4.1.2 Diversity of Search Sessions

The diversity of search sessions was analyzed with respepidries and links. We inves-
tigated the data volume that is produced by individual useder to estimate if a high-
scalable design of the Peer Search Memory is needed. By aiggooipall user sessions per
day with the same query and user, we identified 75 @®2ped search sessianBor each
user's query we grouped a set of links that have been viewedeatay. In particular, we
made the following observations in the data set:

e Above 35% of all terms are used in at least two different eqggerThe query frequency
of the 100 most common terms is visualized in Figure 4.2(ag Sample ternn is the
most frequently used query term. It is a stopword in GermahEmglish. The terms
bonn anddownload are the next most commonly used terms which are no stopwords.
The frequent usage of these terms shows that people try id saons with a low
discrimination of the document collection.

e Figure 4.2(b) illustrates the distribution of query lergyih terms of the number of
words. We noticed that 23% of the queries contain only on@ tand 38% of the
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Figure 4.3: Distribution of Users according to their Numb&Queries and Links

queries contain two keywords. The average length of alligaés 2.41. The maximum
number of query terms is 18, and the standard deviation ofsén a query is 1.28.

e Each user had asked on average 101 (stddev 157.16) distieces. The maximum
number of queries of a single user has been 888 queries.eHg8(a) visualizes the
distribution of users according to number of distinct qesrihey have asked. More
than 70% of all users asked less than 90 queries.

¢ In total, each user viewed on average 256 (stddev 400,46hatidinks during all
search sessions. The maximum number of links a user hasdieas 2271. The
distribution of the number of users according to their lindws is depicted in Figure
4.3(b). Nearly 64% of all users viewed less than 150 links tive time period of 536
days.

¢ In each grouped session, the number of viewed links for eaehydoy a user is small
on average (2.91). Whether a user found a relevant documgisiset, can not be
automatically derived from the corpus. Figure 4.4 depicksséogram of link view
numbers. It shows what percent of queries have only one p&ge what percent
have between 2 and 5 page views, and so forth. For 85% of atlegghe users
viewed less than 5 links.

All observations show that the Weblog corpus representgieai\Web search scenario where
many user have heterogeneous search interests. Thewistilof query length is similar
to those reported by others: an analysis of major Web seargimes revealed that, on the
average, each query contained 2.21 terms according toefdahsl., 1998) and 2.35 accord-
ing to (Silverstein et al., 1999). In addition, the term s@uis quite diverse. With a storage
of explicit feedback each user builds a small dynamic infation collection. We conjecture
that in a real application the number of distinct links widatease due to explicit relevance
feedback. We do not assume that all viewed links of the loghfilee been relevant for the
user. Nevertheless, we see no need of a high-scalable syi&tsign of the Peer Search
Memory. Even for users with a high search activity of 888 ggeand 2271 links over a
time period of 536 days, no specific requirement for the Istatage device is necessary.
The goal of the Peer Search Memory is primarily a storage sf@ations between queries
and links. No documents will be fully stored on a local maehin
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4.1.3 Repetitions of Search Sessions

The prior analysis showed that the collection of all seam$s®ns is quite diverse. The
Weblog corpus does not provide relevance information fracheuser, but in general, the
more documents a user has viewed the harder it was for hintigfyshis information need
rapidly. A personal storage of a search history enableseékection of repetitions. On one
hand, it is useful to discriminate between well-known, aet ocuments in a result list
of a Web search engine. On the other hand, repetitions ameg1g enable the system to
recommend already validated results from other users. Bp#stof repetitions are present
in the Weblog corpus and must be handled by a Peer Search MeWiermade the following
observations in the data:

e Two queries are classified as the same if they have the sams tard word order.
We worked on a case insensitive basis. Figure 4.5 visudliwepercentage of queries
asked only once, twice and so forth in all search sessionall Bearch sessions, we
observed that 42% of all queries have been asked only onfcegmation needs related
to these queries have been satisfied effectively.

e The usage of repeated queries in all grouped sessions is&klym. Only 8% of all
gueries are used repeatedly on distinct days or by diffarsets. Table 4.2 depicts
the 10 most frequent queries. In this listing, we observatlgbme queries are asked
by a large user group. For example, the querytenplaner has been submitted by
14% of all users. This query was requested on 98 distinct.day&igure 4.6(a), a
more detailed analysis of this query shows that the humbeicofimulated queries
per day increases faster than the accumulated number &f liftie information need
represented by this query seems to be very specific for alfu¥ée observed a large
overlap of all viewed links. In addition, also unspecific gaes can be detected by a
plot of accumulated query and link occurrences. For exantpéequerylean man-
agement shows a reversed behavior as the quernytenplaner. Figure 4.6(b) shows
a faster increase of the number of accumulated links thagderies. The overlap
between link views is very rare in the user group. 66 linksehbgen viewed by 16
users at 10 days.
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Figure 4.5: Statistics of Query Occurrence

Table 4.2: The 10 most repeated queries on distinct daysh@anadnay distinct users asked

the query, and how many distinct links are viewed.

Query Days | Users | Links
ksk ahrweiler | 101 11 11
routenplaner | 96 98 32
ebay 55 63 9
studentenwerk | 49 12 9
mobile.de 43 8 4
telefonbuch 41 38 12
worterbuch 32 36 7
selfhtml 30 22 7
web.de 30 34 14
brocken 27 1 18
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Figure 4.6: Example for Specific (a) and Unspecific (b) Infation Needs
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4.1 Analysis of Search Behavior

Table 4.3: Top 10 most repeated links, and how many quereesetated to the link, how
many peers viewed the link, and on how many days it was vieWedy distinct
gueries, peers, and days are used in the count.

Links Queries | Peers| Days
http://www.googleadservices.com/pagead/adclick? 996 276 | 322
http://news.google.de/news? 116 82 82
http://www.chip.de/forum/thread.html|? 109 73 84
http://stats.komdat.com/c/track.mdir? 87 82 67
http://comit.eanalyzer.de/index.php3? 83 72 63
http://www.springerlink.com/link.asp? 82 61 63
http://www.amazon.de/exec/obidos/external-search? 73 60 49
http://www.zanox.affiliate.de/ppc/? 71 63 55
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi? 63 30 52
http://www3.interscience.wiley.com/cgi-bin/resoldei? 62 46 53
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Figure 4.7: Evolution of Queries and Links

e The 10 most repeated links are listed in Table 4.3. All links@dered by the number
of distinct queries that are associated with the links. Weeoled that all links are
general links which are relevant for heterogenous infoionateeds. Their analysis
revealed that they are rarely used in the total user grodq@f all search sessions).
This result emphasizes the need of an individual user lyiftecause the statistics of
frequently viewed links provides no impact for a user.

e Arepeated link is detected if the identical URL is selectedraither day. The occur-
rence of repetitions over a time period of 536 days is essfniin order to analyze the
specific type of information need. A query expresses eitlstioat-term or a long-term
information need. The temporal distributed of repeatekislienables a classification
of the particular type. Moreover, the overall evolution okges and links shows that
from a global point of view the search behavior is very undpe(see Figure 4.7).

In summary, the analysis of the repetitions in all searclsisas is high, but on grouped
search sessions rather low. A high number of repetitiongéosticular queries is a sign
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that the user needs to be assisted. From the diversity ofeailed links we observed a not
optimal Web search. Users have to view in 60% of all cases niane one link. We can
not verify with the data if the information need has beens$iatl after each grouped search
session or it had been reformulated. The effectivenessantsean only be increased if the
user is assisted during search. The exploratory data shepec#ic search behavior that can
be assisted by a Peer Search Memory:

e Users have repeated information needs which are expregssohitar queries.

e Users selected links that have been viewed previously Boséime query.

With the analysis of the search behavior, we gained new htsigver a 536 day period of
search sessions. In general, the search sessions are niolatidnby repeated interests,
neither for the whole user group nor for individual users pinated interests expressed by
an identical query or link are rarely used on distinct daylsyoother users. Otherwise, many
queries are asked repeatedly over a short period of timegyei@hly 42.15% of all queries
have been asked in one search session. In all other casasedhgiewed more than one
document in order to find a relevant document.

4.2 Representation of a Peer Search Memory

The Peer Search Memory is a local storage device of searstfossghat can be accessed
in a personalized manner. The previous analysis of the Isdmalcavior showed that each
user asked heterogenous topics. In addition, we obsereatettessity to assist the user with
repeated information needs. From both observations, wi etinceptual requirements for
a Peer Search Memory. In our approach, we use explicit nebevéeedback to develop a
user profile. This profile is used to merge results from exdesnd internal providers on the
client machine.

4.2.1 Conceptual Requirements

The basic requirement of Congenial Web Search is a model gbpalized information
sources. In the roadmap towards Congenial Web Search, anpéizstion strategy enables
an integration of dynamic and static information collesioFor a personalized information
source model, two types of s are distinguished:

External Providers External providers such as Web search engines collect@adengunt
of information. These services provide no information oivitbe ranked output has
been computed. Web search engines actively dynamicallgatdahformation with
autonomous agents.

Internal Providers All users of theiISKODOR system are denoted as internal providers.
Each user maintains a local information source that is dycelip updated with each
search session.
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Figure 4.8: Model of Personalized Information Collections

Figure 4.8 depicts the general model of personalized indtion collections. ThdPeer
Search MemoryPeerSy) stores a user profile that incorporates the faligwiformation:

1. User-based Aspect$or each query session, all documents which have been diewe
by the user are stored in the Peer Search Memory. In adduiohig click-through
data, for all relevant documents satisfying an informatieed, PeerSy collects user
feedback in order to judge a document explicitly.

2. Content-based Aspectéll documents in the Peer Search Memory are analyzed in
order to build a term index. Furthermore, all terms are wieighThe weights are used
to calculate document’s has a scores for a personalizethiank

3. Usage-based AspectBor the dynamic part of the information source, click-tgh
data are collected with a timestamp of the first and the lasgsscof the document.

The collection of internal information collection inclusléhe Peer Search Memories (Peer-
Sies) of all users. Non-functional requirements such akitidy must not be considered
for the local storage. The analysis of the search behaviwst that a user with the largest
storage need collected 888 queries and 2271 links over apgeried of 536 days. With
explicit feedback, we expect that the number of links wiltdase.

4.2.2 User Profile

The user profile incorporates information about the use@&ch sessions. The local stor-
age ensures privacy, because no personal information isncomated to a central server.
The local profile is transparent for the user at any time. diudes all aspects identified as
conceptual requirements:
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4 Modeling a Peer Search Memory

User-based Aspects  All documents are stored in a Peer Search Memory which are
relevant in a special context for the user. Bearch contexs specified by the query. When a
user selects documents from the result list, he can flag ttesenents from the search result
as relevant which have satisfied his information need. Thwgarms toexplicit relevance
feedback For each query and document for which relevance feedbaskd®n provided, a

is stored. We use the following notation to represent ekgbedback:

e R,: set of documents for which relevance feedback has beemndecby usen
e R,: number of documents iR,
e Q,: setof all user queries

e R,,: setof documents with relevance feedback for query

Each document in a Peer Search Memory is a Web page that sseszped by a URL.
We applied no similarity measure to find synonymous linksr the prototype, all query-
document associations are stored in a local database. Tagederepresentation of the
database scheme is discussed in the implementation clispéeBection 7.1.1).

Content-based Aspects In a second step, a document representation determines both
what terms{) are included and how often they occuy;j. Term statistics within the corpus
are used to compute a term weight ) for each termi. We use the full text of documents
for this task. In a pre-processing step, the language of tloeirdent is guessed in order
to remove all language specific stopwords. Each Peer Seagahoky maintains stopword
lists of 11 different languages (Danish, Dutch, Englislerfeh, German, Italian, Norwegian,
Portuguese, Russian, Spanish, Swedish). Language guésgergormed by comparing
each stopword list with the document terms. This languagesssgned to a document if
its stopword list has the highest similarity to the documeWwe did not apply a minimal
similarity threshold, because the prototype is designeddrk only with these languages.
We extend the notation of the Peer Search Memory in the fatiguwvay in order to enhance
the user representation:

e 7,. set of terms extracted from all documentsin
o R, ;. setof relevant documents for a usethat contain the term

e 7,;: number of relevant documents for a usghat contain termi

With relevance information, the weight for each term candleudated by modifying BM25
(Sparck Jones et al., 1998), a probabilistic weighting sehe(Teevan et al., 2005b) inves-
tigated a modification of BM25 for Web search personalizatibhey pursued techniques
that leverage implicit information about the user’s inggrelheir personalization algorithm
can significantly improve on current Web search. In traddiaelevance feedback the term
weight is calculated with the Robertson-Sparck-Jones faifRobertson and Sparck Jones,
1976):
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a) Traditional RF b) Personal Profile RF c) Peer Profile RF

®
N N R “
Figure 4.9: Traditional relevance feedback (a) uses ralmvanformation from the corpus.
According to (Teevan et al., 2005b), profiles are derivethfeopersonal store (b)

with N = (N + R) andn, = (N; + ;). In our approach, all peer stores (c) of
the users are considered, 6= (R + R,) andn} = (r; + ry.).

(ri +0.5)(N —n; — R —r; +0.5)
(ni -1 + O5)(R -7 + 05)

w; = log (4.1)

R is the number of documents for which relevance feedback bas provided, and; is
the number of these documents containing the terfigure 4.9a shows that the relevance
information (R,r;) comes from the corpusl is the number of documents in it, amd is
the number of documents in the corpus that contain terfigure 4.9b shows the concept
according to (Teevan et al., 2005b) where relevance infoomas maintained outside the
Web corpus. For the BM25 weighting, they represented thendeté corpus withV' =

(N + R) andn! = (V; + ;) in order to include the outside documents. In a similar manne
we use the corpus maintained by all users of our system (geeeH4.9c).

Both values R andr;) can be efficiently estimated within a peer-to-peer netwbrlSection
2.2.3, Bloom filters (Bloom, 1970) were discussed as a popatdrmique for an efficient
representation of information collections. PlanetP (Caeficuna and Nguyen, 2002) uses
Bloom filters for a disseminates of a peer’s index. When thessit¢ of the network are
calculated, we extend the notion of the corpus for the ppd8M25 to include the docu-
ments of all other users. We udg = (R + R,,) andn) = (r; +r,,) to represent the corpus.
These values are substituted in Equation 4.1. After a sfioglion, we get the following
equation for term weights:

(Tu; +0.5)(R+ Ry — (n; +ryi) — Ry + 74 +0.5)
(i 4 Tui) — Twi + 0.5)(Ry — 7 + 0.5)

(rui 4+ 0.5)(R —n; +0.5)

(n; + 0.5)(Ry — s + 0.5)

w; = log (4.2)

(4.3)

We use these term weights for a personalized search of aiterfiormation collections as
presented in the next section.

61



4 Modeling a Peer Search Memory

Usage-based Aspects  In addition to term weights, we applied a weighting approach
that considers all user’s repeated accesses to known dotsindeuser’s interest may change
over time and documents viewed more recently may give a rbigitication of a user’s
current interests. After the first storage of a query-doaunassociation, all repeated user
accesses to this document are recorded. The number of ascgsswvs a user’s personal
significance. The access weight combines the importancedoicament with the up-to-
dateness of the interest. To calculate the access weigbg garameters of a document are
used: (1) number of days when documéihias been selected)( (2) frequency of document

d in the access statisticgf(), and (3) number of days since the last access of the document
(1). For the design of the access weight, we considered th@fisly characteristics:

e The importance of a document is characterized by how ofteseanepeatedly viewed
(df) the document in proportion to its agee};g). Thus, documents which have been
viewed very often on the same day £ 0) have a higher importance as documents
which have been viewed often in the past. The importancewddes not consider that
the interest of a user changes.

e The up-to-dateness gives a document a higher weight if ibbas viewed lately. The
importance of a document, that has been viewed frequenthyeipast, is reduced by

a factorm. We calculated + 2 in order to avoid that the denominator is zero.

By a combination of both values, we get the following equatmrthe access weight,:

1 1

— df - .
wa = df e+1 log(l+2)

(4.4)

To summarize, the user profile is build on documents and esiavith explicit relevance
feedback. In addition, term weights are computed with reispe the document corpus
which represents all users’ information collections. Agceeights are calculated in order
to observe how the user works with already known documenit® uEer profile needs no
training phase and is directly applicable for a persondliraaking.

4.2.3 Personalized Ranking

Based on the user profile, a personalized ranking is only eghplir repeated interests. The
search behavior analysis shows that users selected knokgeind/or new links for repeated
queries in grouped search sessions. We assume that a useepune of the following
goals:

e Finding a New Link If a user wants to find new results relevant for a former infor
mation need, the maintenance of all prior relevant docusnenables a selection of
all new documents found by an external service. The dynatmnges of this ser-
vice can be made explicit to the users, when all known doctsreme marked. This
pre-selection enables the user to focus only on new docwmnent
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Figure 4.10: General Ranking Process based on Personatizethhtion Collections
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e Recovery of a Known LinKf a user wants to recover a known link, the local storage
provides a persistent access to known documents. The PaehSdemory is inde-
pendent of the dynamics of a Web search index or the rankidg@iments. All links
are associated with a query that has been used to formutateftrmation need. The
description of this need is very short (2.41 on average) toan be assumed that the
user is able to re-formulated his information need very lsimiThus, the personal-
ized ranking scheme considers all documents for which aglex feedback has been
provided and ranks them according to their access weight.

Owing to all former relevance judgements, the user is brougb the focus of the sys-
tem, and the ranking is adapted to his prior search sesgtogiste 4.10 depicts the general
ranking process based on personalized information c@iext The resource selection of ex-
ternal information providers is done by the user who selaistfavorite Web search engines.
For internal information providers, the model of commuestis developed for a selection
of relevant peers for a query (see Chapter 5). The main aiteitithis section is paid to
collection fusion.

The local retrieval method of the Peer Search Memory is iaddpnt of the type of infor-
mation need as classified previously. The ranking of docusnemmsists of three steps: (1)
selection of all documents matching with the query, (2) otidm of the set of documents by
several filters, and (3) assignment of a relevance score do@iments. The second step is
optional and depends on the system design. In practice, ®&blsengines provide several
advanced search features in order to filter the first resylattbough these features are not
used widely (Jansen, 2000).

Collection fusion works in two phases. As depicted in FigurEl4he collection fusion
of both internal and external information sources takesela two phases. Each phase
accomplishes fusion and sorting tasks. In particular, #selts are merged by picking up
items from the top of the result lists in a round-robin fash{brst item from first list, first
item from second list, ...., second item from first list, andg). After each fusion phase the
result list is sorted. First, duplicates are detected by tiRL and a checksum. For each
result, the number of duplicates is counted. Second, allteeare ordered by their number
of duplicates in decreasing order. Once all external andlabal internal information are
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Figure 4.11: Collection Fusion Module

individually fused, in a second phase both results are nddsgeound-robin and are finally
sorted. The result of the global collection fusion is a rah&atputG. Owing to the sorting
phases, the first ranking positions are assigned to docsmentmonly found by both types
of information collections. In an embedded fusion, thispamitis merged with the ranked
output L of a personalized ranking scheme. The personalized ramskingme is a tripartite
process:

[1st Step] All documents are selected which have been relevant forradoiuery that is
similar to the actual query. The user profile maintains gdiecyised sets of documerig, ,

for all user queries. The analysis of the search behaviowvshbat all queries are rather
short (on average 2.41 terms). If a query is repeated, weoalserved in the Weblog corpus
that the user formulates it in a similar way. In order to asis behavior, all documents
are retrieved that have at least one query term in commormulsecve assume that a user
formulates his repeated information need very precisehge query’s score is given by the
ratio of the identical terms in andq* to all of the terms iny*:

(4.5)

We select all sets of relevant documeftg with a query scorecore(g) > 0. To construct
the ranking, all sets of documerf&;, are ranked by thecore(q). This ranking does not yield
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a completely ordered list. Thus, for each documerRpthe access weight is considered in
the second step.

[2nd Step] In case a seR, matches with an actual quegy, all documents of this set are
ranked according to their access weight (see Equation Aljuplicates of a document are
removed from sets with a lower query score.

[3rd Step] Finally, a document’s score for all local documents is clalt@d by summing over
the query terms7;-), the product of the query term weight,) and the normalized query
term occurrence in the documentg;J. We do not normalize the query term occurrence.
In analogy to the BM25 ranking function (Sparck Jones et &98), we get the following
equation:

score(d) = Z it—fi w; (4.6)

1€ T avdl + tfi

whered! is the document length, andd! is the average document length in the corpus. All
documents are ranked according to this score. This rankghgslappended to the previous
ranking list resulting from step 1 and 2. Similar to step )lciates are removed if they also
occur at lower ranking positions.

The result of the personalized ranking scheme is a rankguiblitof documents which are
relevant for a user, and which have been found in prior sesgshions. After all matching
documents have been identified in local query-documentadsms, these documents are
merged with results ofr. The fusion of a local PeerSy and other providers is charaet:
by three sets: (1. N G: a set of documents found by PeerSy and other sources$, \(Z):

a set of documents found only by PeerSy, and{3) L: a set of documents found only by
all other sources. The first two sets are ranked accordingrtpersonalized ranking scheme
of L. For the last set, the ranking order@fis used, because no re-ranking is applied. All
sets are presented to the user in a set-view style as discus&ection 7.4. A user can
individually focus on this set of documents he indented &rc® For example, a user can
easily see which new documents have been found in the dodwuokgction since his last
search.

4.3 Evaluation

This scenario evaluates the impact of a local feedback ggord’he evaluation scenario

is designed to answer the questidboes PeerSy support an effective search for repeated
gueries by personalized rankingihe evaluation task reflects the advantage of a persistent
storage of explicit feedback. We simulated a personaliaeling with the Weblog corpus.

4.3.1 Known-Item Retrieval Settings

The evaluation task has the goal to measure the effectiserfes personalized ranking for
repeated information needs. The advantage of a local fekdibarage is measurable for the
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single user when a query is repeated and a known documemoigared. The effectiveness
of the recovery is measured with a known-item search. Fartdsk, the Weblog corpus
was preprocessed in order to collect all grouped sessicmsi®ér that have repeated queries
and links. We collected pairs of succeeding grouped sessidnch have been classified
according to their number of repeated links:

Single Known-Item Retrieval  The first example shows that for a repeated query, only
one link is selected repeatedly in grouped sessions. Fanglea the querytour
de france has been repeated three times, and at each repetition treelsdkmvas
selected. We conjectured that the information need wasspgific and only one link
exists which has a high relevance for the user.

Multiple Known-Item Retrieval The second example represents a class of queries where
several links were relevant for the user, because they deeted repeatedly. For
example, when the quemyp3 download was submitted the first time, four distinct
links were selected. Three days later, the user repeateputrg and only three of the
previous seen links were chosen again.

In total, we extracted 879 repeated queries of both knoemritetrieval classes from the
Web log. 34% of all users have asked at least one repeatey doghe set of all grouped
sessions, 75% of all sessions belong to the first class andt@%& second. Both classes
enabled us to define different evaluation tasks:

e For single known-item retrieval, we evaluated how the dyicanof an information
collection assists individual needs. A baseline is cong@ive all grouped sessions
of this class. In comparison, a Web search engine has beeegstegl in order to
investigate the dynamic change of results within the firsteXults.

e For multi known-item retrieval, we evaluated the effeatiges of the personalized
ranking. The original selection behavior is compared wiinulated ranking. We
simulated the personalized ranking scheme and a vectoespaking.

We applied different evaluation metrics for both tasks.

4.3.2 Evaluation Metric

The effectiveness of known-item retrieval depends on tvpeeis: the ranking of the search
engine and the mental ability of a user to preprocess thét tessun order to detect relevant
information. Usually, known-item retrieval is evaluateda user-independent setting. The
evaluation setting simulates a user who processes sueelgssresult list in order to find the
relevant document. The search process is not efficient tle numrelevant documents must
be viewed before finding a relevant one. Standard measueeprecision and recall are not
applicable for the known-item search. If a user repeats aygak associated documents to
this query will be retrieved that are judged previously dsuant by the user in a Peer Search
Memory. Instead, we selected two different measures fdn esaluation task:
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User ID: 120
2004/07/19 07/20 07/21  2004/07/22
@ Qs A o —————» t
Query:  tour de france tour de france
Link
Selection: 1. http://www.letour.fr 1. http://www.letour.fr
User ID: 331
2003/11/14 2003/11/17
° ° »> t
Query:  mp3 download mp3 download
Link
Selection: 1. http://www.your-mp3.de 1. http://www.mp3dd.net
2. http://www.mp3dd.net 2. http://www.mp3.de
3. http://www.mp3.de 3. http://www.mp3sound.com

4. http://www.mp3sound.com

Figure 4.12: Two Examples for Duplicated Queries and Links

Metric for Single Known-Item Retrieval Performance of the single known-item re-
trieval setting is measured by the rank at which the desinkddppears in the list of viewed
links. Theaverage rankor a set of queries,, . .., g, and relevant links,, ..., [, is

S,
rank= — ZZI rank(l;) (4.7)

Another measure is thaverse average inverse rankat is the harmonic mean of the rank
at which the desired document occurs. This measure is dedsed

IAIR = " (4.8)

> i (rank(i;)) =t

Both measures, average rank and inverse average inversescani 1.0 for perfect retrieval.
These values increase if the system returns the desiredrsimtuate in the result list.

Metric for Multi Known-ltem Retrieval Average rank and inverse average inverse rank
cannot be applied to the multi known-item retrieval settifgr each query that belongs to
this setting, a set of links have been viewed repeatedly eytier. The order of the links
Is defined by the timestamp of the search session. This rgm&presents the real selection
behavior of the user. We examined how similar this rankintpis personalized ranking.
The similarity of rankings is measured with tendall tau distanc€Adler, 1957). It is the
number of pairs of links that appear in opposite order inWerankings. We normalize the
measure with the maximum possible disagreements. The Keéadalistance is 0 when the
two rankings are exactly the same, and it is 1 when the raskang in reverse order. Two
random lists have a distance of 0.5 on average (Teevan 208b)).
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Table 4.4: Results of Single Known-ltem Retrieval.

method: Baseline Google
date (range): 2003/19/07 - 2005/08/04 2005/09/15
IAIR 1.081 3.296
rank 1.274 14.753
no. queries (rank =1) 70.74% 24.50%
no. queries with link not found - 67.32%

4.3.3 Evaluation Results

Results of Single Known-Item Retrievallle used 661 queries that have been requested re-

peatedly. In total, 2288 grouped sessions are found foepkated queries and the inverse
average inverse rank is computed for each repeated linkurdmlata, we observed the fol-
lowing aspects:
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¢ In Table 4.4, the baseline results show that the user is Viggt®e in recovering a

known-item. Although, this observation cannot be assigred quality measure for
the Web search engine. The user may not have viewed documesdsding to the
original ranking. Nevertheless, the combination of a Welraeranking and a human
selection behavior is very effective at the time of the ritjost.

In comparison to the baseline, we measured the dynamics cétadaarch ranking
(in our case Google) independent of a human preprocessihguéries of the single
known-item retrieval task are processed by Google in orget the rank of a relevant
link in the actual result list. If the document was not foundhe first 20 results, the
rank was set to 21. On average, the known link is now found enlth ranking
position. The result shows that the user has to switch in 7084 cases to the second
result page in order to recover the known link.

The increase of the IAIR value of the Google setting shows titra ranking of the
Web search engine might have changed due to the continuaiageupAt the time of
a repetition in the Weblog corpus, the ranking of the Webd&@eangine was more
optimized for the individual needs of a user. Over the tirhe,ihnformation collection
of the Web search engine is highly dynamic, and its rankirlbhaive been optimized
for the majority of users who favored offer documents.

For a more user-centered evaluation, we explored querigshvdtcurred in many

grouped sessions. Table 4.5 (left columns) lists five geewigh the highest number
of repetitions. We observed a low average rank for thoseiegierhey consist only of
one popular term or phrase. The results show that duringdititions the information

need could be satisfied rapidly. We conjecture that resaltshiese queries do not
depend on the dynamic shifts of the information collectidtl search services are
optimized for a majority of users searching for the most aritative pages. We expect
that there is a manageable number of known links, for exarapleoute planers, on

the first result page. It depends on the users individualcehaihich is his favorite

service.



4.3 Evaluation

Table 4.5: Selection of repeated queries. On the left sigexigs are ordered by the number
of grouped sessions (GS) in which they occur. On the right,siplieries are
ordered by their average rank in descending order.

query no. GS| rank || query no. GS| rank
routenplaner 39 1.08 || ferienhaus plattensee 1 10.00
ebay 10 1.08 || tribulus terrestris 1 9.00
freenet 10 1.00 || geschichten 1 8.00
telefonbuch 9 1.00 || lineare optimierung 1 7.00
tour de france 9 1.00 || model bewerbungsformular 1 7.00

Table 4.6: Results of Multiple Known-Item Retrieval.

method:

| VSM | PeerSy

avg.t

no. queries{ =0) | 28%

0.61 | 0.08
87%

e In Table 4.5 (right columns), queries are investigated kiza®e a high average rank.
For example, a user has viewed 9 different links until he veoed the well-known

link for the queryferienhaus plattensee. All queries with a high average rank
are repeated only once. On one hand, the user might not glyptieed to recover
a known link. He was searching for new relevant results, anditd not remember a
already seen document. On the other hand, for queries #habafrequently requested
or all users viewed a diverse set of links, the Web searchmenginot able to assist
individual needs due to its dynamic collection.

Results of Multiple Known-Item Searclf. several links have been viewed by a user re-
peatedly, we identified a multiple known-item search. Thespealized ranking of these
documents is compared with the order of the real user’s etebehavior. We explored
345 queries and the personalized ranking of all repeatéd limcomparison to a baseline

method:

e The baseline method ranks all known documents according/ezi@r-space search.
The results in Table 4.6 show the average Kendall-tau distéor the baseline and
the PeerSy ranking. The distance between the real seldaiwavior and the baseline
ranking is0.61. The result for the PeerSy ranking~= 0.08, shows that it is closer to
the individual choice of the user.

In a second step, we analyzed how often both rankings ard¢lgxae same £ = 0).
For the vector-space search, in 28% of all cases its rankiagghas with the real
selection behavior. Instead, for 87% of all queries, theqealized ranking is exactly
the same as the user’s selection.

For example, the personalized ranking for the sample qugtydownload on Novem-
ber 17th, 2003 has an optimal match with the real selectibavier. We conclude for
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all queries with an Kendall-tau distance greaiethat it is feasible for the user to
compensate a reverse order. The result sets from the Peeh3é¢amory are small
compared to Web search engine results. It can be assumednit&ta document is
selected as relevant, this judgement changes over time.cAngent that was viewed
in the last session may have a higher relevance than an aideSaich aspects cannot
be derived from the Web log data. The personalized rankihgree is only affected
by usage data which is collected due to click-through data.

4.3.4 Discussion

Whether a known-item refers to a relevant document cannonblyzed without explicit
feedback. This is a limitation of the Weblog corpus, as welfa each Web search engine
that analyzes usage data. The repeated selection of welrkifinks was used to derive
implicit relevance information. It was applied to a locabkm-item retrieval task in order to
measure the effectiveness of personalized ranking foratedegueries. The evaluation task
confirmed the assumption that a persistent storage of fegdiog@ports a constant ranking of
the user’s prior interests. The combined retrieval of Ideatiback and a Web search index
allows an effective pre-selection of documents for usec®mling to their actual needs. In
addition, personalized ranking accommodates the indatidelection behavior because the
number of viewed nonrelevant documents is decreased. THe VAlue of the baseline
method for single known-item retrieval shows that the gsstrategy to recover a relevant
document is very effective on average. It depends on the ¢ypeformation need, if a
document can be easily recovered on the first result pagexpéeted that this ranking is not
the same as it was at the original request time. We obsereddiact of a human selection
and the stability of a ranked list over the time. PeerSy hagh $tability in its ranking
because of a persistent storage of explicit relevance &eddbThe goal of a PeerSy is an
individual optimization. Each single user must be suppbttesatisfy his information needs.
Thus, the whole user group is involved in this task. When paldr queries are asked by a
user for the first time, a support can only be facilitated & tWhole user group is considered.
The test corpus shows that exact query matches betweeranseese. It was difficult to find
two users with very specific interests, e.g. paperfoldingg t the geographical restriction.
In such a case, it can be assumed that they know each othenplys

It is a limitation that for particular long-term interestSauser no support can be achieved
by the user group. This restriction of the evaluation sdendoes not reveal new insights
about the impact of collaboration among users. For thisgagpa community concept is
described in the next chapter.

4.4 Summary

This chapter designed a dynamic information collectioredasn explicit feedback. The
model of personalized information collections comprisethistatic and dynamic features.
The analysis of the search behavior indicated that a usedask average 101 queries dur-
ing a 536 day period. 42% of all queries were asked only once cdvjectured that many
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gueries are very specific, due to the low number of viewedslifkhe data showed that only
one or two documents have been viewed for a query in 62% otaktx All click-through
data is stored as usage patterns in a Peer Search Memoryeintorngrovide a personalized
access. This information is enriched by explicit relevafemglback. Owing to a temporal
organization of usage data, a stream of documents which e found in the time be-
tween two particular search sessions, can be offered toraTllss offset is managed locally
for each user in order to accomplish a dynamic informatidlection. An integrated repre-
sentation of both dynamic and static features assists themation retrieval process. The
local search engine applies a user profile to perform a palized ranking of Web pages.
The impact of personalized ranking was evaluated with kniem retrieval and implicit
feedback. We selected all search sessions with repeatei@sjaad links. The baseline was
defined by the combination of a human result selection andkerhoutput of a Web search
engine. A repeat of each query showed a marked impairmeheafetrieval effectiveness.
If multiple documents have been viewed for a repeated quleeyresults showed that the
personalized ranking performs nearly optimal. We conjactuhat this effect will be even
more pronounced with a test collection based on explicévaice feedback.

The Peer Search Memory is an essential part of the Congentas@éch concept. All users

are able to maintain a local information collection withigdated results. With a Peer Search
Memory, each user takes the role of an information providgte user profile enables a

personalized ranking for repeated information needs. Newchents can be easily detected
in the result set of information providers. The local usdiemtion does not advances the
search for new information needs. Queries that are prelyi@asked by other users can be
exploited for an advanced retrieval. Previous validatedlte can be considered to organize
users with common interests. The model of communities aderethis necessity to further

enhance the concept of individual information collections
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5 Modelling Communities

This chapter represents the second pillar of Congenial WelocBeand it describes the
implicit collaboration strategy. Collaboration among $sean be initiated based on indi-
vidual user feedback. In order to discover similar seartér@sts, common judgements are
grouped by context. A Virtual Knowledge Community is the tesfia context grouping,
and an automatically supervised expansion of queriess liakd their associations. Users
can explicitly join a community which facilitates advanceearch and filtering processes.
Evaluation settings are designed to measure the qualitgoduaping of queries and links.

5.1 Conceptual Requirements

The process of modelling communities is based on a decietiadtorage of explicit rele-
vance feedback. The Peer Search Memory is a local informabbection for each user. A
personalized ranking assists repeated information ist®fecally and in case of new infor-
mation needs, a user relies on external providers with & ledex or on internal providers
with relevant query-link associations. The overlay amttiire of the peer-to-peer network
is exploited in order to retrieve documents from other uskrgeneral, it is not efficient to
select all resources to process a single query. Obsergatiwearch engines showed that the
frequency of popular queries conforms to the Bradford diatron (Brookes, 1977). Hence,
there will be few topics requested by a huge number of pe@pld, numerous topics are
requested very little, if at all. Based on this assumptioesaurce selection process must be
designed to work with the Bradford distribution as discudsg@ates (2002). In particular,
such a process must handle all queries distributed in theonketequally. The routing of
information requests should not be dominated by infornrmatieeds of the majority. On one
hand, general requests are very popular for a majority afsusen the other hand, infor-
mation needs with a high specificity are requested only byreonty of users. In order to
handle both types of requests, a central structure of al loterests is required.

Requirement 1. All local interests must be prepared for a global accessderaio struc-
ture common interests. Each peer retains the autonomy ofdirenance of its local
associations. A component is necessary that synchrorllZzesa interests efficiently.
This process must be independent of the availability oflsipgers.

The first requirement defines a global structure which isre¢gddor the detection of com-
mon search interests. A synchronization in a decentralizather possesses a storage over-
head for each peer and is difficult to maintain. Hence, a kydrthitecture combining cen-
tralized and decentralized entities is designed in ordédilitate the synchronization of all
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public search interests. The result of the synchronizamables a detection obllaborative
information needsvhich are requested frequently of a group of users. Thewalloeffective
resource selection if peers are organized in peer groupaddition, these groups enable a
self-organization of peers for a topic-driven query rogtiRor this purpose, a highly-flexible
process for the detection of common interests based on tialget of explicit relevance
feedback is required.

Requirement 2. Explicit feedback information must be processed to detietilar inter-
ests. The discovery process has no training phase in ordeg todependent from
the number of users. Each local user feedback is treated @lsjec8ve assessment
depending on the actual state of knowledge at the time ofastiqu’ he ambiguity of
relevance feedback must be handled before users are asssienilar search inter-
ests.

The analysis of the search behavior showed, that users mailarsnterests which are for-
mulated with repeated queries. In addition, link are vienegzkatedly for the same or a new
qguery. The ambiguity of a user's assessment results fronguleey similarity, as well as
from the document similarity. With each feedback, an oyedhtwo search sessions can be
measured. If two users provided feedback for the same dauthvest has been found for the
same query, we assume that they have similar interestsh&atiscovery of these interests,
the ambiguity must be handled before users are informedtabcommunity of interest.
The grouping of users with respect to collaborative infaroraneeds requires a transparent
organization in order to gain the acceptance of the users.

Requirement 3. Collaborative information needs require a transparentrozgéion of all
associated users. No implicit grouping can be performechlige a user needs to ac-
knowledge his interest. Each user must explicitly commiteambership to a commu-
nity which represents common interests of a user group. Téy@ogal of a community
must be transparent for a user in order to recognize hisibatitn to this group.

The explicit commitment of a community membership presettie autonomy of each peer.
In particular, identifying a user by his specific membershipust be prevented. Once a
community has been established, all future assessmertts oker must be organized with
respect to existing communities. On one hand, queries wénehrelated to a community

must be associated to it in order to complement the storext@$®ns. On the other hand,

new memberships must be offered to users who show interést itopic of a community.

In order to summarize all requirements, a model of commemiis required that is based
on relevance feedback stored in a decentralized mannest, Bl search sessions are syn-
chronized and mapped by a central entity to collaboratiter@sts. The discovery of these
interests leads to a self-organization of peers into pemrgg. Second, each group requires
the confirmation of all associated users. With the confiromatf a community member-
ship, a user provides explicit feedback that the topic ofdbmunity is of long-term in-
terest for him. The basic characteristics of a peer-to-pegéwvork such as transparency,
self-organization, and autonomy support all conceptuglirements.
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Figure 5.1: Discovery Process of Collaborative Search Ctsitex
5.2 Discovery of Collaborative Search Contexts

The discovery of collaborative search interests in allrmaésources is an automated process
in order to select communities. To do so, similar informatieeeds are discovered by an
accumulation of all Peer Search Memories. Such a stratepyiress a high flexibility due

to the dynamic of all internal information providers. In peular, similar search interests
comprise three important characteristics:

1. They capture overlapping interests of users by assigmir@ntext to each search ses-
sion.

2. They identify relevant documents for a set of query terrntk whigh commitment by
a group of users.

3. They build the basic structure for collaboration in peedzed information sources.

The process of discovery is divided into three processest, Bisynchronization process ini-
tiates a preprocessing of all distributed search sess&etond, the main processing phase is
the analysis of synchronized feedback information. Thiesghnitializes a new context or it
updates an existing one. Third, a context is expanded wntiiagi collaborative information
needs in a final postprocessing phase. All processes anelaEsin the succeeding sections.

5.2.1 User Feedback Synchronization

The first step in order to discover similar search interesthé synchronization of user
feedback. The model of personalized information sourcasidtes no central log file due to
privacy reasons. Each user decides which search sessmasailable to other users. As
all internal information sources underly a continuous ueatepending on the activities of
the peer, a synchronization technique must fulfill threaumegments: (1) management of
the temporal order of all search requests, (2) uniform pr&tion of all search requests,
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and (3) dynamic update of a previous synchronization. Thelapnization strategy can
be developed with respect to the characteristic of proxg.ldgach log entry consists of a
timestamp, user id (IP address), and click-through datargMiequest). A post-processing
of such a log file extracts query sessions including all juddecuments for a particular
guery. Owing to the distributed storage in the personalksszdch model, such log entries are
extracted from each Peer Search Memory locally. The usetifad®tion can be assembled
by a unique peer id. In particular, each query and the doctsweimich have been assessed
as relevant by a user define an individeahrch context

For the management of the temporal order of individual $esessions, we do not apply a
time synchronization at all peers. After a user providedvahce feedback for a document,
the query-document association is sent to an external cantyngdiscovery service as dis-
cussed in Section 3.2.2. It assigns each association aal éichestamp. The concurrency
control of the central entity organizes the successivegasiag of each user-driven feedback
stream. The enhanced context is denotetihasstamped context

Definition 5.1 A timestamped context of a users a 4-tuple(q, [, s, u) whereq is a query
with a relevant Web page (URLpat times.

All timestamped contexts are pre-processed by a user-lopseyg expansion. For each user,
the 10 last distinct query terms are maintained by the servicnew query;* of a times-
tamped context is expanded in order to detect previousairs@arch interests in the indi-
vidual set of former query terms. This step only consideesdimilarity based on string
matching without any semantical similarity in order to metsmall changes in the spellings
(e.g. spelling mistake) of a query term in previous sessodasuser.

Similarity between query terms is determined by the Levensldistance that is a measure
of the similarity between two strings, which we will refer &3 the source strings) and
the target stringt). The distance is the number of deletions, insertions, bstiutions
required to transforminto ¢. The more different the strings are the greater is the Léveins
distance. In our case, we use the maximal length of the twost¢o divide the Levenshtein
distance in order to constrain the value within the rangé,df]. The similarity of two strings
Is inversely proportional to the normalized Levenshtestathce:

Lev_distance(s,t)

SiMyey(s,t) =1 (5.1)

maz(|s|, [t])

For all terms of a query* = {si,..., s}, we compute the normalized Levenshtein dis-
tance to the last 10 distinct query terfig ., = {t1,...,t10}. The expanded query,, is
represented by all terms of the queiyand the set of new query terms that are similar based
on a query expansion threshold

qzrp = q* U {t € Z0,7L|38 € q*a Simlev(sa t) > 5}

If no similar terms in the previous sessions of a user arectiethe expanded quedy,,
Is identical to the originad*. After the expansion, a timestamped context is parsed igto i
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elements. The community discovery service maintainsrakstamped context that are not
grouped in a community. All remaining contexts are collddte a candidate sef\V. It is
updated at time uni,, with a new timestamped contet’, , I*, s,,, u).

Now = Noy oy U{( 17, 0)VE € g7, } (5.2)

For each term of the expanded quety,, an association with the relevant link and the user
is stored in the candidate set. Stopwords have been remowedthe query, because a
frequently used term allows no discrimination among caistekhe set characteristic 4f,
allows no duplicated storage of identical associations bygaa. Repeated judgments do not
initiate a feedback re-synchronization.

5.2.2 Context Instantiation

The model of personalized information sources regarde thma&n items expressing the con-
text of a search session. First, tipgery contexts described by assessed documents (links).
Second, query terms that are used to retrieve relevant datisndescribe think context
Third, assessed documents with associated queries deaasier contextCross-references
between context types are used to measure the similarityafimestamped contexts. For
each incremental update of a context, three similaritygpies are considered.

Principle 1 Two queriesp andq are similar at times,,, if identical links have been as-
sessed.

Principle 2 Two links [ andm are similar at times,,, if identical queries have been as-
sessed.

Principle 3 Two users: andw are similar at time,,, if identical queries or links have been
assessed.

All three principles are used to define a collaborative de@antext. It depends on the
periodicity of an information need when similar queriesak8, and users are grouped. A
new collaborative search context is initialized if a miniragreement of a user group with
the new timestamped context’, , [*, u) is observed. The initialization is restricted by two
parameters:

e p: minimal number of identical query terms that are assodiatigh the same docu-
mentl*

e 0. minimal number of users who have provided feedback for #mesdocumentt

Both parameterp ando, are used to define the minimal of agreement in a user grougy Th
restrict the number of collaborators in the candidate s#t méspect to a timestamped con-
text. These users and their shared interests initializélaboyative search context.
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Definition 5.2 For all users/ in the candidate seY/, a subset of usetg. with collaborative
search interests to a new timestamped contigx},, *, u) of useru is defined by

U.={veU|IT Cq,,: [T >pAVteT : (t,1",v) e N}

If the seti/, of collaborators for a timestamped contéxt, , I*, u) is greater than the thresh-
old o (|| > o), itis used to initialize a collaborative search contexth@wise, no further
process to discover a collaborative search context isted.

Definition 5.3 A collaborative search context C is a 4-tuplg (L., U,, A.) with

7.. a set of query terms

L.. a set of links

o U, asetofuserswithu e U, t € T.,1 € L., and(t,]) e N
A

: a set of associations based on a 3-tuple, v) witht € 7., 1 € L., andu € U.

Each initialized collaborative context is a subset of thedidate setV,, at times,. All
tuples that are used to initialize a collaborative searchieaC' are removed from the can-
didate set. For each new timestamped context, its sinyilaxitollaborative search contexts
is measured for the purpose of updating.

5.2.3 Incremental Context Update

The initialization of a collaborative search context is fhist step towards a community.

The goal of an incremental update is a merge of a timestampeigxt of usern; at time

s, With already found collaborative search contexts. We ddfime® measures to calculate
the similarity between a timestamped context and a colkthver search context. In absence
of any information other than the timestamped context, tbasuares consider the following

aspects:

1. Query Similarity of queries can be computed in different waysdehsn the represen-
tation of the query content: keywords, phrases, or wordrolle€ontextC' is similar
to an expanded quexy,, if the query terms are similar to the context specific terms
7.

2. Link: Link similarity can be computed either based on the cortettie link structure.
A link can be relevant for several contexts. In particulaak$ with a low specificity
belong to multiple contexts, and links with a high specijieite constrained to one.

3. Users Similar users are characterized by common interests apitsha user has a
high context similarity if he already contributed to thisntext. Two users are similar
if an overlap of their local information collections is measd.
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4. Request TimeT he probability that two queries are asked at the same tande either
unconditional or conditional. Depending on the periogicf an information needs,
some queries are likelier to be requested at the same timethars. The request time
cannot be used as a single measure of temporal context stynila

The previous list shows that a user similarity and a tempsnailarity are not independent
of a query similarity and/or a link similarity. We developeeb different similarity measures
in order to evaluate their impact on the community process.

Term-based Similarity  This measure considers a term-based similarity between the
set of terms7. of a contextC' and the expanded quety,, of the tuple(q;,,, /", u). In
analogy to the vector space model, the content of a corteid represented by a term
vector space TVS= RZI. A contextC is assigned a term-based context veatbr=
(w(Ze, th), ..., w(7e, 7)) € TVS.. In addition, a query vector

—

q:xp = (wq(q:mp’ tl)? R 7wq(q;:pa t|7—c|)) E TVSC

is assigned to the expanded query of the timestamped cor8exte all terms of a context
and queries share the same representation, the cosinearidhlebetween the query vector
and the term-based context vector is used to determinerthkasty:

ded,

o (5.3)
e % gz, |

simy(ct, q,,) =

As a weighting function for the term-based context vect@ applied the following weight-
ing scheme

w(Te,t) = tf(¢) - iqf(t) (5.4)

where the term frequenay (¢) is the number of times the tertroccurs in the set of associ-
ationsA.. iqf(t) is theinverse query frequency

iaf(t) = log 2 (5.5)

q
where| Q| is the total number of queries that have already been preddssthe commu-
nity discovery service, ang is the number of times termis used in a query. Within the
personalized system design, we assume that an actual queog always independent of
the individual search history. Former queries of a user n&y to discriminate ambiguous

query terms. Thus, we incorporated the individual useohyst; ,, (see Section 5.2.1) into
the weighting function of the query vector

1 if ¢t € Torp
wq(q:xp,t) =4 02 ifteTyguNtZq, (5.6)
0 otherwise
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,| englisch-deutsch.de-01.de
@ worterbuch
(a) 1st Update (b) 2nd Update

Figure 5.2: Example of a Term-based Context Update

The collaborative search context with the largest simitaio the timestamped context is
updated, if it exceeds the update threshaldn Section 5.4, we investigate the grouping
behavior for different thresholds. For example, Figuredh@ws two updates of a collabo-
rative search context with = 0.5. Both updates enhance the set of terms, links, and users.
The first update is initiated by the similar context tesaglisch. The second update is
performed with the context termsrterbuch. The samples show that a context can only
be updated with a new user if identical terms are requestdwk miethod is independent
of the link is associated to the query. The term-based giityilunction does not consider
cross-references between terms if they are associatedh&igame link. In order to incorpo-
rate cross-references between links and terms, we deveibbpemmunity-based similarity
function.

Community-based Similarity The combination of similarity measures considers query
terms and the link of a timestamped context. A linear contimnaof a query, link, and user
similarity can fail due to three problems:

Problem 1 A high similarity of query terms between two contexts with@usimilarity
between links can be a sign for a query term ambiguity or shifiterests.

Problem 2 A high similarity of links between two contexts without a gquéerm similarity
can be a sign for weak link or synonymous query terms.

Problem 3 A high diversity in a set of users with respect to common ageadr assessed
links can be a sign for specific user communities or distineryg contexts.

All three problems result from a high diversity of possibtetexts. Each context update has
to consider a user’s short-term and long-term search stieré©n one hand, for short-term
interests, specific contexts have a high similarity basedueries and links, but more so
on user similarity. On the other hand, long-term informaticeeds are characterized by a

IWeak links refer to Web pages which are relevant for sevestihdt topics (e.g. online newspapers).

80



5.2 Discovery of Collaborative Search Contexts
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Figure 5.3: Example of a Community-based Context Update

high query similarity and user similarity, but not by a linkndarity. In general, a context
gains from long-term, as well as short-term queries andldho®l updated independent of
the user group. Hence, we define a community-based sirgilagiasure that combines the
term-based similarity measure with a link-based simijameasure as follows:

simg = « - simp + 3 - simy, (5.7)

The community-based similarity parameterand § are difficult to determine in advance.
They can be adjusted over the time when the system is in use.

The link-based similarity is defined in analogy to the terasdd similarity. All context links
are represented by a link vector space LW¥SR/“<I. A contextC is assigned to a link-based
context vectorc! = (w(Le, 1), ..., w(Le, liz,)) € LVS.. In addition, a query vector for a
link ¥ = (wi(I*, 1), .. .,wi(l*, 1 ,))) € LVS, is assigned to the timestamped context. We
compute the cosine similarity of a link-based context veatal a link vector:

clel”
simp(cl, ") == ————— (5.8)
el < I
A weighting function is given by
_

where the link frequency/f (/) is the number of link occurrences in associations that are
assigned to the conte&t. The weighting function of the link vector is similar to theight-

ing function for query terms (see Equation 5.6). Instead @fren history, we consider the
individual link history of a user. We applied the communitgised similarity to the sam-
ple context of Figure 5.2. We observed in total 22 updatessataf 14,000 timestamped
contexts. In Figure 5.3, we depict the context after the &inst the fourth update. The com-
bination of a term similarity with a link similarity results a set of terms that are all related
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to the topic ‘translation’. Community-based similarityalls to group users with similar
terms but who assessed totally different links.

Both types of context similarity measures are based on tgpasimilarities. None of these
approaches incorporate cross-references between diftgpes of items. Queries, as well as
links are the essential features of a context. In order toegoss-references between terms
and links, we need an expansion process after a contexttiglized or updated. Former
associations which failed the similarity principles onithpocessing time can now be added
to a context.

5.2.4 Context Expansion

After each context initialization or update, a collaboratsearch context is expanded with
similar users of the candidate $¥t It includes all old (former) timestamped contexts which
could not be grouped. The reason for two contexts failingetgiouped might be that two as-
sociations have identical queries but different links, mrdentical link but different queries.
The initialization of a new context only based on identicaéges or links is excluded be-
cause the similarity of single items is too weak due to therogfeneity of possible contexts.
We expand only the set of users and associations based an andrlink expansion.

(1) Term-based Expansion: Through the synchronization of all timestamped contexts,
it is possible that identical query terms occur in differgaéries (see Section 4.1). The syn-
chronization of all local feedback information splits ugleguery in its terms. An expansion
based on a single term increases, as well as will decreasspduificity of a context. In the
first case, the context specificity increases if an expansitnased on a specific term, for
example the terrebay. In the second case, if a context is expanded based on an-unspe
cific term likedefinition semantically unrelated links might be associated withttyéc.

The second scenario leads to an uncontrolled expansiorhwhist be prevented in order

to focus on the narrow context structure. Thus, we appliedlitwitations to the term-based
expansion process:

e The set of context term@, which are used for an expansion is limited to terms re-
guested by more than one user.

T =A{t|Ju,v €U, ly,ly € Lo: (t,11,u) € AN (¢, 12,0) € A Au # v}

e A context gets a new associated member if his associatiosigterof a context term
t € 7] and a context link € L..

Both limitations prevent an uncontrolled growth. A term-bd&xpansion selects new users
who are associated to the context. Experiments withoutehersl limitation showed that
the expansion process failed, because single contextgeel/th a heterogeneous collection
of several thousand links. For example, a community degeeebecause is has been ex-
panded with links that are associated with the teagfinition. Both limitations ensure that
associations of the candidate set are only added if theyasedoon known context terms
and links. The expanded set of new associated users is défned

82



5.2 Discovery of Collaborative Search Contexts

Up={ucU|VteT/ A eLl.:uglUA(tlu) e N} (5.10)

For all users of the expanded $€t,, and all known context uset4., associations of these
users are located in the candidate set that are based onxtctantas and links. These as-
sociations are added to a collaborative search cotdtext (7., L.,U. U Ueyp, Ac U Acryp)
with

Aeep ={(t,Lu) e N |t €T NLE LN (U €Uy VuEU,)} (5.11)

(2) Link-based Expansion:

In analogy to a term-based expansion, the set of contexs usdrased on context links.
The expansion process does not enhance the set of termsisbesjzecific links might be
relevant for different topics. If all terms associated vathnk are used for an expansion, the
context will get to diverse. For example, a Web site of a largespaper can be associated
to several different terms which address different usarests. Thus, two limitations have
been applied to the link-based expansion process in ordegtdate the set of new users:

e The set of context linkg, which is used for an expansion is restricted to links assesse
by more than one user.

L.={l|3u,v €Uty ts €T.: (t1,l,u) € A A (ta,l,v) € A. Au # v}

e A context gets a new associated member if his associatiosisterof a context term
t € 7. and a context linkC!.

For the link-based expansion, the set of associated usexpanded with a set of new users
who share context terms and links

Up={uelU |VlieL,FIteT. :ugU.A(tlu) e N} (5.12)

The expanded set of users and the set of associated us&rs@bemove associations from
the candidate sed/ in order to add these associations to the context (7., L.,U. U
Ueap, Ac U Aezp) With

Aeep ={(t, Lu) e N [t € T.ANT € LN (4 € Uezp Vu €Ue)} (5.13)

In general, we apply first a term-based expansion and thek-#ased expansion. It depends
on the context if one or both context expansions result in @otate. Neither the update
process nor the expansion process limit the number of adswts of a user to contexts.
All user interests contribute to different contexts if demiinterests are discovered. Thus,
both processes, update and expansion, define the evolditorontext which grows with its
terms, links, and users. The final evolution step of a consexttcommunity.
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5 Modelling Communities

5.3 Tripartite Community Approach

The general process of suggesting communities is an autopratesses. Communities are
the final evolution step of local search interests. They dgirmm single information needs

of an individual user to collaborative search contexts Wtace classified as communities
if they have a stable growth. Finally, the announcement afraraunity is based on three

phases:

1. Proposal For each community candidate an advertisement is gewnkevatech is a
summary of the context, and all associated users are sgéhti@ get the community
advertisement.

2. Verification Each user selects from community advertisements by etplselecting
his memberships.

3. Confirmation All confirmations of memberships are collected in orderéd@m the
announcement of a community.

The tripartite community approach performs no automaitiziging of users. Each user can
explicitly join a community or not. The result of the final domation areVirtual Knowledge
Communitiesvith explicit user memberships.

5.3.1 Community Candidates

All items of a context are assessed in order to measure ilsitewo. Theevolutionof a
context reflects the growth stability based oredundancymeasure for terms, links, and
users. Itis defined by the number of replications of quank-issociations. In addition, the
evolution of a contexts reflects ilifetimewhich is defined by the age of the context since it
has been initialized at a particular time unit. During tlietime of a context, the context can
evolve to a community candidate.

Community Candidate The evolution of a community candidate shows a high redun-
dancy over a particular time. For the lifetime of a contelie tedundancy ratio re-
flects the temporal history of repeated queries, links, aaia The age of a context is
not essential for the candidate criteria. "Young’ conteatswell as 'old’ contexts are
equally good community candidates.

The growth stability of a context is measured based on replicated terms and links of
users who contributed to it. The redundancy ratio expresesignificance of a user’s
guery-document association which reflects previous assggs of already associated con-
text users. It is measured at each update stgpan accumulation over all previous update
steps ). For each context update with a timestamped corftgxt, I*, u), we calculate three
item-specific redundancy ratios of the context
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Figure 5.4: Redundancy Ratios of a Sample Community

e Term-based Redundancy Ratio:

re(c) = 1 > kt (5.14)

==Y ki, 5.15
rife) =~ Z , (5.15)
e User-based Redundancy Ratio:
1
=—Y kug, 5.16
TU(C) n zl: Uc,i ( )

wherekt..; is the number of known context terms of the actual qugry, k.. ; is the number

of known context links, andw.; is the number of known associated users to the context.
All redundancy ratios have a value between 0 and 1. In Figurente show the redundancy
ratios at each update step of a sample context. After thalimétion of the community, we
observed a decrease of all three redundancy ratios. In #teipdate step, we computed a
rr of 0.67, ar; of 1.0, and aryy of 0.5. Over the timery increased, and the number of
repeated links slowly decreased. In addition, the numbesefs contributing repeatedly to
the community increased over the time.

All redundancy ratios should not fall below certain thrddlso We defined three thresholds
Y1, v, Yo Which control the growth stability of all redundancy ratiohe sample context
shows that it is difficult to find a minimal thresholg for the user-based redundancy ratio. It
underlies large changes during the first updates, becaum#extnaturally will grow based
on new users who commit existing associations. Communitglidates are only selected if a
minimal threshold for a term-based and link-based reducydeatio has been exceeded. For
these candidates, an advertisement process (see 7.2ipied in the peer-to-peer network
to announce a Virtual Knowledge Community.
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Figure 5.5: Growing of Virtual Knowledge Communities

5.3.2 Virtual Knowledge Communities

A community candidate is denoted¥istual Knowledge Community (VK@)users confirm
their memberships. The core of a Virtual Knowledge Commuisitg collaborative search
context. We define a Virtual Knowledge Community as follows:

Definition 5.4 A Virtual Knowledge Community of a context C is a 6-tupl€’, £, o, rr, 7y, €)
with

e C: collaborative search context (Definition 5.3)

e &: set of confirmed members

rr: term-based redundancy ratio

rr. link-based redundancy ratio

ry. user-based redundancy ratio

c: confirmation rate

The confirmation rate represents how many users confirmédntieenbership. In general,
Figure 5.5 depicts the growing of the community structurbe Candidatedable summa-
rizes query ID’s and link ID’s for each phase. User ID’s arévisualized in the example. As
time continues, th€andidategable grows with more links and queries, but also the number
of users joining the peer-to-peer network increases. As ssothe redundancy ratios of a
context exceed certain thresholds, a Virtual Knowledge Camity is announced. In the
given scenario in Figure 5.5, an advertisementufor; is computed in the 'First Growing
Phase’, after the collaborative search context has beealired. The user group is based
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on all confirmed members contributing with query-link asabons to theCandidategable.
Once a VKC is created, the particular context is removed fituertableCandidates

Summarizing, Virtual Knowledge Communities groups simifdormation needs of the en-
tire user group. If a Virtual Knowledge Community is relevémt a current information
need, results from this group promise a high effectivenesstd their validation by several
users. Evaluation results of the community quality aregmésd in the next section.

5.4 Evaluating Communities

This section contains results from community experimentthe Weblog corpus, and it pro-
vides empirical evidence on how different similarity fuiects affect the community process.
Click-through data is used to simulate the community alganit The experiment is designed
to measure the quality of the grouping in relation to the $é&trons and documents.

5.4.1 Evaluation Setting

The community discovery process is simulated with all 226,5earch sessions of the We-
blog corpus. Each search session and its UNIX timestampeis as a timestamped context.
No time synchronization is necessary, because all seassioss are temporally ordered due
to the collection by one proxy. The evaluation with the Weftorpus is limited, because not
explicit relevance feedback is available. The click-tlylowdlata is used as implicit feedback
in order to derive relevance assessments.

For all experiments with the Web log data, no standard dlsistere available. The results
cannot be compared with other approaches running on diffel&ta sets. We assume that
the Web log data collected by one proxy would define specifistaints for the verification
of the community concept. On one hand, the fact that all ulselsng to the same local
area might prevent the grouping of highly specific interegithin a community. On the
other hand, special regional interests can confirm the gatiéin of the community concept
which identifies common professional or personal intereStse high diversity of search
interests shows that a regional proxy collection does moit lihe evaluation setting (see
Section 4.1.2). We were able to verify that it is possible tal ftommon interests among
users who live in the same region.

The community discovery process has been simulated withlifieyent settings. They differ

in their update and expansion process:

K-Sim This setting of the community algorithm uses the term-basedlarity measure.
The expansion step of a community applies only the termébassthod.

VKC-Sim This setting uses the community-based similarity meastlie. expansion step
of a community applies the term-based method and the liskedaethod.

In addition, the following list of parameters must be settfa@ initialization and expansion
of a community:
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Table 5.1: Number of communities obtained by varying theilanity thresholds for both
evaluation settings.

No. of Communities
e | K-Sim VKC

0.5| 2290 2290

0.6 2286 2292

0.7| 2287 2292

0.8| 2290 2293

0.9| 2291 2292

1.0| 2292 2292

0: threshold for query expansion (see Equation 5.2.1)

p, - thresholds for context initialization (see Section 5)2.2

«, (3. parameters for community-based similarity (see Equaiia@i

e: threshold for context update (see Section 5.2.3)

e V1, v, 7. thresholds for growth stability (see 5.3.1)

In all experiments, we varied the update thresholidom 0.5 to 1.0. Thus, we obtained
different proportions and numbers of clustered termsglimd users. All other parameters
of the community settings are set to a constant value:

e 0=0.,5
e p=2,7=1
e a=0.5,8=05

e v =0.5,v, =0.3,andyy = 0.0

By varying the similarity threshold, we intended to show hb& tommunity characteristics
behave. In addition, we expected to observe individual canity properties depending on
the similarity threshold. The general characteristic efgnouping behavior is shown for the
following three aspects:

Size Table 5.1 shows the statistics of the context grouping of Z@ratings. Neither the
application of different settings nor the variation of thedate threshold influences
the number of communities significantly. Differences amaomg communities are
observed for the proportions of clustered terms and linke groportion of clustered
users remains constant. We conclude that in general the oarnmterest is detected
with each setting, and remains constant independent ofptiate threshold.
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Figure 5.6: Community Instantiation over a 536 Day Period
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Figure 5.7: Community Updates

Instantiation For both settings, the instantiation of new communitiesaghthhat on some
days many communities are created. In general, we obsemadtSim and VKC-
Sim have the same creation behavior (see Figure 5.6), dhe tadt that they have the
same thresholds andr for the community initialization.

Update In Figure 5.7, the update behavior of the K-Sim and VKC-Sintirsgis depicted.
We observed fewer updates for VKC-Sim than for K-Sim. The gangydate behav-
ior of all communities enables no detailed analysis of aividdal community. Thus,
we selected a sample community, and we analyzed its grovaketail (see Figure 5.4).
When a community was instantiated many new users are assbevdh it. Only over
a longer time period a user-specific redundancy ratios candssured. In addition,
the number of days between two updates tended to grow thetbleleommunity got.
Once the community was initialized, we noticed many updaigsn short periods of
days. Figure 5.8 depicts the increase of days between twategdIn correlation to
the dwindling interest, we see that the redundancy raticgase constantly. Over the
time, the community still gets new members, and all membgnesaal in the same com-
munity terms. The characteristic of shows that the community is scarcely updated
with new links.
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Figure 5.8: Distribution of Days between two Updates

5.4.2 Evaluation Metrics

The overall quality of a community depends on the qualityroiuped terms and links. The
Weblog corpus provides only implicit feedback. Thus, wejeoture that the community
quality is lower than it would be with explicit feedback. Oveaage, each user viewed 3.3
links for a query. All query-document associations are hesh@qually in our evaluation.
In a real search scenario, not all viewed links might be asévo the user if he provides
explicit feedback. The evaluation of such a scenario neaasea study which cannot be
contributed within the scope of this dissertation. For fhispose, we measure the quality
of the community approach based on implicit feedback. Thalityjuof a community is
measured for the associated terms, links, and users. Thepsefic quality of the grouping
cannot be evaluated with anonymous log data. Without peecfermation about the identity
of a user, we cannot measure whether authorities for thisraamty have been grouped.

Link-based Community Quality To measure the link-based community quality, we
compare the community links to a ground truth similarityendg of links extracted from
the Open Directory Projet{ODP). The ODP is a human-edited directory of the Web main-
taining a hierarchical collection of Web pages. We incoaped the similarity information
that is implicitly encoded in the ODP category tree as folow

e The ODP tree is collapsed into a fixed depth. The leaves cotitaiclasses of docu-
ments (URLS).

¢ A familial ordering is defined by the documents that fall itite same class, a sibling
class, a cousin class, etc. (see Figure 5.9).

¢ We assume that the true similarity of pages decreases ntmooaliy with the familial
ordering.

2http://www.dmoz.org
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Figure 5.9: Community Classification based ODP Category Tree

We extracted nearly 3.8 million links and 505.514 categooighe ODP. The pre-processing
of all communities includes the following steps:

1. We marked each community link with a ODP category if it cbioé found in our data
set. For the comparison of community links and ODP links, ywpeliad an inexact
match, and trimmed the links in order to normalize them.

2. We selected all communities with at least 3 ODP links ancbpgrtion of at least 25%
ODP links.

After the pre-processing of the test corpus, we analyze®DE links of a community. We
classified all community links according toraference category This category contains
the largest number of ODP links of the community. If more tloae category fulfills this
criteria, we randomly selected one of these. The refereat@gory is used to compute four
familial distances as visualized in Figure 5.9:

Same Alllinks are counted that are in the ODP reference category.

Sibling All links are counted that are in a sibling class.

Cousin All links are counted that are in the classes which are firgsuots.

Unrelated All links are counted that does not fulfill the other famildiktance criteria.
The result of the average proportion of links with an assigiaenilial distance is depicted in
Figure 5.10. By changing the threshold, the average prapodi sibling and cousin links
is nearly constant for all K-Sim communities. We noticeddsvas many cousin links than

sibling links. For the VKC-Sim communities, the proportioinstbling and cousin links be-
haved similar. However, we observed an increase in the piiopoof cousin links with a
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Figure 5.10: Familial Distance of Community Links

threshold greater than 0.8. The majority of all ODP linksobels either to the same cate-
gory or they are unrelated. For all unrelated links, the redhe lowest common ancestor
of the document classes. We conjecture that the high priopoof unrelated links results
from implicit feedback. Each user might has viewed sevanékluntil he found a relevant
document. K-Sim communities show an inverted change of tbpgstion of both types of
links. The VKC-Sim behavior is nearly similar: if the proport of same links decreases,
the proportion of unrelated links increases. Only for aghmdd greater than 0.8, the de-
crease of links in the same category leads to a significargase of cousin links, and a low
increase of unrelated links. In general, we classify akdias similar if they have a same,
sibling, or cousin category. All similar links are used toasere the quality of grouping
links. A weighting of different distance types is not perfead due to the low occurrence
of sibling and cousin links. Thus, we do not consider a semairilarity measure in the
ODP category tree as discussed by Resnik (1999). We borrowRweetrics to measure the
quality of clustering links:

Link Precision s the ratio of the number of similar links to the total numb&®©DP links
associated with a community.

Link Recall is the ratio of the number of similar links to the total numloérall similar
links for these ODP links in the current community or in other

It is difficult to use the recall metric without standard coomties. We calculate normalized
link recall as follows:

e For both community approaches, we collect the number oectyr grouped links in
all communities for a specific update threshold. This nunbealculated by multiply-
ing the total number of grouped links with the link precismfithe update threshold.

e The total number of correctly grouped links of a specific shid is divided by the
maximum number of correctly grouped links among all thrég$ioln our case, this
number is 1185 and is obtained by K-Sim when the update tblésh0.6. Thus, we
calculate a normalized link recall in the rangel].
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Figure 5.11: Average Number of Community Terms

Term-based Community Quality The cluster purity measure is borrowed as a metric
for the quality of community terms. We define tbemmunity purityof a communityC; as
follows:

purity(C;) = * 1t (5.17)

1
]
where7. is the set of terms associated with the communityandrt¢; is the number of
relevant terms assigned to communjityl he number of relevant terms for each community is
measured manually by two assessors. The relevance assesanesbased on all community
terms and ODP link categories. By combining these two factbesassessors attempted to
guess the search intentions of the associated users. Batbsass worked independent of
each other. One assessor worked on a set of 187 K-Sim Comegjraind the other one
worked on a set of 121 VKC-Sim communities.

The overall purity of community setting is calculated by agted sum of individual com-
munity purities

|7,
71

* purity(C}) (5.18)

k
purity = >
j=1

wherek is the number of communities, affdis the set of all grouped terms.

5.4.3 Term-based Community Quality

In general, we observed that the K-Sim setting groups marast@and links. It is not so
strict during the grouping process. The difference betwibenaverage number of terms
per community in both settings is visualized in Figure 5.We observed that an increase
of the update threshold leads to a decrease of the termsiassbwith a community. An
exploratory data analysis shows that related terms argogobim communities. The analysis
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Table 5.2: Top 10 VKC-Sim communities ordered by their nundfedistinct terms. The
examples are selected for a threshold of 0.7.

id | no. terms| no. links | no. users top 5 terms
1433 16 8 2 gradient, flow, vector, dynamic, field
146 15 2 22 fh, bonn, rhein, sieg, augustin
14 14 27 102 worterbuch, englisch, deutsch, online, english
260 13 35 13 process, statistical, control, sigma, 6
467 13 18 11 bayern, miinchen, fc, ag, grindung
199 12 56 24 herr, ringe, arwen, kostim, gewand
95 11 29 3 robotics, medical, future, robodoc, remagen
114 11 16 22 acrobat, reader, download, adobe, 7.0
58 10 1 65 leo, dictionary, dict, english, org
236 10 6 7 rheinland, pfalz, landessportbund, Isb, dsb

of the top 10 communities, which are ordered by their totahbar of distinct terms, verifies
this observation. The largest VKC-Sim communities aredisteTable 5.2.

To investigate the term-based community quality, we apghe purity measure as an eval-
uation metric (see Section 5.4.2). We report the purity ofsslected communities in Table
5.3, where both community approaches are shown with a upllgsholds varying from
0.5to 1.0. Furthermore, we differentiate between two setisros which are evaluated:

e Baseline We considered all terms which are associated with a conmguni

e Subset We selected automatically all terms which have been usedtbgast two
different members.

We observed that, in general, the combined similarity apgmo(VKC-Sim) results in a
higher purity than communities which are discovered onlselobon the term similarity. We
observed that the highest purity value that can be reach&KKB¢+Sim on selected terms is
about0.89. The purity of VKC-Sim is always higher than K-Sim. This obs#ion is cor-
related with an averagely smaller number of associatedstaritih VKC-Sim communities.
The VKC-Sim approach can take advantage of the evidence ak#&hsed similarity and
expansion. Furthermore, we noticed that the purity is im@dofor a subset of terms with
both settings. In general, this selected set of terms ingsrdive purity significantly for the
K-Sim approach. K-Sim communities have a nearly constant pgecision when the update
threshold is lower than 1.0. The maximum K-Sim term purity).i&4 for the baseline and
0.73 for the subset when the update threshold is 1.0. The subsaha$ improves the K-Sim
purity significantly. For a threshold smaller than 1.0, B®n is always higher than it is on
the full set of terms.

5.4.4 Link-based Community Quality

The quality of community links is measured for 187 K-Sim coomities and 121 VKC-Sim
communities. We expect that not all community links havenbeéevant for their members,
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Table 5.3: Results of Community Purity. K-Sim and VKC-Sim répesults of the baseline
set of terms, and K-Sim Subset and VKC-Sim Subset reportteesiih subset of

terms.
€ K-Sim | K-Sim Subset| VKC-Sim | VKC-Sim Subset
0.5| 0.38 0.7 0.64 0.87
0.6| 0.37 0.69 0.65 0.82
0.7| 0.38 0.63 0.76 0.81
0.8| 0.42 0.67 0.77 0.81
09| 0.44 0.67 0.88 0.89
1.0| 0.64 0.73 0.88 0.89
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Figure 5.12: Average Link Precision for the Automatic Baseli

and only a subset of links would not have gotten explicit beaak. In order to verify this
assumption, we calculate link precision and link recall bre¢ sets of community links.
The first set of links includes all links associated with a camity. The link similarity is
measured with the ODP category as discussed in Section 5T4i& method is used as a
baseline for relevance assessments. In a second settingsegleall community links and
collected human relevance assessments. We investigatieel guality changes due to an
automatic or a manual relevance assessment of links. fimadlapplied a selection strategy
which narrows the set of community links. We used the autetheglevance assessments to
measure the quality of the subset of links. For all threarggtf we report the average link
precision and the average link recall.

Automatic Baseline  This settings computes the community quality for all linksgped

to a community with the K-Sim and the VKC-Sim approach. Theilginty of links is
automatically extracted from the ODP category. With th@mated process, we investigated
the following results:

e Figure 5.12 depicts link precision for both community amioes on the total set
of the community links. By changing the threshold, we notieadincrease in link
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Figure 5.13: Normalized Link Recall for the Automatic Baselin

precision from 50% (threshold 0.5) to 58% (threshold 0.9}e5im. The VKC-Sim
approach has its peak at 57% with a threshold of 0.5. Forladirahresholds, the link
precision decreases. The lowest link precision is obseatedthreshold of 0.9 with
48%. In general, the change of precision is not very signifiéar both approaches.
On one hand, we conjecture that our basic community approagtures the salient
community topic very well. This change does not influencegiinality of the links.

e Figure 5.13 shows the normalized recall for both commumiyraaches. We observed
that for all similarity thresholds, K-Sim results in bettesrmalized recall ratios than
using VKC-Sim. This shows that the integration of a link-lzhsemilarity and expan-
sion has no advantage in comparison to a keyword-basedsityilWhen the update
threshold increases, normalized recall ratios drop guiftdi VKC-Sim. In addition,
normalized recall ratios of K-Sim decrease slowly when theéate threshold is below
0.9. The poor results of the link-based community approaeld to the conjecture
that many nonrelevant documents are considered in the-ttirckigh data and a spe-
cial selection of community links can positively influente tink precision.

Manual Baseline  For the second setting, two assessors manually judged ltanee
of links based on their ODP category. The result of one asssgadgement is presented
in Table 5.4. We provided the assessors only the categoryigien, because it was easier
for them to guess the actual intentions of users by takingaectount terms and categories
instead of links. This example shows, that references l@twek categories are considered
by an assessor, but has not been considered by the automiaory assignment (see Sec-
tion 5.4.2). The previous results of the automated baseteiod did not take into account
that categories might be related. The implicit encodedlanity of ODP categories includes
relatedness of topics through cross-references in tharclgy. We did not automatically
extract these references. Instead, both assessors nyamaaked related categories. Table
5.4 shows that one assessor also judged the third categoglesiant, which has been clas-
sified as unrelated according to the familial distances. Bioghtopics are classified in a
country specific category (Top/World/Deutsch). The thiategory is also related to the term
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Table 5.4: Relevance judgment of VKC-Sim community #1569 thaseODP categories.
The most frequently used term of this communitpi®diversitit.

ODP Category Rel. | #links
Top/World/Deutsch/Wissenschaft/
Umweltwissenschaften/Biodiversitat + 6
Top/World/Deutsch/Wissenschaft/
Umweltwissenschaften/Biodiversitat/Fakultaten_undtifate | + 1
Top/Science/Technology/Energy/Hydrogen/Storage + 1
1 T T T T L T
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Figure 5.14: Average Link Precision for the Manual Baseline

biodiversitit, because it is a related English category. The results shatittie human
assessors considered relatedness across language hesindde collected the relevance
judgments for each community setting with a threshold of @rtd then we applied these
relevance judgments to all communities computed with oBffié thresholds. The manual
assessed link categories show the following results:

e Figure 5.14 shows the results of average link precisiorff®nmanual baseline. We first
observed that the manual assessments showed a higher dickipn for VKC-Sim
than for K-Sim. This observation corresponds to the regiltee term-based quality.
In general, link precision based on a manual assessmemrparinearly constantly
when changing threshold. We observed that VKC-Sim is alwagisen than K-Sim
with a margin of about 20%.

e Although the precision of VKC-Sim is always higher than K-Siime normalized re-
call shows better results for K-Sim (see Figure 5.15). Wematized the number
of correctly grouped links by dividing it by 411, the maximurmamber of correctly
grouped links which is obtained for K-Sim when the updateshold is 0.5. For a
update threshold greater than 0.5, the normalized reaafisdquickly for both com-
munity approaches. The decrease of normalized recall sttoms for a threshold
greater than 0.7.
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Figure 5.15: Normalized Link Recall for the Manual Baseline
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Figure 5.16: Average Link Precision for a Subset of Links

Link Subset  This setting evaluates the link-based community qualityafsubset of links.
We assume that a subset of links might improve the link-bagedity, because it narrows
the set of links to a link subset that have been commonly wigwyeseveral users. All links
are selected which have been viewed by at least two differserits. The implicit feedback
is now derived from a group of users and not from a single usdeed, our data shows that
the link quality increases for a subset of community links:

e Figure 5.16 shows the results of this setting. We observedxamum link precision
of 66.44% with a threshold of 0.8 for K-Sim. For all threshgldK-Sim has a better
link precision on a subset of community links. In contrasKG£Sim results still do
not perform as good as the K-Sim results. For a threshold®fWe noticed a link
precision of 64.39%. By changing the threshold, link prerisdecreased and the
values were a good deal worse than the K-Sim values. Thes#srese correlated
to the rapid decrease of ODP links for the VKC-Sim communitiEer a threshold
of 1.0, no community fulfils the ODP selection criteria. Offdy a threshold of 0.5,
VKC-Sim shows better precision and normalized recall ratios
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Normalized Link Recall
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Figure 5.17: Normalized Link Recall for a Subset of Links

e We depict normalized link recall in Figure 5.17. The maximoomber of correctly
clustered links is 323 and is obtained by VKC-Sim when the tgptaeshold is 0.5.
This number is used for the normalization. The automatieciein of community links
with a general agreement of at least two members yields mofisignt improvement
for both community approaches. However, precision, as aglhormalized recall
ratio can be improved for VKC-Sim when the threshold is 0.5. Whleanging the
threshold, normalized recall ratios still drop quickly ®iKC-Sim. Hence, the implicit
feedback and the automatic link assessment still containetevant documents.

We conclude that there will be a higher quality of the commyuapproach by an integra-
tion of explicit feedback. The link-based community qualg influenced by nonrelevant
links which have probably been viewed unintentionally dua tisleading summary or rel-
evance ranking of the Web search engine. Figure 5.18 shaB-theasure of the global
link quality for all three evaluation settings. For the Katommunities, we noticed that the
link-based quality with all implicit feedback informatias always higher than the setting
which takes into account human assessments. The highesaBune values are observed
for an automatic selection of community links. The numbesahmunity links is decreased
in order to separate relevant and nonrelevant links. Thesrgdt results in higher F-measure
values with a margin of 7%. We conjecture that a more elabdra¢lection function yields
better F-measure values, or that explicit feedback autocaigt compensates the number of
nonrelevant links. The difference between all three sgttere not significant for the VKC-
Sim communities. The manual assessed communities showaBumevalues which drop
quickly when increasing the update threshold. We assuntélit@@®DP ordering represents
an appropriate ground truth which is similar to human assessts. Also, we were able
to notice higher F-measure values for a selection of spemiicmunity links. We expect
significant higher F-measures if the community approachdcba evaluated with explicit
feedback. Nonrelevant links influence the community gualignificantly. Owing to a high
term-based term quality, we observed that the number of guobis terms is much lower
than expected. Thus, further evaluations are necessargén to analyze the impact of ex-
plicit feedback for the link-based community quality. Sueblults would deliver insights for
an optimization of all community parameters.
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Figure 5.18: F-Measure Results

5.4.5 Discussion

Both evaluation settings show insights into the qualitatifiaracteristics of communities.
The difficulty of evaluating the community approach is santio a clustering approach with-
out standard test corpora. Our evaluation is concentrateitheéd combination of evidence

from query contents, link views, and user identities, agdnfluence on the community

guality. We observed that communities differ in their numbleassociated terms, links, and
users. This difference does not lead to significant qual@atifferences. In related work,

Web communities as defined by Flake et al. (2004) are evaluaten exemplified manner.

These communities differ from the Virtual Knowledge Comnyiconcept because they are
built by link analysis and not by usage data. In Section 5wW&8showed several example
communities for our approach.

We evaluated the term-based and the link-based commundtityjseparately. The auto-
mated evaluation method uses the implicit encoded sinylardering of links categorized
by the Open Directory Project. In addition, two assessoosiged relevance feedback for
terms associated with a community. We observed a high pwhign we considered terms,
links, and users in the similarity and expansion functioK(4/Sim setting). The combina-
tion shows a higher purity than only a term-based similarithis observation can be ex-
plained with the diversity of the search behavior (see 8ecatil.2). The large information
collections of Web search engines often distract the useta@an unmanageable number of
results. Our community approach is robust enough to prevattweak links are used for
community expansion. The results of the link-based comtyuiality did not show a high
link quality such as observed for terms. As a main reasortisrabservation, we identified
the lack of explicit relevance feedback. Further evaluetiare necessary to infer relevance
from the time spent viewing a document, or a document sufféosof read wear (Hill et al.,
1992). If such an advanced analysis of the log file improvedlittk-based quality of our
approach, implicit feedback can act as a substitute fori@kptélevance feedback. The vi-
ability of interchanging implicit and explicit relevanceddback has been shown by White
et al. (2002).
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5.5 Summary

This chapter explored a community concept to group termksjiand users. Initially, it is
based on a synchronization of all local information collats. After each search session
with a relevance judgement, a timestamped context is detmegbdate the set of former
associations. It is compared to a set of candidates in oodsitialize a collaborative search
context. The initialization process relies on associatishich refer to identical relevance
judgments for a subset of query terms. All users who agrebiemdting are aligned with the
context initialization. The similarity between two contexan be measured by a term-based
approach or a community-based approach. Each update expadlaborative search con-
text in order to add new similar terms, links, and users. V¢ggaed strict criteria to the
update process, as well as the expansion process. On onealthnelshold is selected to de-
fine the minimal similarity between context terms and/ok$inOn the other, the expansion
process is implicitly controlled by users who are alreadsoamted with the context. Both
criteria avoid heterogeneous contexts. In order to guaeaatstable context growth, redun-
dancy ratios for terms, links, and users are defined whickraball updates. Each context
is a candidate for a Virtual Knowledge Community. Two evahlrascenarios were set up
to provide empirical evidence as to how different similafitnctions affect the community
results. Both similarity functions identify similar commitias which differ in their number
of terms, links, and members. We developed an automatedagial methodology to ana-
lyze the global community quality which is defined by the &ngualities of grouped terms
and links. For the grouping of terms, we investigated thatdbmmunity-based similarity
function shows a higher effectiveness than the term-bas#tiod. Instead, the analysis of
the link-based community quality reports that the termeldasimilarity function leads to a
better community quality in two out of three scenarios. Qhbycalculation of link precision
by manually assessing links results in a higher precisioth® community-based similarity
functions. It is conjectured that this is an effect of theadset that lacks explicit relevance
judgments.

For Congenial Web Search, the model of communities is esdéotian organization of in-
formation needs. The Peer Search Memory was primarily dpeel to organize dynamic in-
formation collections which assist individual informatioeeds. In analogy, Virtual Knowl-
edge Communities group common information needs of all useech community is a
dynamic collection of individual query-document assaoiad, and all members confirmed
explicitly their long-term interests. Both types of collects enable a differentiation between
a set of known documents and set of new documents since thestge. All new documents
can be used for filtering if a user has stable information se&tlese long-term interests are
derived from his confirmed memberships. All known documemd their related queries
are an effective source for retrieval. The incorporatiothef common representation of in-
formation needs and collections in information seekingcpsses is described in the next
chapter.
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Explicit relevance feedback provides further informatabout retrieval items. In addition,
Virtual Knowledge Communities are maintained to organizersignd their interests. This
chapter presents how both aspects are combined with infanmseeking processes. For
this task, the information retrieval process, as well asinfi@mation filtering process are
integrated in a social network that represents the thiddrpdf Congenial Web Search. A
virtual search network is designed to validate all userradgons. It models a common
platform for information consumers and providers. Owin@iointerleaving of local usage
data, a cooperative pull-push cycle evolves assistingiated information seeking.

6.1 Integrated Information Seeking Processes

The process of combining components into larger assemibliealled integration. The in-
tegration of information seeking processes is essentiatt@ve distributed information on
the Web from a single point of access. Meta-search engirees ((dowe and Dreilinger,
1997), (Joshi, 2000), (Aslam and Montague, 2001), (Mend.e2@02)) are used to merge
the functional characteristics of separate Web searchnesagnto a comprehensive, interop-
erable system. For the integration of two distinct infonmaseeking processes, information
retrieval and information filtering, the difference betwéprocess’ and 'system’ is consid-
ered. Oard (1997) defines 'process’ as an activity conduayeldumans, perhaps with the
assistance of a machine. By 'system’, he refers to an autohsgttem that is designed to
support humans who are engaged in that process.

6.1.1 Classification of Integrated Information Seeking Processes

The goal ofintegrated information seekin@l$S) is to match highly variable interests with
rapidly changing information. In order to achieve this gwdbrmation retrieval and in-
formation filtering processes must be combined. For a coation, the process specific
characteristics are factored to identify stable and dyngrarts of the information collec-
tion. We classified two new integrated information seekingcpsses which incorporate the
personalization and the collaboration strategy. The dteariatics of each process can be
compared in order to extract criteria for a classificationesoe. At an abstract level there
is very little difference between information retrievaleinformation filtering. In particular,
three characteristics are extracted to differentiate betwboth processes:
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Figure 6.1: Classification of Integrated Information Segkftocesses

Interaction Information needs are distinguished si®ort-term goalsor long-term goals
(Belkin and Croft, 1992). Information retrieval is presentlyncerned with a single
use of a system assisting this process. However, informdiliering addresses re-
peated use of the same system with changes of the informadied over a series of
information seeking episodes.

Information Need Taylor (1962) classified four types of information needsceral, con-
scious, formalized, and compromised. These types deneftitess of moving from
the actual information need to an expression of the needshepresented in an in-
formation system. A ‘problematic situation’ (Belkin and Cxdf987) arises from the
situation that the user’s goals cannot be attained becasisedources or knowledge
are somehow inadequate (Schutz and Luckmann, 1973). Su@namalous state
of knowledge’ (ASK) (Belkin and Croft, 1987) prompts a user tb®it aqueryas
his compromised information need to an information reaieystem. In information
filtering the compromised information need is referred ta psofile (Oard, 1997).

Collection The first subtask of an information seeking process is tHedodn of informa-
tion sources. Bystrom and Jarvelin (1995) classify the tgb@asformation collections
as: fact-oriented, problem-oriented, or general-purpolee collection of different
types of dynamic information can be done actively (e.g. &tpased), passively (e.g.
with RSS Feed), or as a combination of both (Oard, 1997). inébion retrieval is
concerned with theelectiorand organization of texts in relatively static databages; i
formation filtering is concerned with the distribution okte to groups or individuals
by eliminatingtexts from a dynamic stream of data.

The differences in interaction, information need, andezilbn lead to a classification of
integrated information seeking processes. In this classifin, general information retrieval
and information filtering processes are organizedynamicand static approaches. This

differentiation is a first classification layer (see Figurgufe 6.1) concerning the interaction
of users involved in this process. A dynamic interactionha tiser is assumed for short-
term goals and a static interaction is performed by a usdr leitg-term goals . The new
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aspect of this classification is the combination of featofdbe information retrieval process
and the information filtering process in order to map themtadicsinformation needs and
collections. This integration assigns a new combinatiofeafures which are organized by
three layers in the classification scheme as depicted irr&ig. The result of the feature
combination comprises two integrated information seekiragesses:

1. Theintegrated information retrieva{lIR) process fulfils the characteristics of a tra-
ditional retrieval process such as short-terms goals goeeszed by a query which
Is used to retrieve information from a static collection.eTihnformation collection is
either an external or an internal provider. External prevsdoffer a large index for
traditional Web search. Internal providers offer theirrshasessions annotated with
explicit feedback. These dynamic collections are filtergdrapping the query to
static user profiles. Each profile that matches with an acfuaty allows to investi-
gate a user group organized in a community.

2. Theintegrated information filteringllIF) process fulfills the characteristics of a tra-
ditional filtering process such as long-term goals are sspred by a profile which
Is used to eliminate information from a dynamic stream. Wedrch engines offer
no incremental updates of their search index. Instead, ardymstream of individual
updates of all Peer Search Memories is located. The locabpalization strategy of
each peer enables a timestamped logging of all relevangeinents. The static com-
munity structure can be exploited in order to retrieve nefarimation for a long-term
information need.

Both processes are intensely interleaved and combine in avagwgearch techniques based
on personalization and collaboration. Nevertheless, nkegration is modeled in such a
way as to allow a factorization of an information retrievabg@ess and information filtering
process based on stable information needs and collectidrfactorization consists of an
initiating process followed by either information retrédor information filtering, each en-
hanced with individual information providers and commigst The integrative model of
Congenial Web Search is defined in greater details in thewolip section.

6.1.2 Integrated Information Seeking Concept

A general model of integrated information seekawgnbines existing models for information
retrieval and filtering with two advantages: (1) ptbcess-independenbmponents are de-
tected which are identical for the information retrievatianformation filtering task and (2)
process-dependesbmponents are identified which have to be adapted in ordezrform
integrated retrieval and filtering processes. Both aspddtisogeneral model are depicted
in Figure 6.2. Two components are customized in order tditfate integrated information
seeking:

Integrated Representation  This component enables at a mutual enhancement of indi-
vidual information collections with collaborative seantexts representing dynamic
and static information needs. ‘Search context’ is choseml@®ader term in order to
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Figure 6.2: A General Model of Integrated Information Seeki

avoid an explicit reference to the term ‘query’ used in tHerimation retrieval process
and the term ‘profile’ used in the information filtering prese An integrated repre-
sentation is achieved by the model of distributed Peer &ddemories and Virtual
Knowledge Communities. Peersy is a dynamic informationectilbn that is contin-
uously updated with new relevance feedback. The index |bggpdates with times-
tamps. In addition, all relevance judgments are exchangethg users. This infor-
mation is used for a personalized ranking, as well as for is@pglery of collaborative
information needs.

Integrated Comparison This component is process-dependent that means techrfiagues
integrated information retrieval and information filtegiare distinguished. The com-
ponent relies on an integrated representation of infolnatbllections and informa-
tion needs. In general, this component is based on the catbpeiof all users. Tech-
niques for an integrated comparison combine the persatimizand the collaboration
aspects elaborated in the previous chapters. The follos@agions detail how this
integrated representation is exploited for integratedrmition retrieval and filtering.

6.2 Integrated Information Retrieval

A cooperative pull-push cyclis a general interaction model for all users who act either in
an active or passive role. In the role of an information comsiy a user is regarded as active,
and he formulates a query for his information need. For natisgl information retrieval,
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Figure 6.3: Cooperative Pull-Push Cycle

information providers are selected to answer the query. sehection process includes all
associations locally stored in other Peer Search Memorieganized in Virtual Knowledge
Communities. To do so, the first step of integrated infornmatedrieval is to exploit a virtual
search network. After this step, a reputation-based rgnikiperformed to add a relevance
score to documents, users, or communities.

6.2.1 Virtual Search Network

All user interactions during integrated information retial are used to definevatual search
network An interaction is either a consuming or a providing task.Pder Search Memories
are vertices (') in the virtual search network. It is defined as a graph= (V, E). An
edge(u,v) € E between two PeerSies exists if they successfully excharigemation (see
Figure 6.4). The success depends on whether the answer dotisrstored in the Peer
Search Memory or not. We calculate the success of all ansi@rpeeru for peerv with

suce(u,v) = ﬁ Z upr; (v), (6.1)

The success is the average user-centered precision of p€ke satisfaction depends on all
answerd of peeru. The user-centered precision of pedor an answetl that consists of a

list of ranked documents,
rel;

upri(v) = 5 (6.2)

whererel; is the number of documents for which the user has providedaaktce feedback
by storing them in his Peer Search Memo§yis the number of documents that have been
viewed for the list of ranked documents. Intuitively, thdueexpresses the effort of each
user to find relevant documents. A high effort correlatedaitow user-centered precision.
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Figure 6.4: User Vicinity of the Access Network

In the virtual search network, all internal information leations are linked in a weighted
directed graph. Each vertex has a reputation based on sflceseractions. For the com-
putation of the reputation, Web community approaches amsidered (see Section 2.3.3) in
order to implement a global method. HITS (Kleinberg, 1998) RageRank (Brin and Page,
1998) are global methods to compute a score for a Web pageinithgve description of
these methods shows that a page has a high rank if the sum @tk of its ingoing links

is high. This general method can be applied to the virtuaicbeiaetwork where each vertex
has ingoingi(u) and outgoing(u) links. In analogy, the reputation of a peer is high if the
sum of the reputations of its ingoing links is high. In gemheagbasic linkage analysis does
not consider weighted links. We designed that each edgenstated with its success. This
weight specifies the ratio of all previous successful irdgoas. Hence, the general Page-
Rank computation is enhanced by this value. We define theagputrecursively with the
equation,

suce(u, v) 1

r(v (1-4q) Z e normO( ) T m’ (6:3)

u€i(v)

wherei(v) are all ingoing edges of a vertex ¢ is the probability that an interaction takes
place with a random peenrormO(u) is a normalization factor for the success weight. The
sum of all weights of outgoing edges yieltlslt is computed with the equation

normO(u) = Z suce(u, v) (6.4)
v€o(u)
whereo(u) is the set of all outgoing edges of a vertexKamvar et al. (2003) showed that

PageRank can be efficiently be computed in peer-to-peer nietwafter the calculation of
the reputation, each peer has an assigned reputation.
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6.2.2 Exploratory Network Analysis

The Weblog corpus does not provide information about ugeractions during search. Nev-
ertheless, we can use repetitions of queries, links, andydunk associations in order to
simulate interactions. If a repetition is detected, wesifgst as an implicit interaction be-
cause both users are not aware that they share the sameatiformit is not possible to
infer the success of a simulated interaction without the@iiparation of user feedback. In
Equation 6.3, the reputation of a peer is computed with aaecdd PageRank formula that
uses weighted edges. If the success weight is set to oneqtlagi@ degenerates to the
traditional formula. Thus, we compute PageRank for a netwbrtlsers with three settings:

e Two peers are connected with an undirected edge if one ppeat®a query that the
other peer has used before.

e Two peers are connected with an undirected edge if one pews\d link that the other
peer has also viewed before.

e Two peers are connected with an undirected edge if one ppeat®an association
between a query and a link that the other peer has used before.

For each setting, we considered a repetition thresholthis parameter defines the minimal
number of repetitions between two peers before an edge edadile started the simulation
with a setting where all interactions are considered=( 1). We used the PageRank im-
plementation of the open-source Java Universal NetwoegFramework (JUNG) The
probability ¢ was set td).15. At each day of the log data, we computed a PageRank score
for a peer of the network.

First, we present the network of simulated user interastaiier the first week of log. All
users are linked that share at least one identical quekyaksociation/ = 1). Figure 6.5
shows the network on October 13, 2003. The green color ofoalea shows that the Page-
Rank has grown since the last computation step. We observeéeéddges and 77 vertices.
Larger vertices represent larger PageRank values. At thiariag of the simulation, we
observed 13 weakly connected components (WCC). A weak compohardirected graph
Is a subgraph so that the corresponding subgraph in the lymdeundirected graph is con-
nected. Over the time, the simulated interaction of usess/giAll three settings identify
users with different authorities. The PageRank of a vertesésl as authority measure.

On August 14, 2005, we noticed 1018 edges and 295 verticelSiglre 6.6, we observed
only few users who had a large PageRank. The majority of nogesed colored which
means that their PageRank has decreased since the last timeFan all green colored
nodes, PageRank has increased. Blue nodes shows that the Rlage&Raot changed since
the last computation. The plot shows that the network iseqiiterse. We present all edges
and authority values with a minimal repetition thresholdlote. For lower values, the net-
work has 13,097 edges, so that is can not be explored. Délspitegh number of edges, the
number of weakly connected components is three. This nuddmeases to two for an iden-
tical setting that analyzed only query replications (segufeé 6.7) or link replications (see

Ihttp://jung.sourceforge.net/
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Figure 6.7: Simulated Interaction based on Queries (Auguad05)

Figure 6.8). We noticed a moderate increase of edges andeseit only identical queries
were considered. This observation is correlated to thergénamber of duplicated queries
(see Section 4.1.2). We observed a fewer number of idergioadies than identical links.
Without a repetition threshold, the number of duplicatedkdi leads to a diverse network.
We plot the network in Figure 6.8 with a repetition thresholdive. This threshold has also
been applied to the query-based network in order to comparsdttings. On one hand, only
a small number of queries are duplicated and on the othemmagdy connected network re-
sults based on link repetitions. In general, all plots shdfernt settings to infer authority
measures. For many peers, a reputation can be calculated,cam be used to discriminate
among peer results.

6.2.3 Reputation-based Ranking

We apply a reputation-based ranking to retrieve items invilteal search network. The
virtual search network allows to search for documents, 9jsand communities. The in-
corporation of the reputation measure takes place in theges sbefore a ranking can be
accomplished.

[1st Step]We compute the reputation for each vertex that represents a user and his Peer
Search Memory. Several disconnected components may exissinetwork. Since they are
small compared to the giant component, we expect that thefribate little to the search
result. We conjecture that peers which are not in the giampoment will only be relevant
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Figure 6.8: Simulated Interaction based on Links (Augu&095)

for very few of the given queries. We use a probability;cf 0.3, further ameliorating the
problem.

[2nd Step] The reputation score is assigned to documents and comesinitisers have
already a reputation because the computation is based iomithgidual Peer Search Mem-
ory. The assignment of the score to documetand communities.. differs in the set of

associated users:

e If several user provided feedback for a document, we accatatie reputation scores
of all assessors.

e For a community, we accumulate the reputation scores of athbers.

[3rd Step] A modified vector-space model is employed as a relevanceureésr docu-
ments as regards a query. We use a freely available implat@mmbased on the the Lucéne
library, an open-source information retrieval library.€eTimain scoring formula Lucene’s of
modified vector-space model is

Y Vit d) - idf (1)
rel(q,d)

e i (02 ot (1,4) oo

2http://lucene.apache.org, last visit on 2006/03/01.
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where D
idf (t) = log W

Scores are normalized to fall in a rangeddb 1.

+1

For a queryy, the text retrieval component produces a set of relevanirdeats, as well as
a score for every document. The inclusion of the reputatmesdot affect the result set. It
only influences the ranking of the documents, users, and conti®s.

There are several models for combining scores with a tesieved system. A simple method
of combining reputation and relevance scores as proposéglitsch, 2005) is applied by

rx -rel(q,d) . (6.6)

where X refers either to a document-specifig user-specifia-;, or community-specifie.,
score. Both scores are independent of parameters which magttionized.

6.2.4 Evaluation

This evaluation setting measures the impact a user’s reuifar the retrieval process. With
the Weblog data, we cannot provide a virtual search netwasket on explicit feedback. In-
stead, we applied a social network associating a social wattkeach user. A social rank
is comparable to our reputation measure, but does not incatgpa dynamic interaction be-
tween users. Instead, we use a static network without inenéshupdates. Nevertheless, we
expected first insights about the combination of a globai@uitty measure and a relevance
measure. The social rank was computed in analogy to the mtpty network analysis. A
automated evaluation methodology was developed in ordeetsure the influence of a so-
cial network on retrieval effectiveness. For such an evananethod, we identified three
prerequisites:

1. Selection of a document corpus incorporating a socialorwt
2. Providing relevance assessments for a set of querieswént documents.

3. Definition of evaluation measures for a user-centeretval performance.

Evaluation Methodology

We defined the following automated evaluation methodologictvconsiders all three pre-
requisites:

1. We selected the mailing list archive 'origami-from the years 2000-2005 as a docu-
ment corpus. The archive contains 44,108 messages writtenif,834 different email
addresses. Furthermore, we extracted a subset of the dotuoarpus with messages

Shttp://origami.kvi.nl, last visit on 2006/07/22.
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from 2004. It is used to compare our experimental resultheffull corpus with a
smaller set. For all messages, we constructed a full-tebetifirom the message body,
after removing quoted parts. These messages defined thentdratsed part of the
evaluation corpus. In addition, a network was constructeskd on the linkage infor-
mation among all messages. This network was defined by twestgpvertices and
two types of edges, which were identified as follows:

Vertex Each author is a vertex in the social network. We assumedathamail
address identifies distinct users. Also each message isex\@#rthe network.

Edge The first type of edge links a message and its authors and eisayv In ad-
dition, we identified edges between authors based on how tfy respond to
one another’s messages.

In Section 2.3.3, we discussed several characteristiésatlyfor social network. The
characteristics of our extracted social network make itr@aié-world network’ (Watts
and Strogatz, 1998). On one hand, we observed a high degobestéring and short
average shortest path lengths. On the other hand, 70% aftathis are part of a giant
component and the degree distribution follows a power laar. riore details of the
network analysis see (Kirsch, 2005).

We selected appropriate query terms from the subject lhi@email messages. They
are a good indicator of user information needs. We extraogegient bi- and trigrams,
because we observed that ‘real-world’ queries in our Weblmgus have an average
qguery length of 2.41. We filtered all frequemigrams in order to detect thegrams
which are not highly correlated with the author of the camtag messages. This cor-
relation was measured with the mutual information of theuo@nce of a specific
n-gram in the subject line and the author of the message (fi2205):

I(n—gram, author)

score(n—gram) = 3 (n—gram)
All n-grams were sorted by mutual information divided by the doent frequency.
We used the 1@.-grams with the lowest score as query terms for our evalnatio
case of an overlap betweeangrams, the longest-gram was chosen.

For each of the ten queries, one message was chosen astteonw. We restricted
the setting only to one relevant message, because we wantezbisure the document-
specific changes in the ranking. The most relevant messagselected by an expert
(master student) and by a complete novice (author of thedason) in the subject
matter. Both relevance assessments allow us to evaluatdevhetputation-based
ranking assists either novice users or experts. We comggtthat novice users expect
more general results because they did not know about ther&aigtuthority within the
specific community. We borrowed a standard evaluation nmieaswrder to evaluate
the effectiveness of reputation-based ranking. Owing ¢ostlection of one relevant
document, we were able to evaluated the techniques in a kitewnretrieval set-
ting and compared them to a baseline technique, in our casmldied vector-space
model. The applied evaluation metrics are average rankrareilse average inverse
rank (IAIR) (see Section 4.3.2).
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Table 6.1: Known-item retrieval on mailing list data. Colurabelled VS’ contain ranks
from vector-space search, and columns labelledXWR’ contain ranks scored
by PageRank times vector-space score. Rawsk change’ andIAIR change’
contain the change compared to the baseline method ‘VS'ricepe

method: VS PRVS VS PRxVS
searcher: expert expert novice novice
on messages from 2004:
rank: 14.75+0.25 17.95+0.05 17.54+0.3 15240
rank change [%)]: +21.7+£2.4 —13.1+1.5
IAIR:  7.5484+0.032 7.082+0.010 4.670+£0.013 4.599+0
IAIR change [%]: —6.2+0.5 —1.5+0.3

on messages from 2000-2005:
rank: 24.44+0.3 41.454+0.05  39.35£0.35 39.6+0

rank change [%]: +69.9+2.3 +0.6£0.9
IAIR: 8.7874+0.040 6.697+0.012 4.962+0.013  7.86+0
IAIR change [%]: —24.6£0.5 +58.4+0.4

In general, the design of a new evaluation methodology regwa high amount of manual
work. A known-item retrieval setting reduces this work ahdliows a semi-automatic se-
lection of items. We obtained a baseline method for a corapanvith our approach in order
to be independent of external factors influencing the perémrce. Thus, only the impact of
reputation-based ranking on retrieval performance wasuored.

Evaluation Results

Table 6.1 (Kirsch et al., 2006) shows results of the autochat@luation methodology for
the full corpus and its subset with messages of 2004. Firstlpfve present the results
for items chosen by an expert searcher. Indeed, the datasstimaw the combination of
PageRank and the vector-space model performs better thaadter-space model alone for
four of ten queries on the 2004 corpus. Only in one case, thdtris a draw. Furthermore,
we observed that the average rank of the found documentsases by 21.7% 2.4 for
PageRank search and the inverse average inverse rank aschgat.2%t 0.5. The results
show that some documents were found considerably latentitarvector-space search. In
addition, PageRank combined with vector space performsiifeit those documents in the
earlier parts of the result list. On the large document cofpom 2000-2005, this effect is
even more pronounced. The average rank increases by 69203 but the inverse average
inverse rank decreases by 24.6%9.5. The combination of PageRank and the vector-space
model performs better for six out of ten queries.

The results of items chosen by a novice searcher are lesgyroed. At first, we ob-
served a decrease of both the average rank (13:1%) and inverse average inverse rank
(1.5%=+ 0.3) on the smaller corpus from 2004. Furthermore, PageRamds tvector space
performs better for five out of ten queries, with one draw. @ larger corpus, the aver-
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age rank is unchanged, but thi@r increases faster (by 58.4%0.4.). We observed for the
larger set a better performance for four out of ten queriss,\&ith one draw.

6.2.5 Discussion

In general, integrated information retrieval is based om@at model of all participants.
There are two general models to build a social network:

e The currentinterestin 'social software’ can be exploitedider to collect information
about a user’s social environment. Yahoo Commurfiteebles a user to identify his
friends explicitly in order to incorporate their annotateghrch results in his search.
The goal to share contacts is realized amongst others byldiferpn Open Business
Cluk® (OpenBC) very successfully. For both services, each userchalandon his
anonymity.

¢ A relationship network can be generated in a pure contesgdananner. The indi-
vidual information collections of peers can be comparedraento find similarities
among users.

In this dissertation, we developed an interaction modet ihandependent of real social
relationships among users. The virtual search network taiam reputations of users based
on their interactions. For both cases of building a socitloek, the quality of the resulting
network is crucial. The first evaluation results showed &hpborly formed social network
can lead to a failure of the retrieval method. The reputatiba peer may be misleading
as regards his authority. In particular, the reputatioseblaranking is good at identifying
authorities. A larger evaluation setting is needed to yehé significance of the first results.

6.3 Integrated Information Filtering

Integrated information filtering aims at an awareness otudwents which have been found
by other community members. Each community is continuouptiated with new validated
documents by its members. The explicit membership is a camageeement that documents
are exchanged among all community members according toothy@ecative pull-push cycle
(see Figure 6.3). No central document index exists for a conityy Hence, integrated
information filtering provides a decentralized predictadrelevant documents. The privacy
and the autonomy of each peer is protected, because only goityaspecific information is
considered for recommendation. In order to differentiagveen both functions of a peer,
information providing and information consuming, two pdescriptions are introduced: (1)
a peer that expects recommendations is callettve peeyrand (2) a peer that recommends
documents is calledassive peer

“http://myweb2.search.yahoo.com/, last visit on 2006/03/01.
Shttp://www.openbc.com/, last visit on 2006/03/01.
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6.3.1 Prediction Process

The prediction process evaluates all recommendations ssiyepeers according to (Gul,
2004). All community-specific recommendations are orgaghizy the community manager
of each client peer. Implementation details of this setecprocess and the generation of
requests and answers are discussed in Section 7.3. Owingetaaaic pull, a community-
specific selection of likeminded users increases the awaseof new relevant documents.
Information flooding can be avoided, because only a subsall okers is requested. The
individual information collections of community memben® aised for a combination of
content-based and collaborative filtering approaches.

From each peer, documents that are associated with a cotyraoaiweighted by a content-
based approach. In addition, they are temporally storedserace repositoryhich col-
lects all documents which are recommended by peers or whikhbevrecommended to
other peers. The repository is continuously updated withh di@cuments. The initialization
process of the repository is detailed in Section 7.1.3. Thenrgoal of the initialization is
the calculation of a document weight by summing over all doent terms and their occur-
rences. Each weight is part of an implicit rating of the doeain The Peer Search Memory
does not collect an explicit rating of the user who assigraident rates of numerical scale,
for example 1 to 5 stars. Thus, identical documents on diffepeers can have identical
weights due to similar data sets of each peer. In order tajracate the individual quality of
a user’'s recommendation, the pure content-based ratingagpis enhanced by the quality
of prior recommendations. Thus, differences among users@npensated byteust value.

It is an inverse measure to the reputation (see Equatioroé6a8peer. The reputation repre-
sents the global trust of a user group in this peer. The loasi bf a peep in a peern: within

a communitye is calculated with

arce(u)

- \/Zweuc arcc(w)Q.

andarc.(u) is the number of accepted recommendations from pégrthe active peer. As

a normalization factor, we consider all accepted resullafommunity member&,.. The
prediction of relevant documents is performed on the agtesr after community members
have answered. The answer process is detailed in Sectidh 7.3

te(v,u) (6.7)

The community-based filtering approach is a two-step filgon the local peer, as well as
on the community. First, in a decentralized manner all pasgeers of a community are

filtered by means of a content-specific selection of inforamatSecond, a nearest neighbor
algorithm predicts relevant documents for each user iddadly.

Definition 6.1 (Community-based Filtering) For an active peewith a membership to the
community:, a prediction for a recommended documérg D is computed over all passive
peersl, of the community

2 ucu, (W, 0) +te(v, u) (wu(d) —wy)
2 uer, (W(0, ) +te(v, 1))

cof(d) = w, +
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The cof weight is used for a ranking of all recommendations. In teigard, a highcof
weight represents a high relevance of a regufhe similarity of two users is computed with
standard similarity measures. Like collaborative filtgraeppproaches, we use the Pearson
correlation coefficient (Resnick et al., 1994) by considgthre implicit ratings of two peers

v andu:

C Yuep(wi(d) =) (wa(d) — W)
\/Zdel)(wv(d) - w_v)2 ZdeD(wU(d) - w_u)2
During initialization all documents associated with a conmity are rated by a query-document

similarity. The average value of a document rating is comgun the active peer. All rec-
ommendations of a pearare considered in order to compuatg with

w(v, u)

(6.8)

_ 1
= e S wls) (6.9)

| u| SER

wherew,(s) is computed during the initialization of the service repmsi (see Section
7.1.3). R, is set of documents for which relevance feedback has beande by user
u. The local statistics of each passive peer is sent with eambnmmendation according to
the protocol which is defined in Section 7.3.3.

The prediction process is completed after the computatiothecof weight. With the
community-based filtering approach, each recommendednaeciis ranked and the result
listis presented to the user. The user interface is detenl8dction 7.4. The interface allows
the user to provide feedback for documents of the recomntiemdést. Each document that
is stored in the Peer Search Memory updates the local trikeaEcommending peers.

6.3.2 Evaluation

This evaluation task measures the quality of recommendedndents. The quality is cal-
culated with respect to all community-specific documenttected by a member. An au-
tomated evaluation methodology is developed to deternhi@gtiality of community-based
filtering with respect to a document similarity.

Evaluation Methodology
The automated evaluation methodology is designed to gaights into the following sce-
nario of integrated information filtering:

A user is member of a community and receives new recommensld@tom the community-
based filtering approach. The quality of the recommendedmients depends on his prior
search sessions associated with the community.

For this scenario, an evaluation corpus must provide datataiommunities and their mem-
bers. In Section 5.4, we showed how the Weblog corpus wastasddntify communities.
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In addition, this data was used to extract for each membesdasch sessions associated
with the community. We selected the K-Sim community settiith a update threshold of
0.5. Within the set of communities, we chose only communitiescviinad more than two
members. For each community, the initialization and recemstation process took place in
four steps:

1. Active Peer SelectioniVe selected a community member as the active peer if he had
the minimal number of community associations. In additiwa,extracted all associa-
tions with which he contributed to the community. The Pear8e Memory and the
service repository of the active peer were initialized vathcommunity associations.

2. Passive Peer InitializationAll members of the community except the active peer were
summarized to one passive peer. We initialized the passee pith a Peer Search
Memory that stores all community associations of the grdupembers. The unifica-
tion of all passive peers was done to simplify the evaluati@thodology. We did not
consider the characteristics of a distributed system tctire in this evaluation task.

3. Selection:This process was divided into two phases. First, the actn pomputed
a set of query terms describing its community-specific im@tion need. Second,
these terms were used to query the passive peer. Each ppssiveecommended all
documents matching the query terms.

4. Prediction: During the prediction process, we calculated a score foh @acom-
mended document (Equation 6.1). We applied no local trestabse this user-driven
parameter is not available in the Weblog corpus.

We processed all four steps for 98 communities. For eacheggéier, a set of recommended
documents was selected. The quality of the recommendattassneasured with the ODP
data set. For each active peer, we randomly selected ametemategory with the largest
set of links of the same category. It was used to compute thédi& distance (see Section
5.4.4) between the user’s personal community interest #neé@mmended documents.
The familial distance classifies recommended documerddont categories: same, sibling,
cousin, or unrelated. All documents of the first three caiegowere counted as similar
documents, because the statistic in Section 5.4.2 shoveedhéy majority of communities
links are of the same category, and sibling and cousin lirke tonly a proportion of 10%.
The recommendation quality is measured with:

Recommendation Precision is the ratio of the number of similar links to the total num-
ber of recommendations on an active peer.

Recommendation Recall is the ratio of the number of similar links to the total number
of all similar links in the current recommendation list orathers.

The normalized recall is computed in two steps: (1) The nurobeorrectly recommended
documents is computed by multiplying the total number obremended documents and the
precision. (2) This value is normalized by dividing it witietmaximum number of correctly
recommended documents.
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Table 6.2: Recommendation quality on community data. Coluabelled VS’ contains re-
sults scored by vector-space, column labelled ‘CBF’ conteg®emmendations
from community-based filtering, column labelled ‘CBF5’ cantarecommenda-
tions based on an expansion of 5 search engine results sgocednmunity-based
filtering, column labelled ‘CBF10’ contains recommendatibased on an expan-
sion of 10 search engine results scored by community-bdseriinfy. The change
is compared to the baseline method ‘VS’ in percent.

method: VS CBF CBF5 CBF10
avg. recommendation precision: 0.84 0.85 0.75 0.72
avg. recommendationrecall: 0.98 1.0 0.88 0.84
change[%]: +19 -106 -14.1

We compared the community-based filtering approach to aibaseethod, in our case a
modified vector space model. As a baseline, we ran the expatimith a peer that main-
tains a local central index. To build the index, we crawlegd38 HTML documents of
the Weblog corpus and indexed them with the text search erdprary Lucene. For each
guery generated by the active peer, this method retrieved af locuments. The baseline
considered no community aspects and personal searchiésstdiMe compared this base-
line technique with the community-based filtering approacihree different settings. Each
setting considered different data sets of the passive peer:

CBF The passive peer includes all query-link associationssaissociated members. This
setting corresponds to the basic initialization of the \Wgldorpus.

CBF5 This setting expands the basic initialization of the paspier. It is updated with the
first five hits of a Web search engine, in our case Google. Taekengine was asked
with query terms generated by the active peers.

CBF10 In analogy to CBF5, we associated additional documents wilp#issive peer. We
initialized query-document associations with the firstiiés of a Web search engine.

The expansion of the passive peer should show insights heleget®n of documents without
any feedback influences the recommendation quality. Wehaexperiments for each com-
munity and measured the recommendation quality for anegter. In order to compare
the results of an active peer with different settings, wesaered the minimal number of
recommendation for the active peer in all settings. For g@tanif one peer has got only one
recommended document with the pure CBF setting, we measwegeddbmmendation qual-
ity only for the first recommended document in all other sgsi(baseline, CBF5, CBF10).
The performance of the approach is measured with the aveeagenmendation quality of
all active peers.

Evaluation Results

Table 6.2 shows results of the automated evaluation metbggéor 98 K-Sim communities
(threshold 0.5). With each setting, an active peer recaaveet of recommended documents.
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For the baseline approach, we restricted the maximal numibersults to 20. Without a
normalization of the recommendation lists, the recommgodajuality of two settings is
not comparable. We normalized the recommendation listsrdot to the CBF setting. In
64.5% of all cases, an active peer receives only one recothedesiocument with the CBF
setting. The maximal number of recommendations for eadheggeer was used to limit the
result set in all other settings. Without a limitations, &tive peer receives 5.1 recommen-
dations on average with regard to the CBF10 setting. The purantmity-based filtering
approach, recommended 49 document to 31 active peers (cagave.58 documents). All
other peers did not receive a recommendation in this setfihg total number of correctly
recommended documents is 41. We applied this value to cemprinalized recall. Ow-
ing to the normalization of the recommendation list, we obse that the change between
average precision and recall compared to the baselinensicaé

The baseline method shows an average recommendationipneai®.84. We observed that
a community-specific collection of user judgments has a maldpigher recommendation
precision, as well as recall. Both measures increase by 1\Weodid not apply a statisti-
cal significance test in order to verify if this increase gngiicant. Moreover, these results
show that a community-specific grouping of topics performgaod as a central data col-
lection. This observation is important for peer-to-peermweks, because no central server
Is available. It shows that a community-specific selecttoas effective as standard methods
for central indexes. In a distributed network architect@ecommunity-specific selection
of peers would decrease the network load significantly. Conityilbased filtering recom-
mends documents with a high similarity to the personal usereésts. The significance of
implicit relevance feedback is even more pronounced if wagare different settings with
the baseline and the CBF setting. For both settings with annsipa of the passive peer,
we observed a decrease by 10.6% and 14.1% on average recdatiariprecision, respec-
tively. The effect on normalized recall is similar. We cartjged that the expansion of the
passive peer is related to the general community’s conbehtjoes not match with the per-
sonal interest of the active peer. The poor results showcthramunity-specific documents
are not recommended any more on the first ranking positiot® té&rm relevance of the
additional documents is higher, but the topic is unrelatethe individual interest of the
active peer. Further evaluations are necessary to andlftze performance of community-
based filtering depends on temporal shifts of the communigrést. The local index is a
self-contained data set to which the user actively contethiand communities have been
discovered. The data set has not been updated since Auda3and new crawled docu-
ments are not represented in a community. The evaluatioftses the known-item retrieval
setting (see Section 4.3) showed the advantages of a patssbrage that can be shared with
other users. A Web search index underlies a continuous @pdatess that might influence
the ranking. Specific documents get a higher rank due to thiem@ation process driven by
users’ click-throughs. This optimization is not done folpagfic user. Hence, community-
based filtering allows to control the recommendation pre¢eseach user individually.

6.3.3 Discussion

Community-based filtering (CBF) and collaborative filtering {€&n be compared with the
following aspects:
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Objects: CF generally deals with static objects like movies, books, Bt addition, CBF
considers queries which are associated with links and users

Ratings: With CF, users rate objects by assigning a numerical scaleexample 1 to 5
stars. Instead, CBF collects only explicit positive feedba&ak all viewed documents
without a rating, we cannot infer that the document is n@wvaat.

Differences between both approaches lead to a specificati@iustrategy which reveals
that a community structure influences the recommendatiatityu Each community pro-
vides explicit information about long-term search intéseand of its members. In general,
the quality of a recommendation process must be indeperaddhe system architecture.
The storage of ratings in a centralized or decentralizedn@ashould not influence the ef-
fectiveness. The evaluation results mirror the effecegsnof a community-based filtering
for a peer-to-peer network that is comparable to the effen@ss of a central server. An
expansion of a community with new documents of a Web seargmerthat have no im-
plicit feedback shows a poor performance. Top ranked dootsyecrease the similarity of
recommended documents to the individual reference categor

In general, integrated information filtering depends onabtvity of all users. If the com-
munity does not change or is not updated, no member enhamce®mmunity-specific
information set. Only with an active participation of all meers, a community will grow
and an impact of community-based filtering is measurablé gtowth must be maintained
on a global and on local level. On a global level, an autonm@&tfgansion enhances the set
of communities with respect to all terms and documents. Alaiity search can be initi-
ated with all community links. On a local level, a communityshbe expanded in order to
consider personal interests. The evaluation results shaiatglobal expansion alone is less
pronounced. Hence, further evaluation is necessary tatestnbined approach.

6.4 Summary

Integrated information seeking combines both processésmation retrieval and informa-
tion filtering. A general model is defined that is applicalddbth processes. An integrated
representation is utilized to match rapidly changing infation with variable interests due
to a factorization of information needs and collectionse Plersonalization strategy is used
to represent all documents of the user group. In additiomctilaboration strategy allows
users to organize common information needs. The combmatidoth techniques factors
the problem space into static and dynamic information nessla/ell as information collec-
tions. It defines a common basis for integrated informatedrieval and integrated informa-
tion filtering. A variety of techniques have been applieddoleprocess.

Integrated information retrieval is based on an asso@atetwork model. All search pro-
cesses define a virtual search network. User interacti@epresented by queries and their
answers. Vector-space retrieval is used as the underlgiigetrieval method. The quality
of these interactions is evaluated by a global authoritysuesadefining a peer reputation.
A reputation-based ranking combines authority scores walévance scores from vector-
space retrieval. The evaluation was carried out in a maligt@rchive simulating an access
network. The combination of both measures showed a firstaagmnent.
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6.4 Summary

Integrated information filtering combines content-basetl@llaborative filtering techniques.
The new technique offers awareness of documents which rearefound by other commu-
nity members. According to the general interaction panmaditdpe filtering process is based
on the cooperative pull-push cycle. A peer generates a goesgk community members.
They offer a set of recommended documents to the requestdddenents get a relevance
prediction considering the individual search history. Togb, the trust of peers in each
other is calculated based on previous recommendations.eVidaation is carried out in a
community setting extracted from the Weblog corpus. Paréorce was measured with the
similarity between recommended documents and commupggic documents collected
by a member. The community-based filtering approach shdweeseime quality as a baseline
method for a central collection of all documents. For efficiereasons, the pre-selection of
information providers of a community is an improvement.
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7/ Prototype Implementation

This chapter presents the prototype implementation of theg€aial Web Search concept.
In Chapter 3, the general system architecture has been uttddwhich is based on a
peer-to-peer network. With IXTA, we use a de-facto stanttargdeer-to-peer applications.
ISKODORIS an integrated application on top of the JXTA system lay¥fs grouped all sys-

tem functionalities into four components. The main commpbne ‘Integrated Information

Seeking’ which manages information retrieval and filtegpngcesses. All techniques imple-
mented in this component have dependencies on three addiapplication components.
This chapter presents implementation details for the ‘Dateess’, the ‘Community Dis-

covery’, and the ‘Community Management’ component. Finallg discuss the graphical
user interface which is a sub-component of the ‘Integratéarination Seeking’ component.

7.1 Data Access

In order to maintain an advanced access to information oletewith a Peer Search Mem-
ory, three basic components are required (see Figure 7nlyeneral, the user requires a
search interface, a Web browser, and a local storage dewicri case a database). The
complexity to maintain each component depends on the tgrgep of users. The general
ISKoODORarchitecture has a generic structure which is independearticular user group.
Congenial Web Search aims at an application for the averagye Tise PeerSy architecture
(see Section 7.1.1) provides the main components of a paised search. It delegates all
data requests to specific services. We incorporate dateceethat are maintained by exter-
nal providers or other peers. For the local data accessragstof relevance feedback (see
7.1.2) and a repository of documents (see Section 7.1.3gfmmmendations are presented
in this section.

7.1.1 PeerSy Architecture

The Peer Search Memory is implemented as a JXTA peer seflieeinteraction between
users is performed by this service. All advanced searclitfesiattempted by Congenial
Web Search rely on the Peer Search Memory. Without the paligation of individual
search interests no interactions among users will ariggur€i7.1 depicts all required com-
ponents for a personalized Web search:
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Local user computer

Proxy Web Browser
Search ¥ -
4—
Interface Database

Figure 7.1: General System Components

A

Web Browser The application is independent of a specific Web browserikemiaditional
Web search with a browser, a local proxy is used to monitot, add generate HTTP
data streamsskoDOR uses the WBH proxy where applications are added as plugins.
The main task of this proxy is the logging of an actual URL pnésé in the Web
browser. In addition, local user feedback can be given inkkbé browser.

Search Interface The search engine is implemented as a plugin for the WBI praxyg. |
written in Java and a detailed description of the interfaesgh is elaborated in Section
7.4. The design principles rely on a standard user intedasgn. No specific features
for novice or experts are considered.

Database The MySQL database server is used as an open source databageefsistent
storage of individual feedback. In addition to feedbaclkoinfation, this database is
used as an index for the local search engine. A summary ofedfiqlata stored during
a search session is presented in Section 7.1.2.

All components that run at the local user computer providessto local data, the Web, and
the peer-to-peer network. The local data access is orghag&llows:

e A query is processed by a Web search engine and a local sezagttee The results
of both systems are presented to the user. A Web browsetsagsnavigation and
collects relevance feedback for Web pages. This feedbatéried in a local database,
denoted as PeerSy core.

e PeerSy initiates an information push if new recommendedichents are available.
All recommended documents are stored in a services reppsitach is continuously
updated with new documents. It also collects documentsiwdiie recommended to
other peers.

e A user can manage his PeerSy in order to delete feedbackiatssos or to adminis-
trate personal information.

The representation of all retrieved documents is based ensapalized ranking scheme (see
Section 4.2.3). This scheme combines the results of a Weblseagine and the local search

Ihttp://www.almaden.ibm.com/cs/wbi/index.html, lassivion 2005/08/30.
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Table 7.1: Facets and Terms for PeerSy’s Local Search Engine

Facets | Terms
Conceptual Model | Vector Space Model
File Structure Inverted Index

Query Operations Parsing, Boolean, Feedback
Term Operations Weight, Stopwordlist
Document Operations Parse, Display, Rank, Field Masks, Assign IDs

engine. The Web search engine is an external provider dueetolassification in Section
4.2.1 with no detailed information about the IR system adé. The external provider
retrieves documents for a user’s query, whereas the loaatls@&ngine retrieves documents
with individual relevance feedback stored in the PeerSe.cdihis integrated IR system is
classified by facets and terms proposed by Frakes and Ba¢es-({®92) as presented in
Table 7.1. A probabilistic model is used as a conceptual mddea first step, all judged
Web pages are parsed and terms are extracted which arezmdavith an inverted index.

7.1.2 User Profile Storage

All documents for which a user has provided explicit rele@aifeedback are stored in the
Peer Search Memory. Each document is associated with thg that has been formulated
to retrieve the document. The representation of query-aec associations is implemented
with a database. All tables and relationships of this datalaae represented in Figure 7.2.

In general, the table@uery, Document, andAssociation represent user-based aspects of
the Peer Search Memory. All relationships between thesaesnin the PeerSy core are
shown in Figure 7.2. Each query is represented in tRidey with an assigned identifica-
tion number id). In this table, a normalized query is stored in order to @sdia common
representation for similar queries (for example, ’javd apd 'api java’). The normalization

is performed by sorting the query terms and removing idehterms. The original query is
stored in table€earchHistory. In addition to the normalized query form, the number of in-
dex terms for this query is counted witbywordsCountUsage-based aspects of a query are
represented by temporal characteristics of an access asufitst {irstAsked and last time

of requestlastAskedl The total number of repetitions of a query is storedblgedCounter

For each query, relevance feedback is collected by the lemoarsthe search interface (see
Section 7.4). The browser is enhanced with an addition&bbuwthich the user can click if he
found a relevant document during browsing. This feedbaftkination relies on an explicit
rating of a user. In addition, documents which have beenegkly the user, but without a
relevance judgement are stored as implicit feedback inathle$earchEngineResult. For
each query of th€earchHistory asked at a particular dapgkedDaty all URLs which
have been viewed by the user are store@darchEngineResult. This table models an
association between a query, an external search engingharghrticular position of the
URL in the search engine result ligir]. Documents without explicit feedback are not in-
dexed for personalized access. Instead, all documentshichwhe user provided relevance
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feedback get an association with the query in the tabciation. The attribute igVisi-
ble) manages the availability of the association for other sigethe peer-to-peer network.
This attribute can be set by the user during the feedbackgli@a during administration of
associations in his PeerSy.

All documents which are judged as relevant by a user are ewlex tableDocument, each
document gets an identification number and the URL represgtite original location in the
Web. In addition, usage-based aspects are added by setigbaitas. The inverted index is
stored in tablePostingsDocument. A tokenizer selects all terms of a document and stores
them in the tabléexicon. In addition, we store three frequencies of a term:

e Query FrequencyThe attributegf counts the total number of occurrences of the term
in all queries.

e Document Frequencyf he attributedf counts the total number of documents with the
term.

e Term FrequencyThe attributetf counts the frequency of the term in a specific docu-
ment.

No linguistic models such as stemming are used to modifyma.t&éhe inverted index is built
by a reference of a term ID and a document ID. Specific termsdafcament are labelled
as keyword isKeyword or as stopwordigStopword. We selected the 10 frequently used
terms of a document which are not stopwords as keywords. \pkeddists of stopwords
for 11 different languages (Danish, Dutch, English, Frer@hrman, Italian, Norwegian,
Portuguese, Russian, Spanish, Swedish). Each stopwordsdadguage id is added in the
tableStopword. All language ids are managed by the taldeguage.

7.1.3 Service Repository

Theservice repositorys an extension of the PeerSy core. The service repositagsigned
to be a temporary storage of documents recommended by atlees.pOnly if a user pro-
vides explicit relevance feedback for a recommended donyniteis permanently stored
to the PeerSy core. Figure 7.3 depicts all tables and thiaitioaships. They are updated
continuously with new community memberships. TabderSetting summarizes all con-
figuration settings of the filtering approach. The attridatervalTimespecifies the interval
of the trigger initiating a periodic pull. All tables are imlized with documents which are
associated to a community. The initialization accompbsioeir steps:

1st Step: For each membership to a community, a peer group advertigsr(gee Section
7.2.2) is generated. All information about this communitg analyzed and stored
in the tablePeerGroup. In addition, all other community members are discovered
which are currently available. Owing to the dynamics of tberpto-peer network, all
actual members of a community must be updated before a asadwessage is sent
to all peers. The tableeerProfile collects all peers which have been recognized as
community members.
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7.2 Community Discovery

2nd Step: All documents, which are associated with a community, arediciates for a
recommendation. For this task, the tal®esfileResult andResultAssociation
represent a temporary preselection of documents from teeSyecore. The attribute
iIsExternspecifies whether the document is locally available, or leaslbecommended
by a passive peer. During initialization only local docurtsesre added to this table.

3rd Step: For all documents listed in tabkrofileResult, a document's weight is calcu-
lated by summing over the document terrfig){ the product of the term weightu()
and the normalized term occurrence in the documefts (

w(d) = yy Z w; (7.1)

Each rating is normalized by the total number of query-doentnassociationd ; with
document. It is stored with the attributassessment the tableProfileResult. A
simple retrieval method is employed based on the traditiohaidf weighting with
cosine normalization (Salton and McGill, 1983) for the weig; of a relevant resul{
as regards the term It is calculated from the term frequency: and the inverse term
frequencyidf;, as well as the query frequengy; in the following formula:

w; = (Lf; +qf;) - idf; (7.2)

The query frequency; f;, of termi is the number of occurrences of the term in all
queries. All frequencies have been measured in the Peer8ydooing the storage
of explicit feedback (see Section 7.1.2). The rating of antex represented in table
ResultAssociation. The attributedocAssessmentores the document’s score.

4th Step: Each collected peer profile (1st step) is associated witlcimsmunity mem-
berships in the tablerofileAssociation. The number of accepted, recommended
documents of a peer is stored with the attribateeptedResults

Once a peer is initialized, each peer can provide and conguorenation. All peer service
repositories build the platform for integrated informatibltering (see Section 6.3). The
‘Community Manager’ initiates a cooperative pull-push eyamong community members.
First, the active peer selects his community-specific @dtsr and initiates a periodic pull
from all available community members. Second, each recpfeah active peer contains
recommended documents. Once documents are recommendadddyepeers, a prediction
process is initiated by the active peer to determine theividual user relevance.

7.2 Community Discovery

The community discovery component is a centralized ser¥iaecollects all timestamped
contexts. This service is part of the hybrid peer-to-pedéwaek. The discovery process
detailed in Chapter 5 is implemented on this peer. In addiicgtorage device for the set all
candidates is required. If a community candidate is deleeteommunity advertisement is
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Figure 7.4: Relationship Diagram of SAQ Database accordir{tigull, 2004)

generated. The client peer whose timestamped contextettithe community formation,
enables the further organization. Its ‘Community Manageaintains the building of a peer
group in a self-organized manner.

7.2.1 Storage of Candidates

The prototype stores the candidate setin a database dexso&D (Seldom-asked Queries).
All tables and their relationships of the SAQ database apécte in Figure 7.4. In analogy
to the representation of explicit feedback in the Peer $eltemory, the tableQuery,
Document, andAssociation store the global feedback of all users. In our prototype, we
use the JXTA peer ID and the JXTA peer name to identify a usewhom an individual
entry with this particular information is assigned in tabker. Finally, the time on which
the association was made is stored with the attributationDate in tableAssociation.

7.2.2 Community Advertisement Process

The first phase of the tripartite community approach is tlogpsal of a community. For this
task, an advertisement is generated for each communitydated It is a community-specific

132



7.2 Community Discovery

Peer1 Peer2 Peer3 SAQ-DB

—L—
createlnputPipe() _h createlnputPipe() _j:\ createlnputPipe()

saveNewAssoc()

groupDiscovery()

A 4

groupDiscovery()

|:— saveNewAssoc()

| saveNewAssoc()

groupDiscovery()

[candidateSelected]
createPeerGroup()

createOutputPipe
(Peer2)

|, sendMessage(PeerGroupAdv)

createOutputPipe
(Peer1)

|_sendMessage(PeerGroupAdv)
l

iy
| [ F

Figure 7.5: Sequence Diagram of Community Formation

summary with a set of initial associations. In the prototyyigual Knowledge Communities
are represented through peer groups in JXTA. The members alacommunity-specific
associations with other members of the group. In IXTRegarGroupAdvertisement IS
assigned to each peer group, which publishes informationtghe group in the network. A
number of parameters, e.g. name and description of the peep,gcan be assigned to an
advertisementPeerGroupAdvertisements are published in order to inform other peers in
the network about the existence of the peer group. This weay,groups can be discovered
throughout the network. ReerGroupAdvertisement iS created whenever a new group is
formed. The peer group name includes the main query termseofitoup. We select the
top 5 terms in the set of context terms that are ordered by teen weightw(7.,t) (see
Equation 5.4). For example, we found a community that isattarized by the termsbay,
tricks, tipps, deutschland, markenrecht. In addition, we select the most frequently
used links of A, as a description of the community. Table 7.2 shows an exahgieg

of aPeerGroupAdvertisement for a VKC namedebay, tricks, tipps, deutschland,
markenrecht. The<Desc>-tag of the advertisement describes all fundamental ssisoci
of the community<GID> specifies th®eerGroupID internally assigned by JXTA, which is
associated with the instance of the grosisSID> declares th@oduleSpecID that the group
uses. This id is used to find a module that references thecesruof the group.
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After an advertisement is generated, potential membersedeeted in the set of users from
the community candidate. The notification of all peers islengented by point-to-point mes-
sages. These messages are initialized by peers becaugghalse has no trigger concept.
Figure 7.5 visualizes an example sequence diagram of a caityriormation of a commu-
nity. The example presents three peers instantiating art pipe (createlnputPipe()®) at
system start. With this instantiation a pipe listener wétsmessages on this pipe. Each
association, which is not related to a community, updates#émdidate set maintained by the
SAQ database,$aveNewAssoc(). Each peer checkgdroupDiscovery()*) for the actual
association the attribuisVKCin relationPostingsAssociation (See Figure 7.4). In this
example, a Virtual Knowledge Community is discovered atterc¢ontext has been updated
with the association of Peer3. This peer is now responsidsi¢hie creation of the adver-
tisement and the selection of potential membgerseatePeerGroup()). In addition, Peer3
initiates output pipes to the selected peers. For exampgesare created for peer,dre-
ateOutputPipe(Peer2)and PeerZcreateOutputPipe(Peerl)f. The output pipe is used for
a point-to-point message sending the peer group advesisefsendMessage()). Peerl
and Peer2 receive this message from Peer3 on their waifug pipe. The advertisement is
processed and presented to the user. Finally, the useredewitether he wants to join the
group or not. A user becomes an explicit member if he confinastembership.

Each JXTA advertisement is published with a lifetime. Itdpes the availability of its
associated resource. Obsolete resources can be delebeditat centralized control. If no
user commits his membership to a community, the advertisemires, and will not be
available any longer. According to the peer group definibbdXTA, a group can consist
of at least one member. For the announcement of a Virtual Kediye Community, no
minimal confirmation ratds defined in the prototype. In addition to the JXTA advertisat
of a community, each peer organizes all local associatidgnshnare related to a community.
For this task, the PeerSy core database is extended withedwdables as depicted in Figure
7.6. The relatiorPeerGroup stores all communities with a membership of the user. A group
is represented by the group name, peer group ID, and a déseriphe association between
query id, document id, and peer id is stored in the t&bket ingsGroup.

7.2.3 Peer Communication

The implementation of the communication within the netwockurs throughPipes which
are provided by the JXTA framework. Pipes are virtual cotioes between peers, and can
be used as channels between members to support file shatidgfines an interface for
receiving messages of a pipe service. At the same time, autopipe defines an interface
for sending messages of a pipe service. The main actionntitiel pull-push cycle is a con-
tinuous searching of group members. These members musthied during the retrieval
process, as well as during the prediction of community-$jggecommendations. This task
is implemented by a bidirectional pipes (see (Brookshied.e2802)). Such a pipe has a
communication channel in both directions between sendéreaceiver. Once an input pipe
Is initialized, it waits for a request to construct the pipaection. This pipe uses the pipe

134



7.2 Community Discovery

Table 7.2PeerGroupAdvertisement for Virtual Knowledge Communities

<?xml version =" 1.0” encoding =" UTF — 8”7 >
<!DOCTYPE jxta : PGA >
< jxta:PGA xmlns : jxta =" http: //jxta.org” >
< GID >
urn : jxta : uuid — 35DF64686B64414A9D53F58E7429363602
< /GID >
< MSID >
urn : jxta: uuid — DEADBEEFDEAFBABAFEEDBABE0O00000010306
< /MSID >
< Name >
iskodor.peersy.jxta.ebay + tricks + tipps + deutschland + markenrecht
< /Name >
< Desc >
< initialAssociations >
< query > ebay, deutschland < /query >
< document >
http : //www.ebay.de/
< /document >
< query > ebay, us,bay < /query >
< document >
http : //www.ebay.com/
< /document >
< query > ebay, crap < /query >
< document >
http : //beam.to/ebaycrap
< /document >
< query > ebay, auktion, party, frauen,vier < /query >
< document >
http : //www.spiegel.de/netzwelt/netzkultur/0, 1518,273634,00.html
< /document >
< query > ebay, professional,marktanteil, pc,hood < /query >
< document >
http : //www.die — auxburger.de/weblog/index.php?
< /document >
< /initialAssociations >
< /Desc >
< /jxta:PGA >
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Figure 7.6: Database Extension of PeerSy Core

service for the initial connection to the pipe, and the asglsl@f the pipe endpoint is used
for the reverse connection. Within the JXTA framework theit@ctional pipe is internally
implemented with two unidirectional pipes. Figure 7.7 d&pa typical peer communication
to gain other group members. By default, the applicatioramigites a bidirectional pipe,
that afterwards waits for a connection requestéteBiDiPipe() waitForConnection() The
scenario in Figure 7.7 visualizes a search request of peér the following step the dis-
covery service is used to search all groups with a membeddlpper 1 and their members
(discoveryService.findPeers(ownGroupjor example, a connection is built to peer 2 using a
bidirectional pipe. Once the connection is establisheakcdeand recommendation requests
can be handled with this connection.

7.3 Community Manager

This system component is responsible for all community fionalities on a client peer. The
‘Community Manager’ is aware of all community membershipsafser. If a community-
based filtering process is initiated by the trigger, this porment encodes all answer and
request messages of community members . This section psdseth types of messages
within a cooperative pull-push cycle which are initiatedtbg ‘Community Manager’.

7.3.1 Selection Process

Figure 7.8 depicts the iterated pull and push phases of tketgm process. On a system
level, the push is realized as a periodic pull. The infororatommunity manager is acti-
vated automatically by a trigger. Once the recommendationgss is initiated, all possible
information providers within the same community are digred. Standard JXTA protocols
are used for the communication between an active peer andsivpgeer. No error han-
dling must be considered, because JXTA implements a sendreebable data transfer. The
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Table 7.3: Description of a Message used by theRUsH Protocol

Message Header

Element | Type | Length (bits) | Description
versionID RF 4 MY PUSH protocol version
messageType | RF 3 MY PUSH message type (request or response)
memoLength RF 10 length of memo
memo RV
connectionType RF 4 connection type of sending peer
language RF 16 language of message
timestamp RF 64 time of actual message
numberPackets RF 32 number of message packets
(max.232 — 1)

Message Body
Element Type | Length (bits) | Description
packet 1 ov according to message type
packet n | OV | | n="number’

messages are encoded according to a specifiPb4H protocol (Gil, 2004) and the JXTA
Pipe Binding Protocol performs a message broadcast. ThBUH protocol is defined on
the application layer of theskODOR system architecture (see Section 3.2.2). Each message
is binary encoded in order to decrease the network load argkturity reasons. Two basic
message types are distinguished in the M sH protocol:

e MyPushRequest (messageType = 0) and

e MyPushResponse (messageType = 1).

Both types of messages have a common header that is succeettesl dpecific message
content. For the description of a message, special abliesaare used for each element

type:
e R required element,
e O optional element,
e F fixlength of element or

e V variable length of element.
A message according to theWPUSH protocol consists of a header and a body. The general
description of a message is summarized in Table 7.3. All efgmof the message header

are independent of the particular message type. At firsthtagler of a message specifies
the version of the used protocol. Furthermore, the messegden describes whether this
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Table 7.4: Connection Types

| ct | Network Type |

1 [ LANTS3

2 | LANT1

3 | WLAN (Wireless LAN)
5 | Bluetooth

10 | Modem

message is a response or a request. A response is sent frasidegzeer to an active peer.
Each peer can add a short memo to each message. Elementsrdbage header such as
language timestamp andconnectionTypare responsible for a local selection of elements
at each peer. The message body consists of several packieéssaime type. A packet type
distinguishes between a request or a response.

7.3.2 Request Message

The periodic pulling starts with an automatic generation céquest by the active peer. This
request encodes meta-information in order to restrictéhefsrecommended documents:

1. Selection ofanguagedor recommended results.

2. Selection ofjuery termgdescribing the information need.

3. ldentification of the&connection typef the active peer.

4. Specification of aimestamgo avoid already known results.
The first criteria restricts the set of recommended docusiendll assisted languages. See
Section 7.1.2 for further details which languages are &skisind how they are represented
in the database. In a second step, the active peer seledt®fiteanms that are associated
with a community. These terms characterize the specifianmftion needs which led to a

particular community membership. Each query terof an active peer associated with a
communityc is ranked by the weight . with ¢ € 7.

_ Q.ft,c
| 7]

(7.3)

wt,c

qf . is the community-specific query frequency. The ranked fisflcomputed query terms
Is namedI'Sorted.

The maximal number of query terms that are sent to all papgees are limited by a thresh-
old. This threshold is introduced to optimize the networkdolt is computed by means of a
connection type representing different types of netwoiks.this task, we use five categories
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Table 7.5: Description of a MyPushRequest Packet

n. MyPushRequest Packet
Element | Type | Length (bits) | Description

id RF 32 number n { < n < 2%?)
termLength| RF 10 number of term tokens
term RV

presented in Table 7.4. The connection type influences #msfer rate in the peer-to-peer
network. The number of selected query terms is limited by#ieeselTerms:

1
selTerms = ||T'Sorted| x — ]| (7.4)
(ct)
|T'Sorted| quantifies the total number of ranked query terpisiefines the connection type
as listed in Table 7.4. Finally, the timestamp is selectetheflast request in order to avoid
already known documents.

For information gathering, all selected terms are used tlol lBuquery automatically. The
number of terms is specified by the elemeumberPacketsf the message header. For each
guery term, a packet is generated and added to the messageHamih packet of a request
consists of several elements listed in Table 7.5. The elerdas incrementally increased
with each term added to the message body. The maximum lefigtteaom is2'° tokens. All
packets of a request compose a set of query terms. Each tegjgest out to all available
passive peers of the community. All peers in the same grotiptive active peer take over
the further processing to answer the request.

7.3.3 Answer Message

In terms of an efficient processing of a request, the serngpegitory of a passive peer
is already initialized, and it stores in the tabRessultAssociation andProfileResult
all pre-selected documents and their implicit assessmefarmation is composed at each
passive peer according to four restrictions:

1. All results in theProfileResult table are selected, which conform to the selected
language of the active peer.

2. From this set of possible recommendations, all resuttscansidered with a more
recent timestamp than the active peer.

3. All results are retrieved that match the requested quergd. These hits are ranked
by the attributeassessmenthe ranked output is a set callé&borted.

4. The maximal number of recommendations is selected byidenmsg the connection
type.
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Table 7.6: Description of a MyPushResponse Packet

n. MyPushResponse Packet
Element | Type | Length (bits) | Description
id RF 32 number n { < n < 2%)
titleLength RF 10 number of tokens in title
title RV
urlLength RF 10 number 'URL tokens
url RV
mimetypeLength RF 10 number of ‘Mimetype’ tokens
mimetype RV
abstractLength RF 10 number of abstract tokens
abstract RV
date RF 64 date of first access
assessment RF 32 result assessmerit)”
numberTerms RF 32 number of term packets

(max.23? — 1)

MyPushRequest Packet|1 OV
MyPushRequest Packetn OV | | n =‘numberTerms’

To compute the number of recommendationgéiorted, the communication type is set to
the maximum of both valueselConn = maz(AP, PP). AP is the connection type of the
active peer, andP is the connection type of the passive peer (see Table 7.43lo8aus
to the computation of selected terms (see Equation 7.4)ntingber of recommendations
sel Results is computed by

sel Results = ||RSorted| x | (7.5)

selConn
with |RSorted| the total number of ranked results. The number of recomneresults of

a passive peer is limited by this threshold. In addition,arieformation according to the
result weighting is sent to the active peer. All recommendiecliments are represented by a
response packet. The specification of the result is desthib&able 7.6.

Each packet gets an identification number which is increallgrassigned. A recommended
document is characterized by the elemadiits, url, minetype abstract date andassess-
ment All values are extracted from the PeerSy core. In additmedch document, all
guery terms associated with this document are attachedseTieems are represented by a
MyPushRequest packet. The attachment of query terms is necessary for the geer to
organize all responses. Recommended documents are staitesl tebleProfileResult

of the service repository. The attribusExternis set tol in order to indicate that no local
storage of the document in the PeerSy core exists. This dacuisonly temporary stored
in the tableRepDocument until the user gives his explicit feedback. The relevangeafb
recommended documents is predicted before a push is @dtfar the user. This process
includes that already known documents and duplicates doenatically removed.
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Figure 7.9: User Interface of MSEARCH according to (Ruhl, 2003)
7.4 Graphical User Interface

Two main constraints have been defined for the design of teeinterface: platform inde-
pendence and browser independence. In order to implemes ttonstraints, we chose an
architecture with a WBlproxy. During the design phase, special attention was peaitlet
ISO norm 9241-10. These principles describe the designagftgcal user interfaces, and a
user friendly operation of a system. Figure 7.9 depicts aestshot of the actual prototype.
The user interface is divided into four tabs: ‘MySearch’,y@roups’, and ‘MyPush’, and
‘Administration’. The ‘MySearch’ tab assists actual infaation needs. The search interface
is designed analogous to common Web search engines. Oritthiglée a user can formulate
his query. According to the users information needs, he baose different result presen-
tations. We chose a set-view, in order to differentiate lpetwalready known results, as
well as new results. The orange color marks all known reswitéch are stored in the Peer
Search Memory. They are ranked by the personalized rankiategy. All blue colored
results are new results from external and internal infolonagources. They are merged for
a personalized ranking. If the user finds a new relevant tidsellcan bookmark this result
with the interface or with an additional button in his browsé addition to the set-view
presentation, the interface presents all results acaptditheir source in single tabs which
organize results into ‘Bookmarks’, ‘World Wide Web’, and ‘Merk’. This differentiation
of search results allows the user to select a specific infoomaource. For example, if
he wants to find a former relevant document for his inforrmatieed, he can narrow the
set of results to the local information collection. In adzfitto the search result, additional

2http://www.almaden.ibm.com/cs/wbi/index.html, lassivion 2005/08/30.
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Figure 7.10: User Interface of WPusH according to (Gul, 2004)

statistical information of previous searches and faveiigepresented.

Besides an active information need, the user interfacetasgisninistrative features and an
information push. In ‘MyGroups’ existing Virtual KnowledgCommunities are summa-
rized, and individual peer membership for a user are adimatexd. Figure 7.10 shows the
‘MyPush’ tab that organizes recommendations by presewrtimgumed and provided infor-
mation. It is always transparent for a user which documeat& lbeen recommended to
others. All recommended documents are ranked, and the aseprovide feedback for a
new relevant document that has been recommended. His Pash3demory is updated
with this document, and all recommenders’ peer relevanicersased. Finally, the ‘Admin-
istration’ tab offers the possibility to manage all quegedment associations. Associations
can be deleted by the user if the relevance of a document terg ¢ginot given any more.
In the actual prototype, this deletion of an associationoisautomatically propagated to a
community. The deleted association still belongs to theroamity context. Future work is
necessary to enhance the community administration.

7.5 Summary

This chapter described the prototype implementation otbiegenial Web Search concept.
It implements the architecture and the techniques destiibiae chapters 3 to 6. In general,
we tried to employ open-source components for common tasksder to reduce develop-
ment time.ISKODORIs a prototype that can be installed on several client p@drsompo-
nents are implemented in the Java programming languagey tls¢ J2SE 1.4.2 SDK. The
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7 Prototype Implementation

JXTA framework ensures a high-scalability due to efficieniting algorithms for a widely
used decentralized application. An open-source datakassed to maintain a local index
of all prior query-document associations. In addition, d@imains a repository of all pre-
selected recommendations for other users and of all reconiatiens received from other
community members. The prototype implements a data acoessetexternal information
provider, in our case the Google Web service. For the comeation of peers, we imple-
mented JXTA protocols to discover each other, advertisedaswbver network resources,
and communication and route messages. The JXTA peer growgepbhas been used that
peers self-organize into Virtual Knowledge Communities. the periodic pull within a peer
group, two new protocols to request for recommendationd@sdnd recommendations are
defined. The main component is the graphical user interfatieed®eer Search Memory. It
ensures a transparent exchange with all information dadles, and it assists an easy selec-
tion of a specific information collection that is relevant tbe users information need.
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8 Conclusion

This dissertation advanced the state of the art in Web irdtion retrieval. To improve the
effectiveness of Web search, a new search paradigm is pdf@sed on local associations
between queries and relevant results. The concept is nedivey three conceptual pillars,
which are: personalization, collaboration, and sociéilima Personalizing search engines
promises to be a way to optimize retrieval within huge dats, saking into account individ-
ual interests and preferences. To do so, the first step igdhiag of associations between
queries and results with respect to a personalized ranKimg individual storage of a search
history was shown to be more effective than a non-persathNreb search engine for re-
peated queries. In a second step, local search transaetienserged in order to group
gueries and relevant results. A novel technique for comtyudiscovery and control was
developed for a decentralized search environment. The eelnique analyzes individual
search contexts in a transparent manner in order to groupnoonnterests. Thus, the op-
timization is not only done for actual trends requested leyrtrajority of searchers. Also
small interest groups can be found with this method. The comity approach was shown
to have a high quality of similar terms and documents. Alidesed real usage data to ver-
ify the search behavior that led to a discovery of effectiwel Knowledge Communities.
The overall goal of this dissertation is to bring people tbge with shared interests. This
process is directed by query terms and links. Congenial WelcB8ahoroughly addresses
the integration of the information retrieval process, ane information filtering process.
All types of interests, long-term as well as short-term, assisted by integrated informa-
tion seeking. The new concept of integrated informationieedl was shown to improve
the effectiveness of known-item retrieval for experts andice searchers for a small set of
gueries. In addition, the effectiveness of the communégdal filtering approach was ex-
plored with distributed information sources. All technéguare implemented in a prototype
denoted asskODOR. The remainder of this chapter discusses its limitatiasguture work,
and its impact.

8.1 Limitations

The main limitation of Congenial Web Search is the need foliexpeedback. Users are not
always willing to provide feedback for a document. In adufitithe need for explicit feed-
back also limited the evaluation setting. Integrated imiation seeking processes show their
real impact only in a real interaction scenario. Withouhactontributions of users, a proto-
type for Congenial Web Search is only a personalized metaiseagine. Furthermore, the
framework is limited in the following ways:
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e The scalability of the approach is not analyzed for largediverse user graphs, or for
extended time. The hybrid design of the prototype utilizesmtral entity to synchro-
nize all user feedback. The implementation as a centrabeedce is intuitive, but
breaks the original notion of the peer-to-peer paradignbtmdon any kind of central
server. This central server can become the bottleneck cfytsiem if the number of
users rapidly increases.

e Each peer is autonomous in its decision, to what time and &t @kxtent data is to be
shared with the environment. The system functionalitieslianited if a peer is not
available for participation in an integrated informati@eking process. The limitation
depends mainly on the collected information of the peer. pear profile represents
mainstream interests, similar judgements can be found oy rother peers. Other-
wise, if a peer collected very specific information, no reglion of the associations
will be found on other peers.

e The discovery of contexts is based on the similarity of quadwgument associations.
No semantic term similarities within and across languagesonsidered during this
process. The update process of a community does not coneidgoral correlation
of queries or synonyms. Communities group only terms withendame language. In
addition, no detection of synonymous links or duplicatethiniand across languages
is applied to the prototype. The summary of all Peer Searamdfies builds a multi-
lingual information collection. No assistance for croaeguage retrieval exists in the
prototype.

¢ All evaluation settings does not consider statistical ificgnce tests. The significance
of the improvements of the retrieval and filtering effectiges must be validated in
combination with a parameter optimization. The paramdte@rsommunity discovery
are not optimized with a training and test corpus.

e Once a community is initialized, its growth depends on alusers. The community
expands with highly active members. From the time on a usenuts his member-
ship, we expect that the information need assigned to a cantyneither engrosses,
remains constant, or fades. The community approach hasmmistration functions
in order to assist an advanced community management. Fatablished community
structure, no support for splitting or joining communitissmplemented.

8.2 Future Work

The most important contribution of Congenial Web Search ésrtbw perspective people
gain, while they assist each other. The first prototype shows all concepts can be inte-
grated. Itis a first solution which promises more researctrdmtions for future work:

e For all users, the Peer Search Memory is an individual aecbivformer search in-
terests. They are dynamically updated, and once the useufates an information
need, he accesses a static information collection at the difvhis request. Besides
individual sources, communities are advanced informag@irces with an update and
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expansion history. The lifetime of a community starts wiik first membership of a
user. The self-organization paradigm of the communitygasseach peer group’s ad-
vertisement a time-to-live that specifies the availabiityts associated resource. This
lifetime facilitates the deletion of obsolete resourcethaut any central control. If
the advertisement of a community is not republished, naéstan the topic is shown
by any of its users. Future work has to evaluate an apprepdiefault lifetime for a
community. Because of the self-organization of the peermritunust be possible to
manage each community individually. In case a communigtiliie is not extended,
it should be added to an archive of former communities. Aahtommunities can
refer to a former state of knowledge of a user group. Oncerttegast fades by the
members, the topic might be useful for a new group of usergdriuture. Hence, we
propose a new retrieval system for an archive of communities

The framework of Congenial Web Search assumes that the coitystmcture evolves
from all participants and their information needs. With aaimumber of initial users
the evolution of the community structure is rather slow.ufeitvork has to concentrate
on the dependency of the number of users, and the effeciseiehe system. In this
regard, we have to evaluate whether a small group with sinmtarests can create a
community structure which is more effective than one créétea larger group with
heterogenous interests. The generic approach of CongeetalS&arch is primarily
developed for a large-scale service similar to Web seargmes. For smaller and
specific groups, an import of communities would lead to a nesearch direction. In
particular, if all users are known in advance, it is posstbléncorporate specific in-
formation sources. For example, a business network offersific information about
employees and their cooperation in former projects. Fxgeaments showed that an
intranet of a company provides usage data and click-thradaggnwhich can be used to
identify search tactics (Ghasa and Harbusch, 2002). Afiesteautomatic discovery, a
manual verification step can lead to an import of a prepr@ksemmunity structure
that avoids a cold-start problem. In addition, for a restdcset of users, a manual
administration of relationships promises an effectivevideolge management.

In spite of the general interest in social software, we matia trend towards incorpo-
rating soft memberships. The concept of community disgowety reflects whether
people belong to a group, or not. Enhancing this concept snadding a factor that
takes into account how much interest a member has in a topfc nfmberships can
be derived from implicit contributions to a community whican be collected by ob-
serving specific user actions. For example, a user has gott@@mbership offer, but
hesitates to accept the relationship, or a user colleadseueries and related docu
ments which do not exactly match with a community topic. Fathilbbservations, new
similarity measures must be explored for a multi-level ragkhat also incorporates
closeness among different members of one community. Saftorships define a new
dimension, which must reflect the natural habit that one @paly more attention to a
rating by a close friend than that of a foreigner to the comityun

With a community, a set of links is collected which are assé$s/ community mem-
bers. These links are a useful source of a community expanaind to utilize a
community-based hypertext structure. A new focused cragmipproach can be im-
plemented that is initiated from each community. In additia new link similarity

147



8 Conclusion

148

can be defined if a community-specific vocabulary and temporsstraints are incor-
porated. All terms associated with links of the community && used to define a
community-specific vocabulary. It can be expanded with reaws$ which are tempo-
rally correlated. Chien and Immorlica (2005) developed ass@i similarity of query
terms using temporal correlation. In analogy to this cohcptimestamped contexts
can be exploited in order to find temporally correlated teamd links. In compari-
son to other link analyses (e.g. Page Rank, HITS), a hybridoggp will combine
content-based and link-based measures if the vocabulailagty between two sites
exceeds a threshold. Each community can initiate the lirgtyars individually, and
the peer-to-peer architecture harnesses the computingrpmithe peers composing
the community. It is necessary to evaluate a default thidséwad the convergence
behavior of the algorithm.

During the indexing of the test corpus, we noticed a link edérof 17%. This obser-
vation shows the rapid change of the Web content and itsiénaces. Because of link
rot there will be a demand for future expansion of this worikstrof all, the influence
of link rot on the effectiveness of integrated informatieeking must be evaluated.
The dynamics of the Web is already a challenge, in order tiol best collections with
relevance judgments that include documents which are rgelorontained in the col-
lection. There are several reasons why a page is no longaioed in the collection.
With respect to archival communities, the impact of cachingortant documents is
explored. Two strategies can be attempted in order to daél mk rot. On one
hand, a local index caches documents. In this regard, oelyetktual content of the
document needs to be recovered. On the other hand, eactPleeaBearch Memory
initiates a process that crawls already stored documenlstext unavailable links. A
similar process can be done with respect to associated caityninks. Once a tem-
porary unavailable link is detected, this link must be flaymethe search result list. A
representative user study needs to evaluate which steatagght be preferred by the
users.

A limitation of Congenial Web Search is the response time efdécentralized archi-
tecture. We see the need of a critical mass analysis due kabditg and usability
reasons. For small user groups, we noticed the need of isghodmmunities in or-
der to allow users an effective search from the beginning. aHarge user group, a
critical mass analysis is necessary to evaluate the limitatof the system. Besides
technical limitations leading to low response times, theetugeneity of all users’ in-
terests can result in an unmanageable graph structureey®uon the Web structure
showed that the Web fulfils the conditions of a small worldpfra First analyses
showed that a simulated social network extracted from aimgglist archive possesses
this characteristics (Kirsch, 2005). Once the charadtesisf the full network struc-
ture are determined, future work will derive new navigasibsearch strategies for a
reputation-based retrieval. A graph structure of all comityumemberships is neces-
sary to assign a reputation to all of its users.

The user-centered design of Congenial Web Search is a usefutie for ethnographi-
cal studies. Search engines provide only snapshots of thalaser interests. Instead,
Peer Search Memories, as well as each community, tracksterests of all users with
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more details. In combination with archival communitiessipossible to explore the
evolution of the internet society. In particular, formeends can be reconsidered.
Moreover, ethnography promises to explore more theotetssailts of a long-term
search behavior analysis. Congenial Web Search is a platignich offers insights
into the future development of the Web and its users seagdbmnformation.

e Thelocal user profile on all peers enables a distributed \Welrh personalization. If a
user’s information need can not be satisfied with the lodakrmation source, his pro-
file is used for a search in external and internal informapicoviders. The approach
of (Teevan et al., 2005b) can be integrated to personaliZe 8&arch for new infor-
mation needs. This work focused on a re-ranking of the topche@sults locally. In
future work, such a re-ranking of results can be integratexlir approach. In addition,
the set of internal information sources is processed inrdodeollect validated results
from other users. A re-ranking of their results is easientplement, because the data
access service of each peer can provide all necessary dotstagéstics which are
necessary to calculate a personalized document score.

¢ A final aspect for future work is the incorporation of usentsged evaluation mea-
sures. For such a setting, we cannot apply system-centeahthéon measures like
precision and recall. Congenial Web Search offers optimeat satisfaction, which
cannot be measured among all users. Each user has individadk. A study by
Teevan et al. (2005a) showed that people are not good athpgcdetailed infor-
mational goals. For a user-centered evaluation measuraee@ information about
the searcher that can be collected in an automated manrfermhtional goals and
their satisfaction can be inferred implicitly by exploritige user. In a naive way, each
user’s information need is satisfied when he received raetawormation in an ade-
guate search time. The relevance of information and theusdeqess of the time that
has been spent for search are both subjective ratings of.duseldition, both factors
depend on the type of information need. An unsupervisediegrstrategy can be
developed which learns to classify information needs fraenrtumber of documents
a user has viewed until he found a relevant document.

8.3 Impact

The Web is extremely vast and heterogeneous with respeontemt, structure, and quality.
This leads to great difficulty in retrieving documents, anelisuring the Web search effec-
tiveness. Traditional Web search engines are popular,teeeigh they may not have optimal
effectiveness. Web retrieval is optimized for the proaegsif several thousand queries per
second. New system architectures should not claim to exexdsting systems in their cov-
erage of the Web, and their performance. From the user'peetige, efficiency is part of
his overall subjective impression of a Web search engineprésent, the success of a ap-
plication depends on its ability to address the user’s $ipanformation need. This can be
done if the users are encouraged to participate by expliaittling value to the application.
Personalization techniques and community discovery ane sgvices which incorporate
interaction-enabling technologies. An open applicatiaa been developed in this disserta-
tion that serves as a solid basis for future research on ssintecollective intelligence.
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Glossary

Active Peer A client peer is denoted as active if an automated systenmepsoe initiated
on it by a trigger or by a user.

Candidate Set All timestamped contexts are stored in a candidate setyfahe not simi-
lar to a collaborative search context.

Collaborative Search Context A collaborative search context groups overlapping inter-
ests of users. It identifies relevant documents for a set efygterms with a high
commitment by a user group.

Cooperative Pull-Push Cycle All interactions between information consumers and in-
formation providers are based on a cooperative pull-pustec¥each peer works with
other peers for a common purpose by a retrieval of informatioring the pulling
phase, and by a propagation of information during the puspirase.

External Provider Web search engines are external providers which collectja Emount
of information. These services provide no information ofvitbe ranked output has
been computed.

Grouped Search Session All search sessions are grouped by users, queries, and days.
A grouped search session consists of a user’s query and &lsgtsothat have been
viewed by the user at one day.

Giant Component The giant component of a network is a connected subgraplttmat
tains a majority of the entire graph vertices.

Integrated Information Seeking  In order to match highly variable interests with rapidly
changing information, a new process denoted as integrafednation seeking is de-
fined.

Internal Provider All users of theiISKODOR system are denoted as internal providers.
Each user maintains a local information source that is dycelip updated with each
search session.

Passive Peer A client peer is denoted as passive if the user does not neeitiséde a sys-
tem reaction, if the peer is requested. It automaticallyvans an information request
of another peer. The peer itself is not passive only the uatrs

Peer Search Memory Each client peer maintains a Peer Search Memory that stuaes i
vidual relevance feedback.
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Glossary

Reference Category All links grouped by a community can have an Open Directory
Project category. The reference category of a communitiescategory with the
largest number of links. If more than one category fulfillstoriteria, the reference
category is randomly selected.

Search Session Each search session specifies a 4-tdple, t, u) whereq is a query of
useru who views a Web page at timet.

Search Context Each query and the documents which have been assessedvastrble
a user define an individual search context.

Service Repository The service repository is a temporary storage of documehishw
are recommended by peers or which will be recommended to pdess.

Timestamped Context A timestamped context of a useiis a 4-tuple(q, [, s, u) whereg
is a query with a relevant Web page (URLat times.

Virtual Knowledge Community  All users with common search interests are grouped
into Virtual Knowledge Communities. The grouping is an auhbed process that
suggests community memberships. A membership must becilyptionfirmed by a
user. Communities are incorporated in the integrated indtion seeking process.

Virtual Search Network A virtual search network is modelled by all information prov
ders and their interactions.

Weak Connected Component A weak component of a directed graph is a subgraph so
that the corresponding subgraph in the underlying unditegtaph is connected.
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