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“Geographic distributional areas are the shadowsguced
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AIMS AND OVERVIEW

Predictions of species distributions derived froorrelative models can help to
understand the spatial patterns of biodiversity atehtification of possible threats for
populations caused by climate change. The amourdveaflable data and software is
rapidly increasing as well as the number of studipplying niche model techniques.
However, a discrepancy between increasingly comptagies and the understanding of
underlying processes, derivation of valid assummgsti@nd the development of conceptual
backgrounds is still a problemiENEZ-VALVERDE et al. 2008). The aim of this thesis at
hand is an assessment of the relative importanceacfo-climate, biotic interactions and
accessibility shaping realized distributions of &fbgan and reptile species. The results are
comprised in sections each with two or more complaiary chapters linked with the
research theme but distinct in the questions edtied! It needs to be noted that the use of
slightly different analysis methods used in thisesis mirror the improvements in
modelling techniques and the wider availability@fS data over the period this thesis has

been conducted.

Section 1

The first section provides a general overview dhercurrent knowledge concerning
impacts of climate change on biota, niche concepailability of both climate and species
occurrence data and the methods used herein. Addily, potential ‘pitfalls’ when
applying environmental niche models or climate ¢ope models are highlighted,
illustrated and discussed using examples.

Section 2

The second section focuses on the structure ofatéimiches. Climatic variability
within species ranges and habitat choice are agdlgsmd discussed in the context of
natural history properties and corresponding caimgtron habitat choice of the respective
species. In chapter 2.1, the hypothesise that tibtmaquirements allowing successful egg
incubation and balanced sex ratios are the majoerdfor the geographic distribution of
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Aims and overview

Trachemys scriptas assessed. It is tested if the observed variatiomonthly mean
temperatures throughout the native distribution Tof scripta can be used as a
predictor for its geographic range. The resultsficonthis hypothesis, although adaptive
strategies such as nest site choice by femalestigitg in nesting phenology or regional
variation in embryonic temperature sensitivity neeyst. However, facing climate change,
these adaptive strategies may account only forgbadmpensation of negative effects.

Recently, several authors observed a climatic nidmiaetween native and invasive
ranges predicted by Climate Envelope Models (CEMsghapter 2.2, the issue of possible
niche shifts in alien invasive species versus Wéiahoice by deriving CEMs based on
multiple variable sets is studied. The main resuthat CEMs using variables focusing on
the species physiology depicts its worldwide pogtrdistribution better than any other
approach. The results indicate that a natural histiniven understanding is crucial in
developing statistical models.

A necessary assumption when applying CEMs is thatatic niches are rather
conservative, but recent findings of niche shifisinly biological invasion indicate that this
assumption is not valid in every case. As illugttain chapter 2.2, selection of predictor
variables may be one reason for observed shiftehapter 2.3, differences in climatic
niches in the native and invaded ranges of the tdednean Housegeckblémidactylus
turcicug in terms of commonly applied climate variables iENMs are assessed. It is
analyzed which variables are more conserved veetased (i.e. subject to niche shift) and
assess degrees of niche similarity and conservagiempredictor and per set of predictor
using both Hellinger distances and Schoener’s indibg results indicate that the degree of
niche similarity and conservatism varied greatlyoam predictors and variable sets
applied. Shifts observed in some variables cantirébw@ed to active habitat selection

whereby others apparently reflect background effect

Section 3

Section 3 of the thesis at hand focus on the weathportance of dispersal abilities,
accessibility and biotic interactions shaping acg realized distribution. Among reptiles
two gecko speciedijemidactylus frenatuand Hemidactylus maboujehave considerably
increased their range during the last century. @aly sympatric populations are known.
The aim of chapter 3.1 is the identification of aaegotentially suitable for the geckos

using a CEM approach, prediction of their potendiigktribution under current conditions,
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Aims and overview

and an assessment why sympatric populations of getkos are apparently rare. The
results presented suggest that climatic suitalelasaior both species can be found in nearly
all tropical regions and allow the conclusion thbath competitive exclusion and a non
equilibrium in the ranges of the species explaie thrtual absence of sympatric
populations.

It was suggested that CEMs may be only of limited ii the target species’ range is
not predominately limited by unsuitable climate.chmapter 3.2, this hypothesis was tested
using the alien invasive anur&ieutherodactylus coquas model species. The Coqui is
presently distributed in many Caribbean islands ldadaiian Islands. Using only native
records within Puerto Rico for model training, dite envelope models indicate that the
invasive range in the Hawaiian Islands can be ptediwith high accuracy if predictors
are carefully chosen. In chapter 3.3, thwasive alien Cuban treefro@steopilus
septentrionalisative to Cuba, the Bahamas and some adjacentissla used as a second
example. As in chapter 3.2, the results indicag the invasive range in Florida can be
predicted with high accuracy using only native redsowithin Cuba and the Bahamas for
model training using appropriate predictor variable

Biotic interactions such as competitive exclusiorpreedation may limit the realized
distribution of species in some areas although atiitnconditions are well suitable. In
chapter 3.4 such a pattern as observed in the Btogen snake Roiga irregularig is
analyzed. The snake is native to South-East Asilafarstralia and has been introduced to
Guam. It is considered to belong to the 100 worttbaivorst alien invasive species. In the
larger vicinity of the snake’s known distributiohighest suitability was found for the
Northern Mariana and Hawaiian Islands, Madagasdaxy Caledonia and Fiji Islands.
However, although most East Asian mainland anchisaare climatically suitable the
invasive populations of this species do virtuallgt rexist. The predicted potential
distribution is highly coincident with the genedastribution of the genuBoiga SinceB.
irregularis does not coexist with other members of the gemugh®r potential competitors
in its native range, competitive exclusion may be best explanation for the observed
pattern.

Next to macro-climate, anthropogenic habitat attenahas a strong impact on native
biota and can significantly shape distribution @ats.Eleutherodactylus johnstoneaiative
to the northern lesser Antilles, has establishedaerous invasive populations at Caribbean
islands and the adjacent Central and South Amemcaimland. The species is a highly

successful colonizer, but only able to invade aygbgenic disturbed habitats. In Chapter
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Aims and overview

3.5, a Climate Envelope Model approach is used adehthe geographic distribution of
this species and to project that model into otheteqtially threatened areas. Results
obtained from the model are compared with a measireanthropogenic habitat

disturbance (Human Footprint).

Section 4

The focus of the last section is the breadths iohate niches, their evolution and
dynamics in space and time. In chapter 4.1, inféionds provided on the climatic history
within the range ofPhelsuma parkerinative to the relatively flat island of Pemba
(elevational range 0 to <100 m a.s.l.). A comparisgth paleoclimatic conditions in the
Last Glacial Maximum on Pemba revealed Paparkeriand other endemic species of the
island survived climatic conditions in the past @bately different from the current
climatic conditions despite absence of possibditte compensate these changes by
altitudinal range shifts. The results suggest tBatparkeriis currently unlikely to be
threatened by climate change although projectiontsofcurrent realized climate niche
would suggest a complete range loss. The resuttbagter 4.1 illustrate the importance of
possible discrepancies between a species’ reahimddand its fundamental niche when
assessing climate change impacts.

In chapter 4.2the disturbance vicariance hypothesis (DV) has bm@posed to
explain speciation in Amazonia and adjacent areas,in harlequin frogsAtelopus. In
this chapter, in concordance with DV predictions éxpectations that (i) these amphibians
display a natural distribution gap in central Am@izg (ii) east of this gap they constitute a
monophyletic lineage which is nested within in a-findean/western clade; (iii) climatic
envelopes ofAtelopus west and east of the distribution gap are simuéth some
divergence in precipitation-related parameters), iotential distributions of western and
easterrAtelopusrange into central Amazonia but with limited oegx| are tested.

13
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Seatib: General introduction

1.1. Species in a changing world

The earth’s climate has changed since the industesolution and future
anthropogenic climate change undoubtedly will tpkece over the next decades (IPCC
2007). Today, the climate is warmer in most regiang extreme events such as excessive
rainfall or drought tend to take place more frequeBlobally, the averadge annual
temperature has increased by about 0.6-0.7 °C githim 28' century (IPCC 2007) and the
rate, at which climate has changed, has almostléduwiithin the last decades HGHTON
et al. 2001). Such warming can not be explaineahdtyral climate variability or factors
such as volcanic activity. It may be rather caugdnthropogen activities: mankind is
changing the Earth’s climate on a global scale wuenassive emissions of greenhouse
gases and sulphate aerosolsd® et al 2000; HbuGHTON et al 2001; SoTT 2003;
BARNETT et al. 2005).

HuLME and MNER (1998) and MCCRACKEN et al. (2001) describe, among many
other authors, the potential impacts of climatengfea The global temperature is expected
to rise globally, whereby the increase in middlé &mgh latitudes and on the continents
will be greater. Globally, the amount of annuahfall will increase. Higher temperatures
during the summer will regionally increase evaporatates and reduce soil moisture, and
more frequent storms and heavy rains are expedtedhe tropics model projections
suggest prolonged dry periods and a greater vanalim seasonal rainfall patterns.
Recently observed trends in tropical highland gredere reduced cloud formation hence
lower orographic precipitation (e.goBNDsS et al. 1999), seem to meet these forecasts.

Of particular concern is the high rate of climatemrge affecting the world’s biota
(e.g. ARMESAN and YOoHE 2003; THOMAS et al. 2004). Meta-analysis comparing responses
of a wide range of different taxonomic groups tamelte change across several
biogeographical regions alredy indicate shifts iemology and distribution patterns of
many plants and animals (e.rRRMESAN and YOHE 2003). These shifts may have effects
on the reproductive success and thus on the slivivthe species (e.g.LBUSTEIN et al.

2001; Root et al. 2005). Changes in a species’ phenologyemniting intra-specific

! Parts of Section 1 are in press as a book chaptée published in ‘Surviving on
Changing Climate - Phylogeography and ConservadioRelict Species’, Springer, and
other parts were submitted as a book chapter fgubshed in ‘Systematics and Climate
Change’, Cambridge University Press. The work regabin this section was conducted in
collaboration with dHANNES DAMBACH from the Zoologisches Forschungsmuseum
Alexander Koenig, Bonn, GermanyuU$\NNE SCHICK and SEeFAN LOTTERS from the
University of Trier, Faculty of Geosciences, Gergyaand &BASTIAN SCHMIDTLEIN from

the Geography Department, University of Bonn, Bdagarmany.
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Seatib: General introduction

interactions and thus existing (micro-) niche dmues may have serve effects on species
communities (RRMESAN and YOHE 2003).

There is much debate about species’ responsesobalgivarming which remains
largely unknown, however. One assumption is th&igh percentage of them may be
committed to extinction (HOMAS et al. 2004). Background is that every speciesurscc
within a defined climatic envelope, i.e. part &f fitndamental niche, which is expected to
lack the ability to adapt as rapid as climate wilhnge (Homas et al. 2004). However,
only limited robust data on the structure of sp€aiimate niches and their ability to adapt
to novel condicitons is currently available, whishoften contra indicating and therefore
mixed debated (e.gERRMAN et al. 2008).

It is well known that distribution patterns of specmay vary over space and time.
This becomes most evident considering the diffesrizetween current and Last Glacial
Maximum (LGM, 21,000 y BP) distribution patternssgfecies in the northern hemisphere
(see also e.g. ABEL et al. 2009). Most warm-adapted species experteneguction and
fragmentation of ranges because of intrusion bynhabitable continental ice sheets
causing distributional shifts and fragmentationpoimary habitats. On the other hand,
cold-adapted species were able to expand theiesanigpday, ranges of those species are
restricted to current refugia as can be observedlacial relict species, respectively.
Understanding refugial distributions of species bagn a core task in historical bio-
geography. Before the 1990s, refugia were preliminaentified based on disjunctions of
species distributions, distribution patterns otesisspecies, and the fossil records (e.g.
HoFFMAN 1981). Unfortunately, historical biogeography fen descriptive making future
projections difficult. More recently, phylogeograprapproaches based on intraspecific
molecular analyses and spatial modeling approablased on ecological properties of
species have been developed, but many theoretinakpts and techniques are still in their

infanty.

1.2 Climate niches and the spatial distribution ofpecies

The observation of ecological properties of speeied their areas of distribution
being related is not new EBINELL 1917; BOHME 1978; AMES et al. 1984), but the
increasing availability of information on the vdra of environmental parameters in
geographic space, species distribution data, amepotation capacities during the last

decade now allow large scale assessments of redaijss between distributions observed
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Seatib: General introduction

and explanatory parameters qkak et al. 2008). Relationships can be assessed by
calculating ‘environmental’ or ‘ecological’ nicheand their subsequent projection into
geographic space (AN and ZMMERMANN 2000). Here, GIS-based environmental data
offer huge opportunities to assess variations wirenmental factors within the species
ranges, especially when combined with spatial moddechniques (\WLTARI et al. 2007;
Kozak et al. 2008; WLTARI and GuRALNICK 2009). Such techniques were proposed as a
useful supplemental tool despite long time esthblistechniques for the identification of
refuges and potential migration pathwaysa{WARI et al. 2007; RDDER and DAMBACH
2009).

Model techniques can be classified into two differgroups: (i) mechanistic models,
which predict the potential distribution of a spEcbased on its physiological tolerances
measured in laboratory experiments and (ii) spatiatiel techniques, which derive from
the distribution model based on statistical relslips between distribution patterns
observed and environmental parameters. In ther ladee, Climatic Envelope Models
(CEMSs) use exclusively climatic variables as pramewhereby a wider range of variables
is used in Ecological Niche Models (ENMs) (e.g.l soid vegetation layers or remote
sensing data). The development of mechanistic rsddglist at the beginning G&RNEY
and PORTER 2004; KEARNEY et al. 2008; MrcHELL et al. 2008), but CEMs and ENMs
have been applied to predict species’ potentidtidigions (PDs) under current, past, and
future climate scenarios for some time now (e.ga®o et al. 2004; RAUJO and QISAN
2006; HEIKKINEN et al. 2006; HMANS and GRAHAM 2006; EARMAN et al. 2008), invasive
species biology (e.g.BEFERSON2003; ETERSONand MEGLAIS 2001; RODDER et al. 2008;
RODDER 2009), conservation priority setting (e.qrAUJO et al. 2004; REMEN et al. 2008;
LOTTERS et al. 2008), and ecology and evolutionary bioldgyy. BETERSONet al. 1999;
GRAHAM et al. 2004; KzAK et al. 2008). Especially CEMs were suggested tosedul for
identification of potential Pleistocene refugia hwithigh accuracy suggesting that
predictions even across millennia are possibiggRsoNand NrARI 2007; WALTARI et al.
2007; WALTARI and QURALNICK 2009).

In CEM approaches, the climate envelope is undedstas a part of a species’
fundamental or realized niche depending on varsalsielected and assumptions made
(SoBerRONand ETERSON2005; BERON2007). As defined by BircHINSON (1957; 1978)
and modified by 8BERON and BTERSON(2005), a species’ fundamental niche represents
the complete set of environmental conditions uvdeich a species can persist, i.e. under

which its fitness is greater than or equal to anthe absence of competitors or predators.
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Seatib: General introduction

Its realized niche in environmental space (= realidistribution in geographic space) is a
subset of the fundamental niche considering dispéiraitations and biotic interactions,
such as food availability, competition, or interaos with pathogens (Figure 1.2-1). Niche
variables can be subdivided concerning specifissga regarding the spatial extent in
which they operate and if competition may play ke ror not. The Grinnellian class is
defined by fundamentally non-interactive variablgsg. climate) (&INNELL 1917)
whereby the Eltonian class focuses on biotic imtézas and resource-consumer dynamics
(ELTON 1927). The former operates on a coarse scale stigei main subject in CEM
approaches, whereby the latter can principally B&asuared only at local scales and is

commonly not addressed in CEM approachesggon2007).

Abiotic niche

‘._ Potential distribution
A Realized distribution

i

Accessibility Biotic interaction

Figure 1.2-1.Relationships between abiotic (= fundamental) ajdbiotic interaction and
accessibility after HTCHINSON (1957) as modified by GBERON and FRETERSON (2005).
The potential distribution is a subset of the dbioiche considering biotic interactions,
whereby the realized distribution is a subset @ potential distribution considering
accessibility. Dots represent species records.

It is important to note that Grinnellian (and Eltm) niches are not always
corresponding completely to a species actual rdnegause history and chance are also

triggering observed distributions. Remnant popataj source-sink dynamics and
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incomplete “filling” of a niche due to dispersamiitations or other factors may lead to
deviant patterns (Riam 2000; QisaN and THUILLER 2005). This implies that

environmental conditions observed at species oenues may not necessarily cover the
entire niche spectrum suitable for the species ay go well beyond the range of
conditions suitable for long-term persistenceLffEN et al. 1994). Species may be in

disequilibrium with climate conditions @UJo and EARSON2007; RODDER et al. 2008).

1.3. What is needed?

Mapped climate data offer remarkable opportunittes approach variation in
environmental factors belonging to the Grinnellielass within the ranges of species,
especially when combined with spatial modelling &18 techniques (&zAK et al. 2008).
Such approaches are known as Climate Envelope Md@&Ms). Before CEMs can be
computed it is necessary to compile a set of spameurrence records and a set of suitable
predictor variables (e.g. GIS layers containinginfation on climatic parameters).

Species records

A huge amount of species records are availableugirahe Global Biodiversity
Information Facility (GBIF, www.gbif.org) and Herm@t databases (www.herpnet.org). In
addition, species records can be obtained from t&ld trips, museum collections or
literature. If necessary, the Alexandria Digital btary Gazetteer Server Client
(www.middleware.alexandria.ucsb.edu/client/gaziadéx.jsp) can be used to
georeference records. Despite georeferencing reconé-by-one, batch processing has
become possible facilitating the proceduregSRON and RTERSON2004), e.g. using the
BioGeoMancer software (http://biogeomancer.org). e Tispatial accuracy of the
geographical coordinates necessary for robust mbd#tling depends on the spatial
resolution of the environmental layers used and algerithm applied (BaHAM et al.
2008). A minimum amount of at least 10-30 distribntrecords for the species (or
occasionally subspecies, superspecies etc.) umady depending on the algorithm later
applied is necessary (e.g.IEH et al. 2006; PARSONet al. 2007; W&z et al. 2008).

The accuracy of coordinates can be assessed wethCheck coordinates tool’
provided by DIVA-GIS 5.4 (HWMANS et al. 2001; HIMANS et al. 2002). This tool allows

testing the accuracy by comparing the species decand an administrative boundaries
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database on the smallest possible level (stateritoo/ city). This information should be
the same, and any mismatches probably reflectee(HumANS et al. 1999). In addition, it
Is possible to use altitudinal information to spkely errors in the coordinate data when
this information was provided with the museum rdsoAltitude can be compared with an
estimate of the altitude of the locality, using thtract values by points’ function of
DIVA-GIS. When compiling species records it is imjamt to evaluate possible bias
(SOBERON and FETERSON 2004), which can comprise spatial sample selechas
(JMENEZ-VALVERDE and LoBO 2006), historical (BRTAL et al. 2008) or taxonomical
components (8BERONand ETERSON2004).

Most algorithms build models based on species poeseecords, but there is also a
variety of applications which can, in addition, death species absence data. Presence
only methods may be preferable since true absesm@ds of species remain difficult to
proof (GQu and SVIHART 2004), especially for rare or highly mobile spsci@ problem
arises also from the circumstance that it is oftecear whether a species is absent from a
given locality because the site is outside of tmate envelope or because of other factors
such as biotic interaction, disturbance or disgerbmits. This can lead to
misinterpretations, i.e. if the climate at a logalreated as absence locality is within the
target species’ climate envelope the model algarithisinterprets the climate at this site
as unsuitable. To construct models for migratorgcggs is a special challenge, since
tempo-spatial patterns need to be considered whmenpiting species records and
predictors (M\RTINEZ-MEYER et al. 2004; kRkzEL and LE LAY 2008).

Climate data

Climate information can be incorporated into CEM®nf various sources, whereby
the selection of the most suitable data set dependbe spatial extend of the target area
and the goals of the study at hand. Some examplesaty available climate data sets are
given in Kozak et al. (2008). For example, data on current clarieam all over the world
can be obtained from the Worldclim database, verdi@l, which is based on weather
conditions recorded at roughly 50,000 locationspi@cipitation and 25,000 locations for
temperature between 1950 and 2000 (http://www.vetintdorg; HIMANS et al. 2005),
respectively. This grid-based (resolution 30 ai@) slatabase was created by interpolation
using a thin-plate smoothing spline of observethate at weather stations, with latitude,

longitude and elevation as independent variablestT¢HINSON 1995; 2004). Regional
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climate data, which is usually preferred for nookgl studies if available, is provided by
national weather agencies and other local sources.

When projecting species CEMs into past or futunaa&ie scenarios it is important to
acknowledge that different scenarios will reved#fiedent results and no single ‘best’ model
exists. Hence, strength and weaknesses of diffalenate models should be considered
(BEAUMONT et al. 2008). Evaluation of a variety of scenanusy help to assess variations
in outputs. For example, climate change projectiondased on the CCCMA, CSIRO and
HADCM3 models (EATO et al. 2000; GRDON et al. 2000) and the emission scenarios
reported in the Special Report on Emissions ScesdBRES) by the Intergovernmental
Panel on Climate Change, IPCC (http://www.gridachiwate/ipcc/emission/) the years
2020, 2050, 2080 can be obtained via the World¢lomepage (resolution 30 arc sec).
Future projections using other IPCC scenarios dse available from the Climate
Research  Unit (CRU) of the University of East Asngli UK
(http://'www.cru.uea.ac.uk/cru/data/hrg.htmrewet al. 1999; Hw et al. 2000). Upcoming
regional models are providing spatially more detiiinformation and take account of
regional-scale topographic variability not aftee tfact as in the Worldclim dataset but
from the very beginning.

For paleoclimate during the Last Glacial Maximura.(21,000 years BP), General
Circulation Model (GCM) simulations from the ComniynClimate System Model
(CCSM) are available (http://www.ccsm.ucar.edukHC and GeNT 2004). As second set
the Model for Interdisciplinary Research on Climat®lIROC, version 3.2; 115
http://www.ccsr.u-tokyo.ac.jp/~hasumi/MIROC/) cam Wsed, respectively.

Results from each climate scenario include a braade of variables, with minimum
and maximum temperatures and the mean precipitgten month (= 36 climate
parameters) as the most commonly used for ecologicke modelling. Based on these
monthly layers, 19 bioclimatic parameters can beegsed, e.g. with DIVA-GIS 5.4
(http://www.diva-gis.org; HWMANS et al. 2002). These are often used in CEMs and
represent annual seasonality and extreme or lighithmate factors (Table 1.3-1).
Bioclimatic parameters are more useful than ‘rawonthly values since they are
independent from latitudinal variation. This becemebvious considering that the
‘maximum temperature of the warmest month’ is mafermative with respect to species
biology than the maximum temperature of a specifanth because the latter varies with
latitude (Nx 1986; BysBy 1991).
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Table 1.3-1 Bioclimatic parameters and their abbreviationsresenting annual trends,
seasonality and extreme or limiting climate factors

Parameter Abbreviated as
Annual mean temperature Biol
Mean monthly temperature range Bio2
Isothermality Bio3
Temperature seasonality Bio4
Maximum temperature warmest month Bio5
Minimum temperature coldest month Bio6
Temperature annual range Bio7
Mean temperature wettest quarter Bio8
Mean temperature driest quarter Bio9
Mean temperature warmest quarter Biol0
Mean temperature coldest quarter Bioll
Annual precipitation Biol2
Precipitation wettest month Biol3
Precipitation direst month Biol4
Precipitation seasonality Biol5
Precipitation wettest quarter Biol6
Precipitation driest quarter Biol7
Precipitation warmest quarter Biol8
Precipitation coldest quarter Bio19

Mulitcolinearity among predictor variables may hanphe analysis of species-
environment relationships because ecologically neaesal variables may be excluded
from models if other inter-correlated variables lexp the variation in response variable
better in statistical terms @kkINEN et al. 2006). E.g., if two variables are similarly
distributed in space both are similarly represeniteda species model. Independent
variation of the two variables may lead to falsedictions when one of them is causally
linked to a species distribution and one is noter&fore, variable selection should be
guided by a throughout assessment of the targetegdecology and rather a minimalistic
set of predictors should be preferred dependintherfocal species. E.g. Biol, 10, 11, 12,
16 and 17 from the Worldclim dataset reflect thailability and range of thermal energy
and humidity and are suitable for CEM projectiomdween different climate scenarios,
according to different authors (seerRSIAVAL and MoRiTz 2008). Specific adjustment of
variables according to specific ecological needshef target species may improve the
model output (BAUMONT et al. 2005). It needs to be noted that negatifects of

multicolinearity may vary among algorithms applied.
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1.4. How do CEMs work?

Once species records and predictor variables haee tompiled, the next step is the
development of a multidimensional view of the spsticlimatic niche. This is a
considerable challenge given the complex naturespdcies’ niches ¢ERSON and
VARGAS 1993). In plain text: in CEM, climatic informatidor species presence localities
are summarized to an 'ideal’ climatic niche fortdrget species (note that this can also be
done with reliable absence data) that is afterwaaspared to climatic conditions at the
query localities, i.e. where the presence/absehtieecspecies is unknown (Figure 1.4-1).
The results are geographic maps showing the sityilaf an area with the ‘ideal’ climatic
niche. The selection of a suitable algorithm fag tomputation of the CEM depends on
the amount of distribution records available, thgiality, and the specific goal of the study
(for a brief overview of available algorithms sesdHkeand SRAYER 2008).

One of the earlier applied algorithms for presenoéy data are BIOCLIM (I
1986; BusBy 1991) and DOMAIN (@GRPENTER et al. 1993), as implemented in DIVA-
GIS. Whereas BIOCLIM measures the distance to tidpomt of the training sites in
suitable climate space as suggested by conditibtraining records, DOMAIN measures
the environmental similarity of each grid cell teetmost similar training site (K 1986;
CARPENTER et al. 1993) (Figure 1.4-2). More sophisticategodathms are GARP
(StockwEeLL and NoBLE 1992; SOCKWELL and ETERS1999) and MaxEnt (RLLIPS et al.
2004; RuiLLIPS et al. 2006). The more recently developed metltmd/e predictions by
developing sets of rules or by machine-learningregghes (GARP, Maxent) and are
superior to most other methods (for a comparisopesformance quality seeLEH et al.
2006; HEIKKINEN et al. 2006; W5z et al. 2008). If absence records are availableven
abundances, algorithms such as ‘artificial neuronakworks’, ‘classification and
regression trees’, ‘generalized additive models'generalized dissimilarity models’ can
be applied. These algorithms are implemented inBi@MOD tool (THUILLER 2003) for

example.
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Figure 1.4-1. Flow chart illustrating the main steps for builgim Climate Envelope
Model.
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Figure 1.4-2. Assumptions and concepts may vary between diffen@odelling
algorithms. In BIOCLIM (left) the environmental hie is defined as a boxcar
environmental envelope in climate space, wherebse’qblack box; enclosing 90 % of all
species records) and ‘marginal’ areas (grey boxjosmg 100 % of the records) are
defined (Nx 1986). All grey dots enclosed by the boxcar enpelare suggested to be
suitable for the target species. In DOMAIN (rigtitg relative distance between conditions
as observed at species records (black points) tdodations to be assessed (grey points) is
measured in climate spaceAfPENTER et al. 1993). Conditions at species records (black
points) and conditions at locations in questioniagécated (grey points).
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1.5. Evaluation of results

One of the most frequently used model tests issaessment of therfa_Lhder the
Curve (AUC) statistics, referring to the ROCe@eiver_(eration_(aracteristic) curve
using (Figure 1.5-1) e.g. 25 % of the records a$ peints and the remaining ones for
training (HANLEY and MCNEIL 1982; RuiLLIPS et al. 2006). This method is recommended
for ecological applications because it is non-patmm (REARCE and FERRIER 2000).
Values of AUC range from 0.5 (i.e. random) for misdeith no predictive ability to 1.0
for models giving perfect predictions. According ttee classification of BETS (1988)
AUC values > 0.9 describe ‘very good’, > 0.8 ‘goaiid > 0.7 ‘useful’ discrimination
ability. A second possibility is Cohen’s kappa istat of similarity (k) (RELDING and
BELL 1997; RARCE and ERRIER2000). Cohen’s kappa yields values ranging frodn(fo
predictive ability) to 1.0 (perfect predictive aty), whereby k values above 0.7 describe
‘very good’ discrimination ability (MNSERUD and LEEMANS 1992). If only few species
records for model building are available (e.g. I&san 25), a jackknife test can be
performed (BARSON et al. 2007). Additionally, in some cases invagepulations of the
target species can be used as independent tese(&l. 2008).

1 A & perfect model

Rel. frequency true positive

= & poor model

Rel. frequency false positive

Figure 1.5-1. The Receiver Operating Characteristic (ROC) Cusviormed by plotting
values of the relative frequency of true positigeards predicted by a given model against
the values of the relative frequency of false pesitecords (ANLEY and McNEIL 1982).
The solid 1:1 line signifies random predictive @pjl whereby there is no ability to
distinguish occupied and unoccupied sites. The ethdime may be characteristic for a
model with good predictive abilities.
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It needs to be noted that test statistics, sucAlWS or Cohen’s kappa scores are a
measure of model fit compared to the observedibligion of a species and must not be
interpreted as a measure in the ecological sense mbdel. Profound knowledge of a
species' natural history is necessary for an etialuavhen a model meets the ecological

requirements of the target species.

1.6 CEM applications in taxonomy and ecology: afrabpical reed frogs as examples
Reed frogs (Hyperoliidaddyperoliug are a monophyletic group of small nocturnal
and arborical amphibians which are known from saaés and forests in sub-Saharan
Africa (ScHI@TZz 1999; \EITH et al. in press). More than 130 species have bsgnized
(FROST 2008). Due to limited inter-specific and remarlaabitra-specific morpohological
variation, the taxonomy of numerottyperoliusis poorly understood. Certain nominal
species may actually represent complexes of distiaga. Bioacoustics and DNA
barcoding have been proven as useful tools in epediscrimination; however, the
availability of samples is still sparse (e.goH{ER et al. 2005; ¥ITH et al. in press). Here
are some examples provide provided how CEMs cafonpes well as a supplement to

other methods and outline some potential problems.

Hyperolius cinnamomeoventrs&ensu lato

This is a reed frog from the Congo Basin and vi@si LOTTERSet al. (2004), ¥ITH
et al. (in press) and the own’ unpublished molacdéda suggest that several sister species
are involved. Samples studied from part of thigireg’s range in eastern DRC, Uganda
and western Kenya are genetically distinct fromséhdrom elsewhere within the
geographic range encompassed-hycinnamomeoventrisensu lato (Figure 1.6-1). It can
be concluded that they represent an 'eastern tawtimh the species complex. However,
the relatively few genetic samples do not allow darappreciation of the species’ spatial
delimitation. Also it remains unclear how to apphe nomenclature, i.e. the different
available names currently in the synonynHoftinnamomeoventrirost2008).

A MaxEnt CEM (Figure 1.6-2A) using 17 presence dadmts of the 'eastern taxon'
and based on Biol, 10, 11, 12, 16 and 17 (see TaBi&) advocates that this species is
potentially distributed in the northern Lake Vigeocatchment, part of the northern Congo
Basin, the Eastern Arc Mountains and the Ethiopigghlands (AUC = 0.992). Eastern
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Arc and Ethiopia are outside the realized distrdoutof anyHyperolius referable toH.
cinnamomeoventrisensu lato (Figure 1.6-1) that it can be ignordenvanalyzing the
geographic range of the 'eastern taxon'. Todayp@tntial junior synonym names are
outside of the PD of the ‘eastern taxon’; howevanight be possible that they represent
glacial relicts. In order to assess this hypothédiere projected the MaxEnt CEM as
shown in Figure 1.6-2A onto paleoclimate data detifrom the General Circulation
Model (GCM) simulations from the Community Clima&ystem Model (CCSM) as
explained above. Figure 1.6-2B indicates how théstern species was potentially
distributed during the Last Glacial Maximum, ca,dD years BP. During this cooler and
drier period, the 'eastern taxon' withih cinnamomeoventrisensu lato might have been
more widely distributed in the Congo Basin thanapdRegarding the type localities of the
different junior synonym names, they all are sidabutside the potential distribution of
the 'eastern taxon' under current and Last Gladatimum conditions except that &f.
ituriensis (Figure 1.6-2A). Therefore, it was concluded tHatituriensismay be the best
applicable name.
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H. cinnamomeoventris
sensu lato

- H. mitchelli

H. punctreuiatus

Figure 1.6-1.Distribution of three reed frog species, gehlygperolius according to the
IUCN Red List (http://www.iucnredlist.org). In thease ofH. cinnamomeoventrisensu
lato, DNA barcoding (ca. 550 bp of the 16S mitoddrtad rRNA gene) of samples from
different localities (all circles, some of whictylautside the geographic range according to
the IUCN Red List) revealed that different siblisgecies are involved; white circles
combine samples which belong to an 'eastern taxibinin this species complex (authors'
unpubl. data).

Unfortunately distribution data to generate CEMsdther species hidden behind the
nameH. cinnamomeoventriare lacking but genetic evidence [®.TTERS unpubl. data)
supports that at least the 'eastern taxon' doesawoir in sympatry with any other species
within H. cinnamomeoventrisensu lato (Figure 1.6-1). This is well supporisdthe

observation that sister species commonly exhildgpatric distributions, especially in
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amphibians (BHER et al. 2001; @AHAM et al. 2004). An explanation may be that due to
geographic separation it is likely that some degreehift in climate envelopes as an
adaptation to the local environment takes placea(@m et al. 2004).

Hyperolius mitchellandH. puncticulatus

It is not always given that sister species haviegiht climate envelopes. This is the
case in two East African reed frogsyperolius mitchelliandH. puncticulatus which by
their vocalizations and when applying DNA taxonocay be well distinguished ¢812T1z
1999; RFODDER and BOYHME, in press; authors' unpubl. data). Their knownggaphic
ranges largely overlap (Figure 1.6-1), and a Max#odel (using 18 and 27 presence
points, respectively, and based on Biol, 10, 11,182and 17; see Table 1.6-1; AUC =
0.903 and 0.952 for the two species, respectivetgpvered that similarity in their climate
envelopes is so high (Figure 1.6-2C, E) that the ¢annot be separated using CEMs. As
expectable, even projecting the MaxEnt models @@&M paleoclimate simulations, the
potential geographic distributions ef. mitchelli and H. puncticulatusremained largely
similar (Figure 1.6-2D, F).

Apparently, climate niches in these two reed fragfeow a high degree of
conservatism and have not changed with specialfibis. gives an interesting insight into
their evolution and poses some questions: HaveaitchelliandH. puncticulatusspeciated
in sympatry? Or have they speciated in allopattyhawve retained their climate envelopes
because these were overall little specialized? Batkerns are uncommon in amphibians
as made clear above. However, sympatric specidtas) never been demonstrated in
amphibian species. The most likely explanationhiat tspeciation has taken place on
isolated refuges during a warm phase allowing temia Climatic conditions at these
isolates (likely mountains) apparently had shownilsir climates, thus explaining the lack
of niche divergence during speciation. The exampfas. mitchelliandH. puncticulatus
illustrate also the effects of limited accessihiliBoth species may find climatically
suitable regions outside their realized distributio great parts of central Africa and
Madagascar. While range expansions to Madagasearesatricted by the sea, apparently
the Albertine Rift valley with its numerous lakesepents westward range extensions. In
addition, this lowland region is climatically ralatly unsuitable for both species (Figure
1.6-2C, D, indicated in green).
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Figure 1.6-2.Climate Envelope Models computed with MaxEnt fdfedlent African reed
frog species Hyperoliug under current climate (A, C, E) and paleoclimége D, F,
considering past sea level fluctuation) conditionhite circles indicate presence data for
species used for modelling; other symbols used iegkesent type localities of nominal
species currently in the synonymy Biyperolius cinnamomeoventridilled square:H.
fimbriolatus and H. olivaceus filled circle: H. cinnamomeoventrisensu stricto anéi.
tristis, filled triangle: H. wittei, grey circle:H. ituriensis for synonym list see HOST
2008).
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1.7. Strengths of CEMs and potential ‘pitfalls’ whe interpreting results

CEMs are easy to use and inexpensive. A steadihgasing number of studies has
been showing that, when CEMs are properly appheslilts can have a high quality (e.qg.
PETERSON2003; WALTARI and QJRALNICK 2009; WALTARI et al. 2007). They have been a
rich source of quantitative projections concerngeggraphic ranges of species with great
value in many areas of both basic and applied ggoémd conservation. They allow the
identification of possible threats due to climabarmge (e.g. seeAsEL et al. 2009) or past
migration pathways (Figures 1.7-1, 1.7-2AMIARI et al. 2007; RDDER and DAMBACH
2009; RopDER et al. 2009; VMLTARI and GurRALNICK 2009).

For example, CEM projection of the potential disstion (PD) of the Azure Hawker
(Aeshna caerule&STROEM, 1783)) onto palaeo-climatic scenarios reflectogditions as
expected for the LGM 21,000 BP suggest that clicadlii suitable areas were widely
distributed in Europe throughout the LGM (Figur&-1). The PD would have connected
current refugia. It is also possible to reconstrpast refugia of currently wide-spread
species (WLTARI et al. 2007), e.g. as shown for the yellow-belligéd Bombina
variegata (Figure 1.7-2). Furthermore, CEMs can be used amiideline for efficient
further sampling, since phylogeographic studieseaqgensive in terms of both time and
resources. Regarding relict species, CEMs may hkefuludor the identification of
potentially suitable areas which may harbor rgdmpulations unknown so far.

As outlined before, strengths and weaknesses ftdrelift climate models should be
taken into consideration BUMONT et al. 2008). Evaluation of a variety of scenaritesy
help to assess output variations. For example, wbemparing Figures 1.7-1B, C and 1.7-
2B, C the general patterns are similar, but fin@lesdifferences, especially in northward
PD limits, can be identified. These can be tracatklio different assumptions made in the
palaeo-climatic scenarios used, e.g. concerningnasg CQ concentrations.

CEMs are derived from a subset of environmentaditmms at species records (=
variables selected); hence they capture only a raptess extensive part of the climatic
niche depending on the variables selected and &dbtors influencing the distribution of
species (see below). They are generally unablagtuce the niche completely, and output
maps show regions with similar conditions as tis#irig records according to the predictor

variables selected rather than ‘complete’ niches.
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Figure 1.7-1. Today’s distribution ofAeshna caeruledA, hatched, source: WdN and
BURBACH 1998; SERNBERGand BiCHWALD 2000) and its potential distribution computed
with MaxEnt 3.2.1 derived from current climatic cions. Higher MaxEnt values
suggest higher climatic suitability. Figure B andsi@w potential distributions @&eshna
caeruleaassuming two different paleoclimatic scenarios cipg climatic conditions as
expected for 21,000 BP (B: CCSM; C: MIROC). Aredswarrently known distribution of
A. caeruleaare highly congruent with the proposed potentisirithution of the CEM even
in small and disjunctive ranges. Projections of @EM onto palaeoclimatic scenarios
suggest potential migration pathways during the L&dmnecting most current refugia.
Source: BDDER and DxMBACH (2009).
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Figure 1.7-2. Today’'s distribution ofBombina variegata(A, hatched, source: IUCN,
2006) and its potential distribution computed witaxEnt 3.2.1 derived from current
climatic conditions. Higher MaxEnt values suggessthkr climatic suitability. Figure B
and C show projections of the climate envelopdotariegataassuming two different
paleoclimatic scenarios depicting climatic condisoas expected for 21,000 BP (B:
CCSM; C: MIROC). Areas of currently known distribrt of B. variegataare highly
congruent with the proposed potential distributioh the CEM even in small and
disjunctive ranges, e.g. in France. Projectionshef CEM onto palaeoclimatic scenarios
suggest potential refugia during the LGM. SourcépBeR and DamBACH (2009).
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Quality and spatial properties of distribution ret used for model building can
significantly influence the results, e.g. when skaplo not cover the whole climatic niche
space suitable of the target species. Another conisespatial autocorrelation, which is
always present in spatial datasets and may beailyqea models (DRMANN et al. 2007)
since some algorithms require that samples arepemtently distributed of each other,
which is seldom the case in biological data. Spatigocorrelation is basically a lack of
independence between observations due to theHacvicinity in space alters the chance
of occurrence. An analogous phenomenon is observéiche if multi-temporal datasets
are used. Methods dealing with spatial autocoioglatike SAR models or PCNM
approaches are treated in detail blyRMAN et al. (2007).

Unfortunately, most commonly applied methods toupsd sample bias, such as
selecting specific distance buffers, and / or spatutocorrelation, such as SAR or PCNM
methods, can not be properly combined with someetiind techniques such as Maxent.
In regions exhibiting a steep varieng environmegtatlients selection of specific distance
buffers may excude species records which may sgmifly contribute to the feature
space. To avoid this drawback | have developedchntgue to reduce sample bias by
removing duplicate information in climate spacenirthe data set. The genrall idea is that
species records situated close by each other skendidto be most similar in feature space.
Hence, they can be identified by running a cluatgalyses based on their environmental
properties and — since 10-30 species records anenoaly sufficient for successful model
building —records very similar in feature space barremoved from the data set without
loosing too much valuable information.

When applying CEMs some key assumptions regardiiodpdical aspects are
commonly made: (1) species occur at all locatiohene the climate is favorable, (2) biotic
interactions are unimportant in determining ranged are constant over space and time
and (3) genetic and phenotypic compositions of isgeare constant over space and time
(JEscHKE and SRAYER 2008). (1) Ideally CEMs highlight all areas tha¢ @limatically
suitable for the target species reflecting its ptéé distribution regardless dispersal
limitations and thus accessibility. When interprgtipotential distribution maps it is
important to evaluate the dispersal propertiesheftarget species. For example, although
Bombina variegata(Linnaeus, 1758) could find climatically suitabdeeas in England
today (Figure 1.7-2), the species is unable torintothe UK due to dispersal limitation by

the sea. Genrall methodontologial uncertainitiessaammarized in Figure 1.7-3.
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(2) Biotic interactions are commonly not considededing model building since
interactions, such as competition or predation pecges assemblages are often too
complex to be gathered in a single step during inbdiéding. For example, the PD of
Bombina variegatas considerably wider than its realized distribatin Germany, the
Czech Republic, Slovakia and Hungary (Figure 1.7-24ere, climate is not the limiting
factor since a hybrid-zone betweBn variegataand its sister speciddombina bombina
(LINNAEUS, 1761) hamper further dispersalz{®ura 1993). Under different climate
scenarios, PDs of species can respond spatially different manner which can cause
strong variations over space and time and resultligcrepancies (e.g. as shown by
SCHWEIGER et al. (2008) in an ENM approach for a butterflizdst plant system). For
simplicity's purpose it may be useful to focus ifirst step on the climatic niches of each
target species to assess its potential distribusiod subsequently compare models for
potentially interacting species.

(3) An important point when projecting CEMs ontaspar future climate scenarios is
that fundamental niches can be subject to evolutio@a recent review, it has been shown
that, independent of the taxonomic group, the famefgtal niche can remain stable for tens
of thousands of years or it can shift substantiailynin only a few generations §€RRMAN
et al. 2008). ‘Niche conservatism’ of closely relhspecies is a phenomenon that has been
observed in several different taxonomic groups.{(égTERSON et al. 1999; WENS and
GRAHAM 2005), but, on the other hand, niche shifts hdse proposed (e.g. ®HAM et
al. 2004; BROENNIMANN et al. 2007; FzPATRICK et al. 2007; BOENNIMANN and QJISAN
2008; HTzPATRICK et al. 2008; PARMAN et al. 2008; RDDER and LOTTERS 2009). So
evidence for the degree of niche shifts or nicheseovatism in closely related species is
mixed and debated ¢éRRMAN et al. 2008; WENS and GRAHAM 2005). When applying
CEMs, it is an important issue if (climatic) nichea® rather conservative or not, especially
when the aim is an assessment of changes in paltdrgiributions under different climate
scenarios. However, in general, there is a corslderlack of knowledge regarding the

processes triggering shift in climatic niches al agin suitable methods to analyze it.
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Figure 1.7-3. Potential error sources and uncertainties in CHEfisr FEARSON (2007),
modified. Species records (x) available for modaining commonly reflect neither the
species’ entire realized distribution (A, C; gres, potential distribution (solid lines) nor
the complete suitable niche space (B: grey). SCiEbIs are fitted based on a subset of the
suitable niche space (C: dashed line), the modegl mad identify the whole realized or
potential distribution. Subsequent projection @& thodel in geographic space may identify
three different distribution types: projected atemlentifies the known distribution of the
training records, area 2 identifies a part of thalized distribution from which no species
records were available, and area 3 identifies @matl distribution that is actually not
inhabited, e.g. due to biotic interactions or leditaccessibility.
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2.1. Translating natural history into geographic sp@ce: a
macroecological perspective on the North Americanlgler, Trachemys
scripta (Reptilia, Cryptodira, Emydidae)?

Trachemys scriptasp

2 This part was submitted to tHeurnal of Natural History.
The work reported in this chapter was conductedaltaboration with XEL KwWET

from the Staatliches Museum fur Naturkunde, Suttgaemany, and T&FAN LOTTERS
from the Faculty of Geosciences, University of T,r@ermany.
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Introduction

It is not new that climate elements and factorsehav important influence on the
distribution of plant and animal species, as thelagical niche concept has been well
discussed over decadesr{SNELL 1917; AMES et al. 1984). Temperature has a strong
impact on physiology, activity and development ilmsinspecies HRMESAN 2006).
Climatic factors may strongly affect taxa with teamgture-dependent sex determination
(TDS) such as many crocodiles, turtles and liz&sdszeN and RRuksTIS 1991; BVERT
et al. 1994). Several studies have suggestedpkates with TDS may be threatened by
anthropogenic global climate change, i.e. mainlymwag, affecting sex ratios A8ZEN
1994a; MbRJAN 2003). However, a throughout assessment of broatt geographic
variation in climate factors influencing sex ratios species with TDS is currently
lacking, but may be pivotal for an assessment d@émi@l threats caused by climate
change.

In recent years, there has been noted a remarkatiease in availability of
information on climatic parameters in geographiacgp including remote regions and
species distribution data. Accompanied by improseehputation capacities, these have
allowed for an increase of large scale assessmegé&ding the relationship between
observed species distributions and explanatoryrenwiental (climatic) parameters.
Such studies can be approached by modelling climatbes (also called climate
envelopes) of species and their projection into gggehic space (BsSAN and
ZIMMERMANN 2000), allowing for a broad-scale assessment ohatic variations
throughout a species geographic range.

Herein, we assess broad scale climatic variatiothenSlider,Trachemys scripta
(Reptilia, Cryptodira, Emydidae), distributed ireteouthern and the southeastern USA
and adjacent northeastern Mexico. As all emydidscripta lays eggs in subterranean
nests. Breeding throughout the whole range takasepfrom March to July, with
nesting in mid-April to mid-July (@BoONS et al. 1982; &Esco 2004). The duration
between egg deposition and hatching of the neonaltes 60—130 days in the northern
range depending on egg incubation temperature, eblyetow temperatures cause
slower development (e.g.AMLERT 1992). In Lousiana, eggs were reported to hatch in
approximately 68-70 days (RDEe and RossMAN 1989). For successful egg

development, the soil surrounding the nest hagdueige enough moisture (EKER et
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al. 1998) and warmth, ca. 26.0-32.5 °Ci§B¢LS et al. 1991; @Ewset al. 1994). Sex
determination of Trachemysembryos is temperature-dependent, with cooler egg
incubation temperatures increasing the number désnand warmer egg incubation
temperatures favouring femalesn(ERT et al. 1994). The differentiation of both sexes is
possible within a range of temperature called tlaasitional range of temperatures
(TRT; Morosovskyand PEau 1991; REws et al. 1994), which spans 2.31 °C (28.3—
30.6 °C; Rewset al. 1994; @b et al. 2004). Both the initiation date and thegténof
this period depend on the overall egg incubationpierature, although, in general, the
temperature-sensitive phase extends for approxiynate weeks (WBBELS et al. 1991;
CaDI et al. 2004). Clutch development and sex-ratiesttagrefore highly influenced by
climatic conditions during the breeding season gpekific climatic conditions during
egg development are essential for establishmentremctenance of populations.

We hypothesise that climatic requirements allowimgsuccessful egg incubation
and a balanced sex ratioTnscriptaare the major driver for its geographic distributi
In this paper, we (1) evaluate the variation in thbnmean temperatures throughout
the native distribution of this species and (2)t tésit is a good predictor for its

geographic range.

Methods
Presence data points of Trachemys scripta

We found 377 records dfrachemys scriptan collections linked to the Global
Biodiversity Information Facility (GBIF) and Herpidatabases within the native range
of the species following the definition of the Nodigenous Aquatic Species
information resource of the United States Geoldg®arvey (http://nas.er.usgs.gov).
All data was checked with DIVA-GIS for bias andaes (HIMANS et al. 1999; 2002).
For georeferencing, we used the Alexandria Diditblrary Gazetteer Server Client

(http://middleware.alexandria.ucsb.edu/client/gdlziladex.jsp).
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Climate data

Mean soil temperature is largely not available. idegr, mean air temperature can
be used as proxy for mean soil temperature asdretlclosely correlated, whereby soil
temperature is commonly slightly higher than amperature (e.g. kirs et al. 2003;
HAWKES et al. 2007). The climate information used heresgback to Worldclim,
version 1.4 (HmMANS et al. 2005), which is based on weather conditiworded
between 1950 and 2000 at spatial resolution ofiriutes (about 4 x 4 km in the study
area). The dataset was created by interpolatiomgusithin-plate smoothing spline of
observed climate at ~25,000 worldwide weather atati with latitude, longitude and
elevation as independent variablesutdHiNsoN 1995; 2004). The climate data set
comprising 12 layers describing the monthly meampierature (TMEAN1-TMEAN12)
was downloaded from the Worldclim homepage (httpvid.worldclim.org; 15 May
2007). In order to examine the thermal limits af thean monthly temperature during
reproductive period, we extracted at each distidoutrecord the monthly mean
temperature and calculated boxplots for comparisetseen months (Figure 2.1-1).

We acknowledge that short-term variation in weathenditions may cause
change in the sex ratio or even prevent succedsfedding in particular years.
However, such negative effects may be compensateeh vsuch events do occur
occasionally accompanied by high longevity in tpecies (BLL and BJLMER 1989).
The maximum life span ofrachemys scriptamay be up to 42 years in the wild
(commonly ca. 30 years; ARDING 1997), whereby first reproduction on average can
take place at the age of eight yearss@GNs et al. 1981). Hence, it appears likely that
single or even few years with suboptimal reprodgciuccess may not cause extinction
of local populations. Mean temperature over a longgme span might be more
important for long-term maintenance of populatiang hence for a species’ geographic

distribution.

Assessing the explanative power of variables

In order to evaluate the relative importance of thignvariables, we computed
Climate Envelope Models with MaxEnt 3.2.19 H({RIPs et al. 2004; 2006;
http://www.cs.princeton.edu/~shapire/Maxent; dovawaled 15 October 2008). MaxEnt
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iIs a machine-learning algorithm for species po&tntlistribution models with
environmental predictors. In multiple tests, MaxEmnerally revealed better results
than comparable methodsL(EH et al. 2006; HIKKINEN et al. 2006; W5z et al. 2008).
The general concept behind MaxEnt is to find a gbiliiy distribution covering the
study area derived from environmental constraintspecies presence. The program
chooses the distribution that is closest to unifand therefore maximises entropy
(JAYNES 1957) within all distributions (LLIPS et al. 2006; RiLLIPS and Dubik 2008).
Runs used herein were conducted using the defalules for MaxEnt settings.

In order to evaluate the predictive performancetled monthly temperature
variables, we computed (1) 12 models using the Iththly mean temperatures
separately as variables (Figure 2.1-2) and (2h@lesimodel based on all 12 variables in
combination (Figure 2.1-3).

Maxent allows for model testing by calculation bet‘Area ULhder the receiver
operation characteristicutve’ (AUC) based on training and random backgrodath,
which represent the ability of the model to distirslp presence data from background
(PHILLIPS et al. 2006). This method is recommended for egodd applications because
it is non-parametric ARCE and FERRIER 2000). Values of AUC range from 0.5 (i.e.
random) for models with no predictive ability toOlfor models giving perfect
predictions. According to the classification ofv&rs (1988), AUC values > 0.9
describe “very good”, > 0.8 “good” and > 0.7 “udéfdiscrimination ability.

While a MaxEnt model is being trained with multigdesdictors, it is possible to
keep track of which environmental variables are ingakhe greatest contribution to the
model. During each step of the MaxEnt algorithne, ¢lain of the model is increased by
modifying the coefficient for a single feature. Theogram subsequently assigns the
increase in the gain to the environmental variald{at the feature depends on. These
are automatically converted into percentages aketite of the training process. These
percent contribution values depend on the partiquééh that the MaxEnt code uses to

get to the optimal solution and are therefore Istigally defined (RiLLIPS et al. 2006).
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Results and discussion
Monthly temperature variation at Slider records

Variability of mean monthly temperatures within tlgeographic range of
Trachemys scriptavas highest during winter and lowest during sum(régure 2.1-1,
Table 2.1-1). Highest variation with an amplitude28.5 °C was observed in the mean
temperature in January (median 3.85 °C; range —1435 °C) and lowest with an
amplitude of 7.59 °C in the mean temperature iy Juledian 26.80 °C; range 22.45—
30.40 °C). This indicates a high variation througihdhe large geographic range
encompassed by the Slider in winter and likewigedbntrast in summer. We found a
strong correlation between the amplitudes of thetilg mean temperature from June

to August and the sensitive phase for sex-detetioman the Slider (Figure 2.1-1A).

Table 2.1-1 Variation in monthly mean temperature [°C] throughdhe realised
geographic range ofrachemysscripta Mean monthly temperature data was obtained
from 377 species records.

Month Minimum Maximum Amplitude 1. Quartile Median 3. Quartile
January -7.75 14.75 22.50 -0.30 3.85 6.85
February -5.20 16.80 22.00 2.50 5.90 9.15
March 1.10 20.95 19.85 7.55 10.60 13.25
April 8.15 24.55 16.40 13.45 15.65 17.90
May 14.45 27.25 12.80 18.50 20.05 22.15
June 20.10 29.45 9.35 23.35 24.40 25.95
July 22.45 30.40 7.95 25.90 26.80 27.50
August 21.05 30.50 9.45 24.95 25.85 27.05
September 16.65 28.15 11.50 20.80 22.10 23.95
October 10.35 24.15 13.80 14.55 15.90 18.25
November 2.90 19.75 16.85 7.25 10.40 12.65
December -4.50 15.95 20.45 1.65 5.55 8.10
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In the Hawksbill turtle Eretmochelys imbrica)a developing nests can increase
their temperature for about 3.4 °C so that soilgerature may be raised (€& and
MRoOsovVsKY 2004). The authors suggested that increase walsuédble to metabolic
heat produced by the developing eggs but magnivficeetabolic heating depends on
clutch size (BoTH and AsTiLL 2001; BRODERICK et al. 2001). It cannot be ruled out
that metabolic heating may also be important insne&T. scriptg which could result in
an underestimation of the actual nest temperatinmenvapplying mean air temperature
as proxy for soil temperature (see above). Butchliize inE. imbricatais remarkably
larger than inT. scripta, likely lowering the available amount of metaboheat.
Furthermore, eggs at the edge of a clutch of thekdhill turtle can be cooler than
those in the centre (@FREY et al. 1997; BOTH and AsTiLL 2001) and variation
between the top of the clutch and the bottom mag alist (HUGHTON and HhYs
2001). Therefore, we conclude that nest temperatuttee Slider is well reflected by the
soil temperature. As a consequence, mean air tetypercannot only be used as a
proxy for mean soil temperature (e.gA¥s$ et al. 2003; HwWKES et al. 2007) but also

for the nest temperature in the Slider.

Which climatic factor best predicts the Slider'sgephic range?

Performance of Climate Envelope Models computedl weéch the single monthly
mean temperature as variables largely varied (Eigui-1B), whereby the mean
temperature in June and July (summer) had the egteptedictive power. Generally,
AUC values obtained from models computed with miyntnean temperatures for
winter times were lower than those revealed forrmemtimes. These observations lead
us to advocate that the monthly mean temperaturmglsummer months at Slider
presence records provide a stronger contrast todoranbackground in MaxEnt
approaches. The model received when using the daa temperature resulted in the
highest AUC value suggesting that it is the bestjtor (among those studied) for the
species’ geographic range (Figure 2.1-1B).
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Figure 2.1-1A: Boxplots illustrating the variability of the mthly mean temperature at
377 distribution records within the native rangeTodchemys scriptaNote that the
variation is lowest during the incubation of eggsine-August). B: performance of
monthly mean temperature observed at the Slidesrdscin models computed with
single variables (see text). Higher AUC values ssgghat the respective model has a
higher ability to distinguish climatic conditionst &lider records from random
background.

The model computed with all 12 monthly mean temjpees as variables received a
‘very good’ (see ®EETS 1988) AUC value of 0.957. The known geographiaeanf
Trachemys scriptan North America was well matched (Figure 3) whalko confirms
the predictive power of this model. Maxent's analys variable contribution to the
model revealed that the mean temperature in Autagthe highest explanative power,
followed by those for June and May, while all othbad minor explanative power only
(Table 2.1-2).
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Figure 2.1-2MaxEnt Climate Envelope Models computed usingrtfean temperature
for each month as single variables. Darker greyessiaggests higher climatic suitability
(same scale as in Figure 3). Species records asedddelling are indicated by white

dots.
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Table 2.1-2Heuristic estimate of the explanative power of thean temperature per
month to the MaxEnt Climate Envelope Model. To deiee the estimate, in each
iteration of the training algorithm, the increase regularised gain is added to the
contribution of the corresponding variable, or satted from it if the change to the
absolute value of lambda is negative.

Mean Temperature per MonthPercent Contribution

August 27.7
June 27.1
May 24.3
February 4.8
October 4.6
November 4.5
July 3.3

January 2.1
December 1.0
April 0.2

March 0.2

September 0.1

When computing models with multiple variables, #eds to be noted that
multicolinearity among predictor variables may bt risk of hampering the analysis
of species-environment relationships. Ecologicaiipre causal variables may be
excluded from the modelling process if other interrelated variables explain the
variation in response variable better in termstafisics (HIKKINEN et al. 2006). We
expect such multicolinearity for monthly mean tenaperes included in our model,
evident through the limited explanative power (iontast to the single variable
approach) of the mean temperature in July suggéstéoe MaxEnt analysis of variable
contribution (Table 2.1-2).
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Figure 2.1-3 Trachemys scriptaecords (white dots) used for model training amel t
species' potential distribution according to a MatxElimate Envelope Model based on
mean temperature of all 12 months as variableskdDagrey-scale suggests higher
climatic suitability.

Impact of winter temperatures

PACKARD et al. (1997) have suggested that the northergrgebic range limit of
Trachemys scriptanay be set ultimately by the inability of hatclgignto tolerate
freezing. Slider offspring commonly hibernates dlesthe nest during the first winter in
northern populations and they are sensitive to teesperatures below -0.6 to -4.0 °C, at
which they die (RCKARD et al. 1997; TCKER and RACKARD 1998; MSTANZO et al.
2008). According to our observations, winter tenapgnes exhibit the greatest variation
throughout the native geographic range (FigurelA)l-and at the same time had the
lowest explanative power (Figure 2.1-1B). Althougk minimum of the mean monthly
temperature was well above 0 °C at the majorityhef Slider records studied (Figure
2.1-1A), the mean temperature was lower than -G.&t’88 records in January, at 28
records in February and at 35 records in Decemidex. minimum mean temperature

recorded at our records was -7.75 °C in January.adk@mowledge that freezing may
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limit the geographic distribution of. scripain the North. However, projection of

monthly climate envelopes in geographic space tithtiss that monthly mean

temperatures during December, January and Februarg not coincident with the

species’ range limits in the North-East or the W@astis makes us believe that low
winter temperatures are not the major driver forstnaf the northern portion of the

actual geographic range of the Slider. Summer teatypes may be more important for
the geographic distribution of the species as tletter meet the native range of the
Slider.

Possible strategies for compensation of climaticateon

Although our results argue for a strong relatiopdietween mean temperatures in
summer and the spatial distribution ®fachemys scriptathe climatic variation
throughout this species’ range is larger than ebgogeevhen assuming fixed TRTSs.
Mechanisms compensating local differences in teaipeg regimes can comprise either
regional differences in behaviours such as nestchibice by females and plasticity in
nesting phenology or regional variations in embrgaemperature sensitivity.

For the Painted turtleChrysemys picla also native to North America, it has been
demonstrated that vegetation cover plays an impbrtale in determining nest
temperatures and nest sex ratios over the yaargd 1994b; WEISROCK and ANZEN
1999). However, July mean air temperature detersnihe average nest sex ratio each
year and strongly predicts the cohort sex ratioHARzKOPF and BROOKS 1987;
JANZEN 1994a; 1994b; Wisrock and ANzEN 1999). In the study of (HWARZKOPF
and BrooOkKs (1987), sex ratios were not correlated with angt parameters except
temperature which, on the other hand, was morendkgpe on annual climatic variation
than on variation in site characteristics. The arghconcluded that Painted turtle
females selected nest sites to maximise the pridyaibr their eggs to hatch rather than
to influence the offspring sex ration. If this is@the case iff. scriptg the Slider may
not be able to compensate variation in summer testyres throughout its range.

Comparing geographic variation in timing of nestidgesco (2004) found little
variation in T. scripta He concluded that it is unrelated to regional gerature

differences and fixed as a result of stabilizinlgston. Even if phenotypic plasticity of
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timing of nesting will be possible, it might not bafficient, like it has been suggested
by ScHwARz and ANzEN (2008) for the Painted turtle. The authors undedi that
phenotypic plasticity of labile nesting dates dejezhon the climate of the previous
winter, but argued that this plasticity appeardéoinsufficient to prevent potentially
negative effects of climate warming on offspring satios. Even a minor increase in
the summer temperature had a much stronger effactnest sex ratios than,
alternatively, laying eggs earlier in the seasarH{®\Rz and ANZEN 2008).

If environmental temperature differs between pojpaites, then sex-ratio selection
is expected to adjust either maternal behaviourdjasussed above) or embryonic
temperature sensitivity to maintain balanced séwsan different populations (B.L
1982). Physiological studies suggest that seasiriés in hormone levels, affecting the
sex ratio may buffer extreme ratios in some spg@esvDEN et al. 2000). Such effects
were uncovered iff. scriptaby SHEEHAN et al. (1999), who artificially treated eggs
with hormones. However, BL (1982) found no evidence for natural differences i

embryonic temperature sensitivity between nortlaerh southern Slider populations.

Conclusion

Our study indicates that freezing during the winteay regionally but not
generally limit the Slider's geographic distributidt appears to be more likely that
climatic requirements allowing for successful eggubation and balanced sex ratios in
T. scripta are the major driver for the Slider's spatial rangilthough adaptive
strategies such as nest site choice by femalestjgity in nesting phenology or regional
variation in embryonic temperature sensitivity naagount for partial compensation of
negative effects caused by local differences omate change, they might be

insufficient for entire compensation.
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2.2. Alien invasive Slider in unpredicted habitat:a matter of niche shift

or variables studied?

Trachemys scripta elegans
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Introduction

Alien invasive species are a concern in nature exasion as they may have a
negative impact on native biodiversityqe et al. 2000). Potential distribution maps of
invasive species based on Climate Envelope Mo@#d) have been shown to represent
a powerful tool to identify areas climatically sabte for alien invasive species (e.g.
PETERSONand MEGLAIS 2001; WELK et al. 2002; @®VANELLI et al. 2007; RDDER et al.
2008; RFODDER 2009). In these approaches, the climate envelapebe understood as a
part of a species’ fundamental niche (e.@BSRON and RETERSON 2005; but see also
PuLLiam 2000), which is the entirety of abiotic and biotienditions under which it can
survive. According to HTCHINSON (1957, 1978) as modified byoBERON and FETERSON
(2005), the portion of the fundamental niche explibby a species is commonly limited by
biological interaction with other species (e.g. gatition, predation) and by spatial
accessibility (e.g. physical barriers) (Figure 2&)y. Fundamental niches are subject to
evolution: in a recent review, it has been shovat,timdependent of the taxonomic group,
the fundamental niche can remain stable for tenthofisands of years or it can shift
substantially within only a few generationssfRMAN et al. 2008). However, in general,
there is a considerable lack of knowledge regarthegorocesses triggering niche shifts.

Sax et al. (2007) pointed out that alien invasive sgecan provide unexpected
experiments providing valuable insights into ecatab and evolutionary processes.
Indeed, some recent studies have addressed thé&ogues$ rapid niche shifts during
invasion processes. Using CEMsRd@&:NNIMANN et al. (2007) found that in the Spotted
knapweed Centaureamaculosa the climate envelopes in its native range (weshborth
America) differed from its invasive range in Eurof@@milarly, HTzZPATRICK et al.(2007)
demonstrated in a CEM approach that Fire aStdenopisinvicta) can be ascribed to
climate envelopes in their invaded range (North Aoca@ from which they are absent in
their native South American range. These obsemstimade by BOENNIMANN et al.
(2007) and FzPATRICK et al. (2007) could represent a shift either ia thndamental
(Figure 2.2-1B) or realized niche (Figure 2.2-1Gjnce alien invasive species, by
definition, access areas they were absent fromréetbe “new” climate envelope might
most likely simply represent a better exploitatadrihe existing fundamental niche (Figure
2.2-1C). To the best of our knowledge, information the physiological limits of
Centaureamaculosaand Solenopisnvictais sparse. Hence, it cannot be ruled out that the
climate variables chosen byRBENNIMANN et al. (2007) andIFzPATRICK et al.(2007) are

not physiologically limiting for the native rangeralers of these species.
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Abiotic niche

Accessibility Biotic interaction

Abiotic niche

Accessibility Biotic interaction

Abiotic niche
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Figure 2.2-1 (A) Relationships between fundamental niche, bioticeradtion and
accessibility after HTCHINSON (1957) as modified by@&erONand RETERSON(2005); (B)
fundamental niche shift; (C) better exploitationtieé fundamental niche after access into

new areas. Dots represent native species records.
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We think that this striking question — i.e. genetavelty (niche evolution) versus a better
insight into the existing fundamental niche breadtshould be addressed when applying
CEM.

Some authors have argued that CEM approaches obsgrved distributions for
model computation per se rather reflect realizexh ttundamental niches (e.gulRIAM
2000). That may cause errors when projecting CEMNIs mew areas, since suitable areas
may be excluded although being physiologicallyahlg for the target species. Modeling
should thus focus on the physiological limits oéales for optimal predictions. Without
this information, many of the observed mismatct@s“fiche shifts”) might simply be
artifacts caused by a choice of unsuitable vargabige hypothesize that a selection of
predictors aiming at a description or even at apdeta depiction of the climatic conditions
in the native range may be less useful for staistnodel training than predictor selections
based on a mechanistic understanding of physiadgikmiting factors.

So far, only a few studies have tried to model filnedamental niche of a species
without using distribution records. In a compreheasstudy, KEARNEY and FRTER
(2004) combined physiological measurements of thstialian geckddeteronotia binoei
and high-resolution climatic data to calculatedlisnate envelope and to project it onto
geographic space. HARNEY et al. (2008) undertook a similar study in Canad®
Chaunus marinyswhich is an invasive alien species in Austrafaich a mechanistic
approach, as suggested by these authors, seenesdiedrly superior to the commonly
used empirical methods. However, detailed inforaraton the physiology and natural
history traits required to fully address the fun@atal niches from a mechanistic point of
view will remain unavailable for most of our plaisetpecies (KARNEY and ®RTER 2004;
KEARNEY et al. 2008). However, at least the variables witlysiological relevance are
often known. Accordingly, empirical records andtistacal models will remain a starting
point, with predictor sets based on natural histpnpviding the most successful
calibrations - a hypothesis to be tested here.

In order to test this hypothesis, the SlidBrachemys script&HOEPFE 1792)may
be a suitable study organisthis an alien invasive species in many parts efworld and
its ecology has been thoroughly studied. Betwee8918nd 1997, about 52 million
individuals were produced in the United Statestlfer foreign pet trade €LECKY 2001).
Released by pet owners, it has established feallabons in many different regions of
the world (e.g. @A et al. 2004; BrRY et al. 2007; RMSAY et al. 2007; IUCN Invasive

Species Specialist GroupTfachemys scripta elegdhsnder: www.issg.org). At the same
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time, the natural history (including thermal toleca, reproduction and physiology) of the
slider has been the object of numerous studies KeigcHISON et al. 1966; KHTCHISON
1979; G\RSTKA et al. 1991; WBBELS et al. 1991; @ewset al. 1994; BccARI et al. 1993,
BAILEY and DRIEDZzIC 1995; lamvB et al. 1995; RCKARD et al. 1997; TCKER et al. 1998;
Tucker and RACKARD 1998), providing the basis for a natural historjxeh modeling
approach.

Methods

Slider record data

We used 375 Slider records available through tlab&@IBiodiversity Information Facility
(GBIF; www.gbif.org) and HerpNet databases (wwwpmet.org) within the native range
of the species, as defined by L. LoMvA, A. FosTERand P. BLLER (2008): “Trachemys
scriptd’ in the USGS Nonindigenous Aquatic Species Databas
(http://nas.er.usgs.gov/queries/FactSheet.aspespeil 259). In addition, 205 records of
invasive populations were obtained from the sousge SOMmMA and colleagues, the
Delivering Alien Invasive Species Inventories farr&pe database (DAISE; www.europe-
aliens.org), the IUCN Invasive Species Specialisbup (www.issg.org), the Brazilian
Instituto Horus (www.instutohorus.org.br) and adshial published referencesofNES
1988; SHWARTZ and HENDERSON1991; Dn SiLVA and BASco 1995; DEGENHARDT et al.
1996; McKEOWN 1996; RATT and SIYDER 1996; LUISELLI et al. 1997; MRTINEZ-
SILVESTRE et al. 1997; MVOTNY 1997; ARvY and &RVAN 1998; REENZ and LLINS
1999; DxoN 2000; MNTON 2001; FCETOLA et al. 2002; ©DWNSEND et al. 2002; EER
2004; O'A et al. 2004; 8TT et al. 2004; ERET and RARKER 2005; AREScoand ACKSON
2006; BRUEKERS and BROUWER 2006; GiEN 2006; FEH and LAUFER 2006; FRREVOT-
JuLLIARD et al. 2007). For georeferencing we used the AldsanDigital Library
Gazetteer Server Client (www.middleware.alexandcsb.edu/client/gaz/adl/index.jsp).
The accuracy of coordinates processed by us wassess with DIVA-GIS (HMANS et al.
1999; 2001). In doing so, we only included invasieeords with confirmed successful

reproduction.
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Climate data

Our climate information stems from Worldclim 1.41{4ANS et al. 2005), which is
based on climate conditions in the period 1950-2808 spatial resolution of about 1 x 1
km. It was created by interpolation using a thiatplsmoothing spline of observed climate
at weather stations, with latitude, longitude ardvation as independent variables
(HUTCHINSON 1995; 2004). The climate data set was downloadenh fthe DIVA-GIS
homepage (http://www.diva-gis.org), i.e. 36 monthiyean variables (minimum
temperature, maximum temperature and precipitatia3ed on these data, we calculated
19 ‘bioclimate’ variables for further processingthvDIVA-GIS 5.4 (see Figure 2.2-2 and
Appendix 2.2-S1; HMANS et al. 2001). DIVA-GIS provide the opportunity técopthe
cumulative frequency of distribution records acoogdto ‘bioclimate’ variables. This
allowed us to compare the climatic tolerance betwtbe native and invasive distributions

of the Slider for all 19 ‘bioclimate’ variables.

Selection of climate variables

We chose three sets of variables: ‘comprehensivie’ @k 19 ‘bioclimate’ layers
depicting the most comprehensive climatic pattaifodving the approach of different
authors running CEM (e.g. RRENNIMANN et al. 2007; @VANELLI et al. 2007);
‘minimalistic’ set: a subset of seven variables olthe ‘comprehensive’ data set defining
the availability of thermal energy and water (¢éhg minimum, maximum and mean values
at the species records) as applied to differena tax HIMANS and GRAHAM (2006),
PETERSON and NrARI (2007), FrzrpAaTRrICK et al. (2007) and IEETOLA et al. (2007);
‘natural history’ set: a subset of five variablegt of the ‘comprehensive’ set aiming at
reflecting the physiological limits of the Slideréimate envelope (see results for details).
To be clear, we did not use these variables to thegknown physiological limits. The
variables were used as predictors in the same watha other sets. In addition, we
analyzed random subsets of seven and five ‘biotémaariables, respectively, to test the
null hypotheses that our selected variable setsiindlistic’ and 'natural history’ do not
predict the potential distribution of invasive ptgiions better than any random set
consisting of the same number of variables. Alssa@tcluding the ‘minimalistic’ and
‘natural history’ sets, were extracted from the sasat of 19 Worldclim variables

Selection of the ‘natural history set’ of variabl@he Slider strongly depends on

continuous availability of water throughout the yeahereby almost any kind of water
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body is suitable (8vmA et al. 2008). Therefore, it is not surprising tthe south-western
limit of its native range border is found in the ¥o American deserts, which are
characterized by low precipitation throughout tleary($5MMA et al. 2008). To take this
into account, we included the ‘annual precipitatiand the ‘precipitation of the driest
quarter’ in our data set for CEMs. It has been destrated that the feeding behavior and
digestive turnover rates in the Slidare strongly temperature-dependent. At body
temperature < 10 °C the species does not feed aey(RERMENTER 1980; RAMSAY et al.
2007). Hence, in accordance with a positive engrdpetiance over the year, we added the
‘annual mean temperature’ into our modeling appneac The physiologically determined
minimum equates with the minimum value recordedivithe native range (8.3 °C; see
Appendix 2.2-S1). HTCHISON (1979) has shown that the upper avoidance tempera
around 37 °C which is remarkably similar to the explimit of the ‘maximum temperature
of the warmest month’ recorded within the nativega (i.e. 37.4 °C; see Appendix 2.2-
S1). To account for this we included the ‘maximwemperature of the warmest month’ in
CEM approaches.

Adult Sliders commonly hibernate at the bottom c#hiound water bodies being
largely insulated against cold air. They maintaibhoaly temperature of approximately 4
°C, which makes the species insensitive to coldtevin Nevertheless,ABKARD et al.
(1997) compared Slider records from lllinois andteen lowa with contours identifying
locations where frost penetrates to a depth ofrhdrc11 out of 14 winters and found a
strong relationship. In colder parts of the natraege, Slider neonates hibernate inside
their nests and are sensitive to temperatures bdodv°C, at which they die (see also
Tucker and RACKARD 1998). As a consequence, adult Sliders hibernatingater may
tolerate frost, but neonates in nests may be negtffected by frost. The native range of
our study species to the north is therefore redsdgraefined by minimum temperatures
during winter. Considering this relationship, weluded ‘minimum temperature of the

coldest month’ when computing CEM.

Computation of CEM

For the CEM calculation we used MaxEnt 3.2.1HI(BPPS et al. 2006;
http://www.cs.princeton.edu/~shapire/maxent), amraelearning algorithm following the
principles of maximum entropy. It has been showreteeal better CEM results than other

comparable methods (e.gLIEH et al. 2006; dscHKE and SRAYER 2008; Wsz et al.
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2008). A disadvantage of MaxEnt is that it is a ‘blackxbanethod. Since results can
remarkably vary between different algorithms, wenpared MaxEnt results with those
obtained from a second algorithm BIOCLIMIKN1986; BusBy 1991), as implemented in
DIVA-GIS. BIOCLIM develops climate envelope modely intersecting the ranges
inhabited by the species along each environmerial An advantage of this method is
that results are completely transparent for inttgiron.

Clumped records can violate the statistical inddpane of observations and
therefore assumptions of CEMs (e.goRMANN et al. 2007). To account for this we
extracted all ‘bioclimate’ values from the nativestdbution records and performed a
cluster analysis with XLSTAT 2008 (Addinsoft; wwwstat.com) in order to remove
redundant information in the data set. XLSTAT akowo blunt cluster classes at a
predefined threshold of similarity (herein 99.9 %ind calculates mean values for each
resulting class. These class means were usedrtbefyprocessing in CEMs.

DIVA-GIS allows for model testing by calculation dfe Area Under the Curve
(AUC), referring to the ROC (Receiver Operation @cteristic) curve by using a subset
of data (commonly 25-30 %) as test points and #maining ones as training points
(ELITH et al. 2006; BARCE and FERRIER 2000). Independent validation (i.e. with invasive
records) was suggested to be superior to datdirsplie.g. #scHKe and SRAYER 2008);
therefore, we used all invasive Slider recordsuiseats and in a second run 25 % of the
native records. Because absence data are lacklng-0IS uses a set of random pseudo
absence points (MANS et al. 2001). AUC calculation is recommended foolegical
applications because it is non-parametric. Valde&WC range from 0.5 for models with
no predictive ability to 1.0 for models giving pect predictions. According to the
classification of EeTs (1988), AUC values > 0.9 describe ‘very good’,.8 @ood’ and >
0.7 ‘useable’ discrimination ability.

For thresholds derived from the natural history phygsiological traits describing the
climate envelope of the Slider, it is importantrealuce the contribution of variables to
their upper or lower tails, respectively. Thiséasonable considering the limiting function
of the ‘minimum temperature of the coldest montfhjch may killneonatesHere, only the
lower tail has a biological meaning, but warmer penatures may provide no disadvantage
for the species. In BIOCLIM this kind of functiors iimplemented directly, but is
unfortunately absent in Maxent. Therefore, we ugeds of each variable containing
categorical classes between the upper or lowetdiamd the mean of the variables within

the native range of the Slidéor MaxEnt runs. For parts of a grid representihg t
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biologically meaningless tail, values greater oaken than the mean of the variable within
the native range were combined into a single cayegbhese procedures remove the
influence of meaningless tails during MaxEnt runs.

The logistic output of MaxEnt is a continuous maick allows fine distinctions to
be made between the modeled suitability of diffesgeas. MaxEnt calculates a threshold
value at each run @Lips et al. 2006). Values greater than this threshoklly rhe
interpreted as reasonable approximation of a spepaential distribution, but the higher
a MaxEnt value, the better the prediction and floeeethe climatic suitability for a species.

Six types of areas are mapped in the BIOCLIM outpuweas outside the 0-100
percentile climatic envelope of the species for anemore ‘bioclimate’ variables are
considered unsuitable, grid cells within the 0-Z&rcentile have a ‘low’ climatic
suitability, those within the 2.5-5 percentile agdium’, those within the 5-10 percentile a
‘high’, those within the 10-20 percentile a ‘verygh' and cells within the 20-100
percentile an ‘excellent’ climatic suitability (#1ANS et al. 2001).

Results

Figure 2.2-2 compares each of the 19 ‘bioclimatatiables of the native and
invasive ranges of the Slider, respectively. Rangkewvariables observed in invasive
populations which exceed those observed in natihes aan be interpreted as shifts in
niche dimension. Ranges in the following variablesre most similar in native and
invasive ranges: ‘annual mean temperature’, ‘megmperature of the wettest quarter’,
‘mean temperature of the driest quarter’, ‘annuakipitation’, ‘precipitation of the driest
month’, ‘precipitation of the driest quarter’ angrecipitation of the coldest quarter’. The
highest dissimilarity was found in ‘isothermalitytemperature seasonality’, ‘annual
temperature range’, ‘minimum temperature of thedlesl month’ and ‘mean temperature
of the coldest quarter’. Lower temperature limitstihe native and invasive ranges were
almost equal for ‘annual mean temperature’, ‘isotiadity’, ‘minimum temperature of the
coldest month’, ‘mean temperature of the wettestrige’ and ‘mean temperature of the
driest quarter’, but the upper limits within thevasive range frequently exceeded those of
the native range.

Areas meeting all climatic requirements of the gme@ccording to the expected
physiological limits of the Slider are mapped irglitie 2.2-3. Areas where any of the
proposed climatic variables are outside the phggiohl limit of the species were
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excluded. The remaining area is highly coincideithhe native range as well as records
of native and invasive populationSYCaiive = 0.849; AUGvasive= 0.795).

Applying the 'comprehensive set’ of ‘bioclimate’ nables to CEM calculation
predicted the native range in a way which matchedkihnown natural distribution of the
Slider in both MaxEnt and BIOCLIM models. Howevéine models largely failed to
predict populations elsewhere in the world due verfitting (Figure 2.2-4A, alssee
Appendix 2.2-S2MaxEnt AUGative = 0.991; AUGuasive = 0.716; BIOCLIM AUGative =
0.990; AUG,vasive= 0.547). Using the 'minimalistic’ subset of ‘blonate’ variables, CEM
accuracy within the native range was reasonably H@wever, predictions for invasion of
the Slider outside North America remained poor ((Fég2.2-4B; alssee Appendix 2.2-S2
MaxEnt AUGative = 0.989; AUGhyasive= 0.702; BIOCLIM AUGatve = 0.988; AUGhvasive =
0.535). In contrast, only the results for the ‘matthistroy’ subset of variables met both
native and invasive potential distributions of 8iagler (Figures 4C; alssee Appendix 2.2-
S2 MaxEnt AUGaie = 0.974; AUGuasive = 0.861; BIOCLIM AUGaive = 0.974;
AUCinyasive= 0.757).

The randomly selected subsets of five and sevarclimate’ variables revealed that
all models were ‘very good’ in describing the natrange (AUGeven variable®.987 — 0.994;
AUC ive variables 0.977 — 0.994; Figures 2.2-5, 2.2-6), which igdly better then our
models derived from the ‘natural history’ set. Campg the predictive performance of the
models outside the Slider’'s native range, selectiba lower number of variables was
associated with a broader area classified as $mitata limited number of models (< 10
%). TheAUC value of our model for invasive records deri¥emim natural history criteria
was higher than all AUC values obtained from randeamable selection confirming a
better prediction ability (AUC ranges seven randeariables: native: 0.987-0.994,
invasive: 0.587-0.847, AUC ranges five random \mest native: 0.977-0.994, invasive:
0.569-0.855; AUC data set ‘natural history’ = 0.86@ both random iterations, invasive
records were less frequently captured than invaseerds at the same latitudes as the
native records (Figures 2.2-6A, B). This appliepeesally to records situated at lower
latitudes (between 26° N and S corresponding testhgthernmost known native records).
This latitudinal decrease in predictive performanas confirmed when testing the models
using only invasive records between 26° N and testspoints (n = 62; Figures 2.2-6D, E;
AUC range seven random variabl€s356—-0.708; AUC range five random variables:

0.279-0.74% whereas our model derived from natural histoiteda performed well here
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(Figure 2.2-6C, AUC = 0.795)Thus, the vast majority of models did not capture t
Slider’s actual climate envelope.
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Figure 2.2-2 Comparison of 19 ‘bioclimate’ variables at 375 watiand 205 invasive

records of the Slider. Ranges of variables witlia hative records are indicated with
vertical dashed lines. Note that some upper an@ddimits of both native and invasive
records are highly congruent.
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Figure 2.2-3Presence of the Slider in its native range (greg)dand in its invasive range where it is knowmgproduce (white dots). Areas
considered as suitable for the Slider with respephysiological limits as described in the texd ardicated (black).
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Figure 2.2-4 Presence of the Slider in its native range (greets)dand invasive range
where it is known to reproduce (red dots), coustfrem which reproducing populations
are known but no specific localities are availafilatched) and potential distribution
derived from MaxEnt climate envelope (colored): (A3ing 19 ‘bioclime’ variables,
approach ‘comprehensive’; (B) using 7 ‘bioclime’riabdles, approach ‘minimum’; (C)
using 5 ‘bioclime’ variables derived from physiolcgl and natural history traits of the
Slider, approach ‘natural history’.
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Figure 2.2-5Prediction accuracy of 2 x 100 MaxEnt models calmd with a random
selection of seven (A) and five (B) variables otitttte complete set of 19 ‘bioclimate’
variables. Note that the native range is well cagutlby each model whereby the invasive
populations, especially between 26.0° N and S todgi, are not.
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Figure 2.2-6 The predictive performance for invasive populatidagyely decrease at
lower Latitudes in models computed with random stdbsf variables (A, B), but not in a
MaxEnt model derived from natural history crite(@) (filled dots: native records; open
triangles: invasive records). Test statistics oD IMaxEnt models based on random
selection of each seven (D) and five variablesoli)of the complete set of 19 ‘bioclimate’
variables. Model accuracy was tested with nativeCAnat), invasive (AUC inv) and
‘tropical’ invasive records (AUC 26°; 26° latitud¢ and S; n = 62). Note that the native
range is well captured by each model whereby thiasive populations, especially in the
tropics, are not. Arrows indicate AUC inv values tbE MaxEnt model derived from

natural history criteria (AUC inv = 0.861; AUC 26°0.795).
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Discussion

Our results provide evidence that the observatfoencapparent ‘niche’ (i.e. climate
envelope) shift in the Slider strongly dependstandhoice of the variables applied during
modeling. The observed range of a species refleuiftiple determinants, including
climatic tolerances, biotic interactions, equiltbri with climate and dispersal limitation.
Hence, niche-based models derived from distribuaiome will predict the geographic
equivalent of the realized niche rather than theemqital range of a species URIAM
2000). A CEM derived from the realized niche magréiore under-predict a species’
fundamental niche because it does not consideichioteractions and abiotic factors
which may limit distributions. In our study spegiesie such abiotic factor is probably the
ocean, which limits the native range south- andweasls. This illustrates that not all range
limits can be explained by climate alone what gitpraffects the models herein by
frequently excluding areas between 26° N and 26° S.

Furthermore, when applying a data set depictingctraplete climatic variation
within the realized distribution of a species, lingits of all dimensions of its fundamental
niche are unlikely to be reached because some diamensions may have a wide-reaching
impact defining a large part of the native rangedbo (as the ‘minimum temperature of the
coldest month’ in the Slider). Likewise, others mhgve no impact. However, the
parameters without an actual limiting function ablle treated as limiting in CEM and
may exclude areas suitable for the target specaiesde the native range from a natural
history point of view.

Although the CEM approach may provide insight itite fundamental niche of a
species (PTERSON 2001; BTERSON and MEGLAIS 2001), it cannot provide a complete
picture and might be poor in choosing the relevdaterminants of distribution patterns.
Our results imply that parameters, which are uhedldo a species’ natural history and
physiology albeit congruent with its range limitge frequently used by the models as
proxies for a species’ climatic envelope. This lmees evident in comparing the predictive
performance of our models in the invaded range cdetpwith a random selection of
variables and a model derived from natural hiswiteria (Figures 2.2-5A, B). Only the
model considering explicit natural history traiesrformed significantly better than models
based on an equal number of randomly chosen vasdbigures 2.2-4C, 2.2-6C; also see
Appendix 2.2-S2). The vast majority of random med#il not capture the Slider’s actual
climate envelope although test statistics may ssiggereasonably high model quality.

Hence, the observed mismatches may be misintedoasteange shifts rather than as errors
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in the selection of variable (Figures 2.2-4A, B2-8A, B; also see Appendix 2.2-S2).
PETERSON and NakAzawA (2008) also found that the predictive power of eledin
respect of native and introduced distributions iemgly affected by the different
environmental data sets applied. These findings careggruent with our results, since
different sets of predictor variables have a ddfgrchance of capturing a greater or
smaller part of the niche dimensions restrictingpacies’ native range, thus explaining
their different prediction success.

Assuming a shift in the sliders’ fundamental nichenot necessary to explain the
range of invasive populations in CEM, as mismatdiets/een climate envelopes in native
and invasive ranges can simply be explained bychimece of variables in CEM. Before
any conclusions on niche shifts are made, an asgesf a species’ fundamental niche
should be addressed based on a mechanistic unaérgjaof the limiting factors of its
range. Our results indicate that such an understgraf causal factors is essential when
assessing the climatic suitability of a geograpmea or potential range shifts in past or
future scenarios.

Our study does not aim at a principle rejectionaofundamental niche shift
occurring during invasion processes (e.g. as stededsy BROENNIMANN et al. 2007;
FITzPATRICK et al. 2007). If in fact a niche shift had occdrie invasive populations of the
Slider, our conclusions would be based on the fatseimption of no niche shift. However,
assuming inappropriate model selection insteaddbfenshift (evolutionary response) in a
successful invader that has conquered large aredsdferent parts of the world within
about 30 years is a more parsimonious assumptgpecally in the light of all the
methodological uncertainties accompanying with CEMITH et al. 2006). This raises
some concerns about the simplistic approach ofyappfstandard datasets’ of predictors

in climate envelope modeling.

Conclusions

The mismatch between ‘very good’ (as defined bwe®, 1988) model
performance in a mere statistical sense and theeisaability to capture the climatic niche
of an organism is of particular concern. Selectbrariables must be conducted carefully
and needs to be fitted to the ecological and plggical characteristics of each species.
Unfortunately, the lack of physiological data fdretvast majority of species and the

application of ‘standard’ sets of environmental igbles make predictions for whole
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species’ communities and biodiversity loss questid® (e.g. MLcom et al. 2006;
THOMAS et al. 2004). Thus, future research should plaseeremphasis on the evaluation
of the physiological and ecological important cleéeastics which are important for each

single species instead of being content with dednstfrom distributional information.
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Introduction

Invasive species, as unanticipated experiments, pnayide valuable insights for
ecology and evolutionary biology including nicheaddcteristics (KzAk et al. 2008; &x
et al. 2008). Successful establishment of a noigembus species into a species
community depends on existing species richnesspettuars, predators, food availability
and human footprint on its climatic similarity coarpd to the source ecosystenmgEICH
1989; WLLIAMSON 1996). Here, GIS-based Climate Envelope Models MEEcan
provide an easy-to-use method to assess the pitdrdiribution (PD) of species derived
from their climatic niches (i.e. climate envelopds) recent years, the number of studies
using CEMs to assess PDs of species has explduegatidress past, present and future
distributions applying different climate scenar{esy. &sScHKE and SRAYER 2008). Also
it has been demonstrated how useful CEMs can béh#identification of climatically
suitable regions to species and hence for predidtie potential of invasive species (e.g.
PETERSON and MEGLAIS 2001; GOVANELLI et al. 2007; BSCHKE and SRAYER 2008;
RODDER et al. 2008; RDDER 2009).

When applying CEMs to project PDs of invasive spg¢n new regions, one has to
distinguish between the fundamental and realizexhas. As defined by BTCHINSON
(1957; 1978), a species’ fundamental niche reptestie complete set of environmental
conditions under which it can persist. The realizethe in environmental space is a subset
of the fundamental niche considering physical disglelimitations and biotic interactions
(e.g. competition, predation; Figure 2.3-1). Geltgraiche variables can be subdivided
concerning specific classes regarding the spatigdné in which they operate and if
competition may play a role or notd8&RON 2007). The Grinnellian class is defined by
fundamentally non-interactive variables, as climalated ones (RNNELL 1917),
whereby the Eltonian class focuses on biotic irtézas and resource-consumer dynamics
(ELTON 1927). The former operates on a coarse scale satigei main subject in CEM
approaches, while the latter can be measured at smales only and is commonly not
addressed in CEMs (BERON2007).

When calculating CEMSs, it is assumed that the raofg¢he target species is in
equilibrium with climate (&RAUJO and EARSON 2005) and that the climate envelope of the
studied species is conservative across space amel @WENS and RAHAM 2005;
PEARMAN et al. 2008). Evidence to which degree climateetpes are conservative is
ambiguous why the entire issue is currently undsyate. Several studies have tried to

assess the degree of niche conservatism, but maritgrgeneral conclusions are lacking
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(PEARMAN et al. 2008). One reason might be that strikirtifierent comparative methods
and null hypothesis were used to quantify and éefiithe conservatism (MZREN et al.
2008). ETERSONEet al. (1999), for example, assessed niche sityilavhich asks whether
CEMs derived from occurrences of one species predurrences of a second better than
expected under a null hypothesis that they prowvideinformation about one another’s
range. On the other handr&HAm et al. (2004) performed a test of niche equivalenc
asking whether the niches of two species are @ffdgtindistinguishable, i.e. more similar
than random (see alsoNKUFT et al. 2006; PENNINGER et al. 2007). Both tests of niche
similarity and equivalency contrast extremes withinspectrum of niche conservation
which might cause conflicting conclusions when gpy one or the other (ARREN et al.
2008).

Fundamental niche

Fundamental niche B

Accessibility Biotic interaction  Accessibility Biotic interaction

Fundamental niche D

Variable 1

“ariable 2

Wariable 3

* Realized niche

Accessibility Biotic interaction

Figure 2.3-1 (A) Relationships between fundamental niche, bioticeradtion and
accessibility in ecological space (afteuttHINSON 1957 as modified by GBERON and
PETERSON 2005); the realized niche (= conditions as obserwathin the realized
distribution) is indicated in grey and native spgscirecords as dots; (B) increase of
fundamental niche space resulting a an shift irr¢laéized niche; (C) better exploitation of
the fundamental niche after access into new a(Baglifferent degrees in limitation of the
realized niche between variables: variables 1-3aateally limiting the realized niche,
whereby the limits of the ‘relaxed’ variable 4 istmeached within the realized niche.
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Recently, several authors have found a mismatclveset species’ native and
invasive ranges in terms of climate envelopes (680OENNIMANN et al. 2007;
FITzPATRICK et al. 2007; BOENNIMANN and @QuISAN, 2008). It was suggested that niche
shifts during biological invasion may have takeagel what would seriously violate basic
assumptions behind many CEM applications. HoweREeTERSONand NAKAZAWA (2008)
showed that differences in predictive abilitiesGEMSs for invasive species are correlated
with the choice of environmental data sets involvBde authors pointed out that variable
selection is a crucial step, which can highly iefice CEM output. Climatic conditions in
different geographic regions may show variationmiany parameters including some
biologically meaningful ones actually restrictingetrange of a species under study and
some variables, which may have a weak or no imfiaoned ‘relaxed’ hereafter; Figure
2.3-1). Since different variable sets are likelycaver different parts of the environmental
niche space suitable to a species, differencesadigiive abilities of models are most
likely if a species occupies a different niche gpac its native and invasive ranges
regarding some (relaxed) variables involvedZFATRICK et al. 2008).

In this paper, we assess differences in climatehes in the native and invaded
ranges of the Mediterranean HousegedKenjidactylus turcicysin terms of commonly
applied climate variables in CEMs. We analyze whiahables are more conserved versus
relaxed (i.e. subject to niche shift). Furthermave,study the predictive power of different
sets of climate variables aiming at either compmeheness or minimalism of

temperature, precipitation and both temperaturepgedipitation combined.

Methods
Studied species

Some Old World House Geckos, gerttismidactylusReptilia; Gekkonidae)have
remarkably extended their distributions since thst Icentury (e.g. ARRANZA and
ARNOLD, 2006). There are more apparent cases of large rxtensions in these squamate
reptiles than in any other reptile group. Toddgmidactylus turcicyswvhich has its native
range in the Mediterranean basinO(/e 1981), is considered a widespread species
outside this region species and has also beerdintenl into the New World KRRANZA
and ARNOLD 2006).

The population density dfl. turcicus within the invasive range is generally high
(e.g., 544-2210 geckos han Edinburg, Texas 8cer 1986), and 478 geckos han
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Edmond, Oklahoma (@CcEeY and SoNE 2006)), but genetic exchange between populations
may be limited since diffusion dispersal abilitaae restricted in this species (about 5-20 m
per year; IoCcey and SONE 2006). On the other hand, jump dispersal causeztbigental
transport of adult geckos or their eggs by humansuggested to occur frequently since
high population densities are often associated Wighway arteries (Bvis 1974). The
species is suggested to be highly adaptive and@essful colonizer (e.g.EBCER 1986;
MESHAKA 1995).

First records of the Mediterranean Housegecko enNbw World were documented
in 1910 in Key West, Florida (fwLER 1915). In 1950, it had arrived at Brownsville, &ex
(DAvis 1974). Today, this House Gecko is widespread e gbuthern USA including
Alabama, Arizona, Arkansas, southern Californiayrigla, Georgia, Louisiana, Maryland,
Mississippi, Missouri, New Mexico, Nevada, Oklahgntouth Carolina, Texas, and
Virginia (Appendix 2.3-S1). In additio{. turcicushas been introduced into Panama and
Mexico (GoLLINS and RwIN 2000) and to Cuba 8iwARTzZ and HENDERSON1991).

Species records

We used 1,400 (1,173 native, 227 invasive; FiguBe22 georeferenced records of
Hemidactylus turcicusituated in unique grid cells from collectionskil to the Global
Biodiversity Information Facility (GBIF, 2007) anthe HerpNet (2007) databases;
literature data were added for complementation qaep. However, for model
computation, only those records within areas withfcmed reproduction were considered
(see Appendix 2.3-S1). Georeferencing was conductdetn necessary with the
Alexandria Digital Library Gazetteer
(http://middleware.alexandria.ucsb.edu/client/gdlziladex.jsp).

We used DIVA-GIS 5.4 (http://www.diva-gis.org;ddANS et al. 2002) to test the
accuracy of coordinates (Check Coordinates tookdiyparing the species records and an
administrative boundaries database at the smaltesdible level (state/country/city). This
information should be the same, and any mismatphasably reflect errors (BMANS et
al. 1999). In addition, we used altitudinal infotioa to spot likely errors in the coordinate
data when this information was provided with theorel data used. Altitude was compared
with an estimate of the altitude of the localitging the Extract Values by Points function
in DIVA-GIS.
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1000 km

Figure 2.3-2Hemidactylus turcicusecords in native European (A) and invasive Anaaric
ranges (B), used for model training.
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Climate data

Information on current climate was obtained frore iWorldclim database (version
1.4), which is based on weather conditions recotutdieen 1950 and 2000 with grid cell
resolution 5 minutes (BMANS et al. 2005; http://www.worldclim.org). It was ated by
interpolation using a thin-plate smoothing splifeobserved climate at weather stations,
with latitude, longitude and elevation as independ®riables (KWTCHINSON 1995; 2004).
Climate data include monthly mean variables of munn and maximum temperature and
precipitation. Based on these data, 19 so callextlimate’ variables (Table 2.3-1) were
calculated with DIVA-GIS 5.4. Bioclimate variabléswve been proven to be useful for
CEM approaches (e.gITZPATRICK et al. 2007, 2008; BFERSON and NakAzAwWA 2008;
WARREN et al. 2008) and are more useful than monthlyeslsince they are independent
from latitudinal variation. This becomes obviousemnhconsidering that the ‘maximum
temperature of the warmest month’ is more informeatio a warmth-dependent species
than the ‘maximum temperature’ of a specific morgince the same month at the same
time might not be the warmest within the entire gzaphic range of a species. With the
goal to compare conditions at native and invasioeidé Gecko records, we extracted all
19 bioclimate variables at each record and visedlithem using stripe plots computed
with XLSTAT 2008 (http://www.addinsoft.com).

Multi-co-linearity among predictor variables, eas expectable for the ‘minimum
temperature of the coldest month’ and the ‘minimi@mperature of the coldest quarter’,
may hamper the analysis of species-environmentioa&hips because ecologically more
causal variables can be excluded from models i€rotorrelated variables explain the
variation in response variable better in statistieams (HEIKKINEN et al. 2006). To
account for this, we selected in each set of vlesabither monthly or quarterly variables if
a priori we expected co-linearity.

CEMs derived from climatic conditions as observéchative and invasive gecko
records were separately computed for each bioclimatiable. Further, we selected nine
different sets of variables (Table 2.3-1): two setsnprising most bioclimatic variables
with exclusion of highly collinear ones (Compreh&asnont, Comprehensivguare), two
extreme minimalistic sets of variables (Minimwahn Minimum guare), Which aim on the
availability of water and energy, two sets desagbitemperature related parameters
(Temperatureonts TE€Mperaturguare), two sets describing precipitation related partanse
(Precipitation monts  Precipitation quare), One set comprising variables which combine

temperature and precipitation characteristics (doetbvariables).
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Climate Envelope Models

For CEM computation we used MaxEnt 3.2.19
(http://www.cs.princeton.edu/~shapire/MaxeniilRiPs et al. 2006), a machine learning
algorithm for species PD models with environmeptaldictors. In multiple tests, MaxEnt
generally revealed better results than comparalelthods (EITH et al. 2006; HIKKINEN
et al. 2006; W&z et al. 2008). The general concept behind MaxEtd fnd a probability
distribution covering the study area that satisfeesset of constraints derived from
conditions at species presence. Each constraintiresqthat the expected value of an
environmental variable or a function thereof mustviaithin a confidence interval of its
empirical mean over the presence records. The gmogihooses the distribution that is
closest to uniform and therefore maximizes entr@yNEsS 1957) within all distributions
that satisfy the constraints as any other choicelldvaepresent constraints on the
distribution that are not justified by the data{RiPs et al. 2006).

Runs used herein were conducted using the defalues for all program settings.
Background points were randomly chosen within tteaanclosed by a minimum convex
polygon comprising all native (likewise invasivespectively) records. MaxEatlows for
model testing by calculation ofi¢ area under the receiver operation characteristiove
(AUC) based on training and test data, which regreghe ability of the model to
distinguish presence data from background data.(Ps et al. 2006).

Niche overlap, similarity and equivalency

We compared climate envelopes in terms of potemlistributions quantitatively
with SCHOENERS (1968) index for niche overlaD] (e.g. WARREN et al. 2008). This
index allows for a quantification niche similaribetween two probability distributions
over geographic space:

1

D(px’ py)zl_zz px,i_ pyl‘

wherebypy; andpy,; each denote the probability assigned in the CEMsf@cies X and Y
to grid celli. D values range from 0 (niche models have no ovettaf)(niche models are
identical). Schoener® was originally developed for values reflectingatale use of
particular microhabitats or prey items. Althoughhds been proposed to be useful in
comparisons of potential distributions there is assurance thapy; (and py;) are

proportional to local species density or any othezasure of relative use in CEMs
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(WARREN et al. 2008). For this reason, these authors gexpthe Hellinger distancel) to
be used in addition, defined as

H(px,py)=\/iZ(Jp_m—JE)2

Since H ranges from 0 to 2, a modification approaching Eheange, i.e. from 0 (no

overlap) to 1 (identical), according to
1
1 (Py: Py) =1=2H (P, py)

was suggested by M#ZREN et al. (2008). We evaluated the significancdand| values
with null models regarding niche similarity and a@lency (WARREN et al. 2008).

For niche equivalency we applied a randomizatishads proposed by M#REN et al.
(2008) that relies on the metri€& andl. For the native (@) and invasive occurrences
(ninv) We created 100 pseudoreplicate datasets by rdgdmartitioning the pooled sets of
Nhat + Nipy OCCurrences into sets of sizgynand r,,. CEMs were created from each
pseudoreplicate and compared udihgndl. The observe® andl values were compared
to the percentiles of these null distributions ioree-tailed test to evaluate the hypothesis
that niche models for native and invasive recordgewot significantly different. The test
allows for an assessment of niche conservatism Biriatest sense: i.e. the effective
equivalency of the climate niche in the native andsive ranges. It is expected to be only
met if native and invasive populations of one spedolerate exactly the same set of
climatic conditions and have the same set of enmrental conditions available to them.

In order to assess niche similarity, we again wseghdomization test of WRREN et
al. (2008). This test compares the actual simylasit CEMs based on native records in
terms ofD andl values to the distribution of similarities obtainegl comparing them to a
CEM obtained by randomly choosingytells from among the cells in the stualga of
the invasive records. The same procedure was peefbin both directions (invasive <->
native records) 100 times to construct an expedigtdbution ofD andl values between a
CEM generated using actual occurrences and oneaeddrom random background data
points. As background, we defined the area withmi@mum convex polygon comprising
all native (or invasive) records, respectively. S@eull distributions served as two-tailed
test to assess the following null hypothesis: messmiche overlap between native and
invasive ranges is explained by regional similesitior differences in available habitat.
This hypothesis is rejected if the actual similafdlls outside the 95 % confidence limits
of the null distribution. Significantly higher vada suggest that CEMs are more similar
than expected by chance and lower values indicatatey differences, whereby the
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difference between the observed and closest valuthe null distribution may be a
quantitative measure. Computations Bf I, niche similarity and equivalency were

performed with a Perl script also used byRKEN et al. (2008).

Results
Bioclimatic conditions at native and invasive reder

Figure 2.3-3 summarizes bioclimatic conditions ative and invasive records of
Hemidactylus turcicusThe ranges of the ‘mean temperature of the wetjearter’,
‘precipitation seasonality’, and ‘precipitation die coldest month’ at invasive records
completely fell within the ranges observed at ratigcords. Ranges of the ‘annual mean
temperature’, ‘mean monthly temperature range’,Ximaim temperature of the warmest
month’, ‘mean temperature of the warmest quartarinual precipitation’, ‘precipitation
of the wettest month’ and ‘precipitation of the test quarter’ exceeded the conditions as
observed at native records only slightly or the hanmof exceeding records was relatively
low. High proportions of the ranges of ‘isothermdli ‘temperature seasonality’,
‘minimum temperature of the coldest month’, ‘tergiare annual range’, ‘mean
temperature of the wettest quarter, ‘mean tempegatof the coldest quarter’,
‘precipitation of the driest month’, ‘precipitatiaf the driest quarter’ and ‘precipitation of
the warmest quarter’ at invasive records well ededethose observed at the native

records.

Single variables: niche overlap, similarity and aglency

Table 3.2-2 provides results of the niche overtamjlarity and equivalency testd.
values ranged from 0.38 to 0.76 andalues from 0.60 to 0.84 (i.e. always higher Ehe
values). Highest niche overla (> 0.70; 1 > 0.80) was found in the ‘minimum
temperature of the coldest month’, ‘precipitaticsasonality’ and ‘precipitation of the
coldest quarter’. Lowest overlap (< 0.50;1 < 0.70) was detected in the ‘annual mean
temperature’, ‘mean temperature of the wettesttquatmean temperature of the warmest
guarter’ and ‘precipitation of the warmest quartdrfalues of the other variables were
intermediate. The hypothesis of niche equivalenayg vejected in all cases.

79



Section2ructure of climate niches
2.3.Hemidactylus turcicus

annual mean temp [TC] mean month temp range [C] isothermality temp seasonality
30 20 80 1000 e
— = =
20 = 15 = 60 700 =
10 1 10 . 40 . 400 ——
0 5 20 100
nat inv nat inv nat inv nat inv
max temp warmest month [C] min temp coldest month [C] temp annual range [C] mean temp wettest quarter [C]
— 40 1 35
—_— f— — — =
40 R = 15 — — — - e
= = = . ._ _
5
N || = = i
30 — = =
— -5 = 20 = 5 =
20 -15 10 -5
nat inv nat inv nat inv nat inv
mean temp wettest quarter [C] mean temp warmest quarter [C] mean temp coldest quarter [C] annual prec [mm]
35 N 25 2500
= _— 30 —_— 20 -
25 . — = s - 2000
—— ——} 1500 |
15 — = 2 10 = =
—_— 5 1000 —— =
5 —_— 20 — - = —
e == f— 0 f— = 500 =
_5 15 _— _5 — 0 —_— —
nat inv nat inv nat inv nat inv
prec wettest month [mm] prec driest month [mm] prec seasonality prec wettest quarter [mm]
120 250 — 1000 R
400 —_—
100 — = 200 800 —
300 JR— 80 — |} 150 600 J— f—
— prm— 60 — — — — _!
200 = —] = = 100 = = 400 —| =
- 40 = = = =
Y = = P . = ; = 20 =
0 - - 0 — 0 — o —_
nat inv nat inv nat inv nat inv

400

300

200

100

prec driest quarter [mm]

S
=3
S
<

800

600

400

200

prec warmest quarter [mm]

nal inv

E

600

400

200

prec coldest quarter [mm]

S
8
5
<

Figure 2.3-3 Comparison of bioclimate variable scores as olesk@at native (nat) and
invasive (inv) records dflemidactylus turcicus

Results from the niche similarity test based oniveatecords compared to the
invasive background revealed that climatic condgiaescribed by nine parameters were
more different and eight more similar to those exge by chance when applying bddh
and | measures (Table 3.2-2). Two tests applyingand three applying revealed no
significant results. Greatest differenc& X + 0.20;1 > + 0.10) to the null distributions

were found in the ‘minimum temperature of the cetdmonth’ and a small differences
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only D < £ 0.02;1 < + 0.02) in the ‘mean temperature of the coldesrg’. Results
based on invasive records compared to the natiogbaund revealed that climatic
conditions described by nine parameters were mifiereht and only three more similar
to those expected by chance when applying both unesagTable 3.2-2). One test applying
D and four applying revealed no significant results and in three cakesbackground
tests revealed contraindicating results @oandl. Greatest difference®(> + 0.20;1 > +
0.10) to the null distributions were found in tim€an monthly temperature range’ and the
‘mean temperature of the warmest quarter’. Smédinces onlyd < + 0.02;1 <+ 0.02)
were detected in the ‘mean temperature of the stetpearter’, ‘precipitation of the driest
month’, ‘precipitation of the wettest quarter’ afptecipitation of the coldest quarter’.
Those variables showing a relatively high degreesiafilarity of native and invasive
ranges were tentatively more similar to those etguedy random (e.g. ‘minimum
temperature coldest month’, ‘precipitation coldgsarter’; Table 2.3-2) when compared to
those showing low overlap (Figure 2.3-4), althoulis relationship was not significant
(R®<0.1).

CEMs computed with sets of variables

Figures 2.3-5 and Appendix 2.3-S2 show crosswisgptions of climate envelopes
developed with the nine sets of variables, and &&B-1 summarizes the importance of
variables in each set of variables. We receiveceleert AUC values in all models
following the classification accuracy ofw&Ts (1988) (Table 3.2-2). Models computed
with monthly and quarterly temperature and preatphn variables were highly coincident
(see Figures 2.3-5 and Appendix 2.3-S2; Table 2.348dels obtained from the data sets
‘Comprehensive’ and ‘Combined variables’ widelyiddi to predict the invasive (likewise
native) range in crosswise projections. Those cdatpwith the data sets ‘Minimum’
captured comparatively higher proportions whemediwith native records, but not when
trained with invasive records. Models resultingnirehe variable sets ‘Precipitation’ and

‘Temperature’ performed intermediated, but freqlyeover-predicted the ranges.
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Figure 2.3-4 Niche overlap in terms oD and| values and distance to expected null
distribution of the 19 bioclimate parameters anatlyfor details see Table 2.3-1).

Sets of variables: niche overlap, equivalency andlarity

D Values observed in models computed with nine setsudables ranged from 0.12
to 0.55 and values from 0.44 to 0.71 (i.e. higher tHarvalues; Table 2.3-3). High niche

overlap D > 0.50; 1 > 0.70) was observed between CEMs received from tiiee

‘Precipitation’ data sets, whereby lowest overlBp<(0.15;| < 0.45) was detected using

the ‘Comprehensive’ data sets. The hypothesis dfieniequivalency was rejected in all
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Figure 2.3-5 Crosswise projections of climate envelopes dewwdowith variable sets
‘Comprehensive’, ‘Minimum’, ‘Precipitation’, ‘Tempature’ and ‘Combined variables’.
Arrows indicate direction of projections, i.e. chie envelopes were developed based on
records within one area and projected into therothe
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Table 2.3-1Bioclimatic parameters, sets used for Climate Epe Model generation and relative contributionpafameters in final models
[%]. Data sets are referred to as Comprehensimg(1), Comprehensivguarer(2), Minimum monin (3), Minimum guarer(4), Temperatur@ontn (5),
Temperaturguarer(6), Precipitationonn(7), Precipitationuare{8), Combined variables (9) in the text.

Source of variation Abbreviation Data set, nat O inv

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
annual mean temperature Bio 1 1083 38.729.930.7 26.1 41.640.749.342.1 60 59.1
mean monthly temperature range Bio 2 22561 25.528.4 0.5 0.7 13.1 17
isothermality Bio 3 1714 7.9 6.6 0.1 0.2 05 15
temperature seasonality Bio 4 129.1 13.818.4 19 14 2 24
max temperature warmest month Bio 5 1.1 127 2.7 4.2 2.7 19.9
min temperature coldest month Bio 6 45 422 15.9 0.5 0.7 1.8
temperature annual range Bio 7 134 3.5 0.6 0.7 2.7
mean temperature wettest quarter Bio 8 245 19619 1.9 18.5
mean temperature driest quarter Bio 9 1004 40.90.7 1 32.5
mean temperature warmest quarter  Bio 10 1.7 25.2 5.6 10.5 12.8 19.8
mean temperature coldest quarter Bio 11 0.1 35.6 15 0.6 1.6 0.3
annual precipitationipitation Bio 12 0.40.3 4.1 6.9 29.127.5 06 4 49 8.6 20.637.7
precipitation wettest month Bio 13 0.2 2 8.6 13.5 11.6 51.9
precipitation direst month Bio 14 0.2 0.2 41.9 15.3 30.8 20
precipitation seasonality Bio 15 0.10 20.422.3 1.2 0.6 74 8
precipitation wettest quarter Bio 16 01 1.7 12.2 1.3 1 10.4
precipitation driest quarter Bio 17 0.2 07 39 22.6 33.9 44
precipitation warmest quarter Bio 18 1213.9 15.25.8 6.7 26.3
precipitation coldest quarter Biol1l9 119.4 243115 7.1 22.6




Table 3.2-2 AUC values per model, niche overlap in termsladnd D values and assessment of niche similarity andvatgncy via
randomization tests (see text). Significant valofesiche equivalency are indicated with asterisiss= p > 0.05; * 3o < 0.05; ** =p < 0.01; obs

= observed significance level; nat = native; ininwasive; dNO = minimum difference between nulltdimition and observed overlap; values
where overlap > dNO are bolt, values where oveslaplO are italicized.

Source of variation Model fit D [

AUC,a, AUC,, Overlap Similarity Overlap Similarity

ob$a dNGw Obsw dNQn obsay dNG, obs, dNQn
annual mean temperature 0.935, 0.898 0.4#0.01 -0.08 <0.01 -0.13| 0.68* <0.01 -0.05 <0.01 -0.03
mean monthly temperature range 0.786, 0.757 0.520.01 0.15 <0.01 -0.26 | 0.68* <0.01 0.09 <0.01 -0.10
isothermality 0.850, 0.770 0.57** ns - <0.01 -0.17 | 0.70** ns - <0.01 -0.07
temperature seasonality 0.894, 0.746 0.59¢0.01 0.11 <0.01 -0.21| 0.74* <0.01 0.06 <0.01 -0.06
max temperature warmest month 0.858, 0.886 0.5406.01 -0.12 <0.01 -0.07| 0.71* <0.01 -0.07 <0.01 -0.03
min temperature coldest month 0.877, 0.804 0.7&0.01 0.23 <0.01 -0.08 | 0.80* <0.01 0.12 ns -
temperature annual range 0.867, 0.746 0.6620.01 0.17 <0.01 -0.21| 0.76* <0.01 0.08 <0.01 -0.11
mean temperature wettest quarter 0.819, 0.830 0.430.05 - <0.05 - 0.60** <0.01 -0.01 <0.01 -0.01
mean temperature driest quarter 0.903, 0.798 0.6¥*0.01 0.04 <0.01 -0.16 | 0.76** <0.01 0.03 <0.01 -0.07
mean temperature warmest quarter0.917, 0.902 0.41*<0.01 -0.18 <0.01 -0.21| 0.65* <0.01 -0.11 <0.01 -0.10
mean temperature coldest quarter 0.923, 0.844 0.660.01 0.02 <0.01 -0.05| 0.76** <0.05 - <0.05 -
annual precipitationipitation 0.750, 0.820 0.62% 0.01 -0.07 <0.01 -0.05| 0.76** <0.01 -0.03 <0.01 0.01
precipitation wettest month 0.705, 0.840 0.63®¥0.01 -0.08 <0.01 -0.01| 0.78%* <0.01 -0.03 <0.01 0.01
precipitation direst month 0.817, 0.800 0.65%0.01 -0.04 <0.01 0.01 | O0.77** ns - ns -
precipitation seasonality 0.747, 0.676 0.75** ns - <0.01 -0.07 | 0.84** ns - <0.01 -0.04
precipitation wettest quarter 0.722, 0.800 0.68¢0.01 -0.06 ns - 0.81** <0.01 -0.02 <0.01 0.02
precipitation driest quarter 0.818, 0.836 0.63¥0.01 -0.10 <0.01 0.01 | 0.75* <0.01 -0.02 <0.01 0.04
precipitation warmest quarter 0.872,0.782 0.38%0.05 - <0.01 -0.03| 0.61** <0.01 -0.01 ns -
precipitation coldest quarter 0.817, 0.785 0.76¥0.01 0.05 <0.01 -0.02 | 0.82** <0.01 0.03 ns -




Table 2.3-3AUC values per model, niche overlap in term$ ahdD values and assessment of niche similarity andvatgricy via randomization
tests (see text). Significant values of niche egjency are indicated with asterisks; ns = p > 0%085;p < 0.05; ** =p < 0.01; obs = observed
significance level; nat = native; inv = invasivéy@= minimum difference between null distributiomdaobserved overlap; values where overlap >
dNO are bolt, values where overlap < dNO are 1izdd.

Variable set Model fit I D
AUC,,, AUCi,, | Overlap Similarity Overlap Similarity

obsas dNG,y o0bs,w dNQn obsy dNG o0bs, dNQO.
Comprehensiveonit 0.990, 0.982 0.44** <0.01 0.01 <0.01 0.03 0.12** < 0.05 - <0.01 0.01
Comprehensivgyarte 0.989, 0.983 0.44** <0.01 0.01 <0.01 0.03 0.13** <0.05 - <0.01 0.02
Minimum mont 0.981, 0.973 0.56** <0.01 -0.01 <0.01 0.02 0.29** <0.01 -0.03 ns -
Minimum guarte 0.980, 0.973 0.57** <0.01 -0.07 <0.01 0.04 0.31* <0.01 -0.17 <0.01 0.02
Temperatureoni 0.985, 0.959 0.57** <0.01 0.01 <0.01 -0.04 0.32** <0.01 0.02 <0.01 -0.11
Temperaturguare 0.985, 0.950 0.58** <0.01 0.02 <0.01 -0.07 0.38** <0.01 0.07 <0.01 -0.22
Precipitationmont 0.927,0.918 0.70** ns - <0.01 0.01 0.52** < 0.05 - ns -
Precipitationyyarte 0.902, 0.918 0.71* ns - <0.01 0.01 0.55** < 0.05 - <0.01 0.05
Combined variables 0.983, 0.962 0.51**<0.01 0.01 <0.01 0.03 0.26* <0.01 0.02 <0.01 0.02
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Results from the niche similarity test based oniveatecords compared to the
invasive background revealed that climatic condgiaescribed by the ‘Comprehensive’,
‘Temperature’ and ‘Combined variables’ sets wereersmilar and those described by the
‘Minimum’ variable sets were more different to tkosxpected by chance when applying
both D andl measures (Table 3.2-3). The ‘Precipitation’ datts sevealed no significant
results regardingvalues, but were more different regardidgalues at a significance Bf
< 0.05. Greatest differences to the null distribogi were found in the data set ‘Minimum
quarter, Whereas only small differences were observedhi@ others. Results based on
invasive records compared to the native backgrowewegaled that climatic conditions
described by the variable sets ‘Temperature’ areenddferent than expected by chance
when applying both measures (Table 3.2-3). TwostegiplyingD values revealed no
significant results (Minimunmont, Precipitationmont) but were significantly different with
respect tol values. The greatest differences to the null idistions were found in the
variable sets ‘Temperature’. Only small differen@@s< + 0.05;1 < + 0.03) were detected

among the other sets.

Discussion

Our results clearly indicate that the degree ofseovatism of the climate niches of
Hemidactylus turcicuyaries among predictors and variable sets applibd. study was
based on comprehensive occurrence data from adinegn which this gecko is present in
Europe and North and Central America, providin@laust basis. Results presented herein
have important implications for studies on biol@jicmvasion, impact of climate change
and niche evolution.

Which circumstances may facilitate establishmentirofasive populations and
subsequent shifts in ecological niches? Release dmmpetitors, pathogens or predators is
one of the most commonly invoked explanations ler éstablishment and proliferation of
invasive populations (e.g.aCAUTTI et al. 2004). Although some native species haes be
observed to predate on the Mediterranean Housegiecks invasive range, the gecko
generally occupies a niche that offers little cotitfa with native species €RCER 1986).
Therefore, reduction of biotic stress may havelitated initial establishment of invasive
populations. However, today several other, morentg introduced geckkonid species
compete withH. turcicusin some regions. For instance, at Port of Galvesi@xasH.

turcicus apparently has been replaced by the recently inted lizard Cyrtopodion
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scabrum (KLAawiNskl et al. 1994).Hemidactylus turcicuss also declining in southern
Florida due to interspecific competition with thengenericdH. garnottiandH. mabouia
(MESHAKA et al. 1994).

It was suggested that climatic suitability may havetrong impact on competition
success, especially in ectotherms (e.gDBRER et al. 2008). Our CEMs based on the
variable sets suggest a relative low climatic ity for H. turcicusin Florida, mainly
caused by higher precipitation compared to itsveatange. Climatic suitability foH.
mabouiais much higher than foH. turcicusin Florida, making it more vulnerable to
interspecific competition (BODER et al. 2008). This well supports the findings of
MESHAKA et al. (1994).

Niche conservatism versus niche shift

HoLT et al. (2005) theorized that evolution of envir@mtal tolerance may be most
likely if a species is introduced into a novel eomment marginal to its tolerance.
Interestingly, earliest observations of establishgapulations of the Mediterranean
Housegecko were reported from Key West, FloridaEER 1915), which is characterized
by our models computed with sets of variables agraa with the most different climate as
present in the native distribution. Differences arainly caused by Florida being wetter
what may indicate that parameters related to pitatipn are biologically less important
than those related to temperature. On the othed, f@ssible lack of competition during
initial establishment may have caused advantadgewial for population establishment
despite adverse circumstances.

Our results clearly indicate varying degrees ofsesumatism of climatic niches among
predictors and variable sets appliedHnturcicus Given the complex nature of climatic
niches, it might be reasonable to assume varyiggegs of conservatism among predictor
variables. Niches may be conserved along some@magntal axes but not along others
(FITzPATRICK et al. 2008). Observed niche shifts may be eiétssigned to shifts in both
the fundamental and the realized nichesa@AN et al. 2008; Figure 2.3-1B) or to shifts
in the realized niche only (e.g. due to extendexksaibility or due to relaxation of biotic
constraints; Figure 2.3-1C). Since the realizedhaiis a subset of a species’ fundamental
niche (HUTCHINSON 1957; 1978), the likelihood of a given variablebi classified by our
approach as conservative is expected to depentheoldgree its realization covers the

species’ fundamental niche (Figure 2.3-1D). If ttemlized niche covers the entire
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fundamental niche, shifts per se have to be coreidas an evolutionary response
accompanied by novel adaptations. Shifts in thézezh niche may occur more easily if
the fundamental niche is only in part realized spacies’ actual geographic range (relaxed
variables; Figure 2.3-1 D).

Habitat selection versus background effects

Rejection of the null hypothesis in the niche samil test indicate that the observed
niche difference between native and invasive pdjuia is a function of habitat selection
and/or suitability rather than an artifact of thedarlying environmental difference
between the suit of the habitats available. If assumes that the degree of difference
between the observed overlap and the null disiohuis correlated with the degree of
habitat selection, it is possible to identify atenesting tendency: those variables showing
a relatively high degree of similarity within theative and invasive range are also
tentatively more similar than expectable by chaeg. ‘minimum temperature coldest
month’, ‘precipitation coldest quarter’) comparedtthose showing limited overlap (Figure
2.3-4). This may indicate that these variables l@dogically more important foH.

turcicus

Methodical caveats

Generally, relaxed variables should be a poor ptedifor a species’ realized
distribution in statistical terms. Environmentalnddions, as observed at the training
records, should exhibit minor contrast to backgpoints only (if any), whereby such
contrast is expected to be high when applying aweskevariables. In turn, this should
result in lower AUC values in CEMs computed withexed variables compared to those
derived from conserved ones. However, our resudtaived from models developed with
single variables indicate right the opposite patté&kUC values slightly decreased with
increasingd andl values (Table 3.2-3, Appendix 3.2-S3).

The fit of models based on our data sets includmdfiple predictors was generally
superior to models computed with single variabM®svel machine-learning algorithms for
presence-only applications, such as Maxent, assessxplanatory power of each variable
used for model building (i.e. the ability to digjinsh conditions observed at presence

records form those obtained from random backgrquuidts). Thereby, they address the
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issue of possible over-restriction of PDs by lowgrihe importance or excluding variables
from the model, which are less suitable for a cttara&ation of the observed distribution
pattern compared to other variables. However, wechthat variable importance varied
remarkably in our CEMs trained with native or invasrecords as well as the data sets
applied (Table 3.2-1). There may be two explanati¢h) the different sets of background
data available within the native and invasive ranggch provide different contrasts during
model training and (2) poorer models may tentayivblaracterize a relatively large area as
suitable in contrast to highly accurate models.tTimaurn, may result in a better chance to

detect a high degree of conservatism in terni3 ahdl values comparing poor models.

Conclusions

Our results indicate that the selection of variahlevolved can highly influence
CEM results. When analyzing niche conservatism WHEM approaches, as proposed by
WIENS and RAHAM (2005) and VMRREN et al. (2008), different sets of conservative
predictors should be applied in order to evaluateability. Results need to be critically
evaluated and interpreted with caution, wherebysssents of models developed with
single variables may facilitate their interpretatmf results.

It was suggested byR®ENNIMANN and GuisAN (2008) that training models with
records from both the native and invasive ranges iogprove the model output by
incorporating more information on the target spg€cfandamental niche. Although this
approach clearly provides some advantages, sélietimay be one major drawback: the
possible incorporation of relaxed variables. Thigynimit the predictive ability of the
model when projected into different areas or clenatenarios. Therefore, for invasive
species, we recommend a throughout assessmene afpities’ ecology and degree of
conservatism among predictor variables by compagiimgatic properties of the native and
invasive range. Final models should be based otodaally important and more
conserved variables to avoid over-restrictive prains. A set of rather few variables

should be preferred.
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3.1. Predicting the potential distributions of two alien invasive
Housegeckos (Gekkonidae: Hemidactylus frenatus, Hemidactylus
mabouia)®

© William Flaxington Hemidactylus frenatu@) andH. mabouia(B)

® This part was published Morth-Western Journal of Zoolog)(2): 236-246.

The work reported in this chapter was conductedoifaboration with MRCo SOLE from
the Universidade Estadual de Santa Cruz, Departamtn Ciéncias Bioldgicas, Ilhéus,
BA, Brazil, and WOLFGANG BOHME from the Herpetology Department, Zoologisches
Forschungsmuseum Alexander Koenig, Bonn, Germany.
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Introduction

Globalization has led to a heightened spread @nainvasive species, a leading
anthropogenic disturbance with far-reaching impiarzss (NAEEM et al. 1995). Invasive
species can alter mutualistic relationships, comtgudynamics, ecosystem function and
resource distributions (MoNEY and GQELAND 2001). They can cause extinctions affecting
thereby local and global diversity @CLINS et al. 2002; VTOUSEK et al. 1996).

Within the Squamata, sont¢éemidactylusgeckos Klemidactylus mabouié@MOREAU
DE JONNES 1818), H. turcicus LINNAEUS, 1758, H. brookii GRAY, 1845, H. frenatus
SCHLEGEL 1836,H. garnotii DUMERIL and BBRON, 1836,H. persicusANDERSON 1872,
H. flaviviridis RUPEL, 1835 andH. bowringii GRAY, 1845) have largely extended their
ranges during the last century (e.gARBANZA and ARNOLD 2006). They have more
apparent cases of larger range extensions tharotugy reptilian groupHemidactylus
frenatus which has its native range in tropical Asia ahé tndo-Pacific (@SE et al.
1994), andHemidactylus maboujavhich has its native range in Central and EasicAf
are especially widespread ARRANZA and ARNOLD 2006). Hemidactylus frenatufas
already colonized many pacific islands, Floridanttad America and the Venezuelan coast
(e.g. QxsE et al. 1994; MsHAKA et al. 2004). Invasive populations bfemidactylus
mabouiaare currently well distributed in West Africa, aller the Caribbean AN BUURT
2006), South America @LI 2005; RUENMAYOR et al. 2005) and Florida (B8HAKA et al.
2004). Although most common in urban areas, itse abundant in natural environments
of several biomes, e.g. within Brazil 0.1 2005; \VANZOLINI 1968a,b; ZMPROGNO and
TEIXEIRA 1997). Both species are very adaptive and effedolonizers (e.g. BNFIGLIO et
al. 2006; G@sE et al. 1994; BENMAYOR et al. 2005), widely distributed in tropical regs
and may have reached South America by both nattaasmarine colonization (KIGE
1969) and human-mediated colonizatiomREANZA and ARNOLD 2006). The latter is
suggested by virtually no genetic variation ovegithhuge range and their presence in
many coastal urban areasaRANZA and ARNOLD 2006). Sympatric populations of both
are rare and known only from Florida §8HAKA 2000; KrYsko et al. 2003), Colombia,
Costa Rica (GBIF 2007), and Madagascar (GBIF 2@ Aw and VENCES2007).

On occasion, the introduction dfi. frenatusand H. mabouiahad devastating
consequences for native species independent frastypss such as small and large
species, diurnal and nocturnal taxa, as well spewigh parthenogenetic and sexual
reproduction.Hemidactylus frenatuss displacingLepidodactylus lugubri®umeERIL and
BiBrRON, 1836andH. garnotii on a global scale (GE et al. 1994; PTREN et al. 1993;
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PETREN and Q\se 1995; Da\me and RETREN 2006), andH. mabouiais competing with
Hemidactylus angulatublALLOWELL, 1852 in Cameroon @ME 1975), Gymnodactylus
darwinii (GRAY, 1845) in Brazil (EIXEIRA 2002; 2MPROGNO and TEIXEIRA 1997), with
Phyllodactylus martinLIDTH DE JEUDE, 1887 andGonatodes antillensisIDTH DE JEUDE,
1887 in Curacao and Bonaire AW BUURT 2006), and with Gonatodes vittatus
(LICHTENSTEIN, 1856) andThecadactylus rapicaudg@HouTTuYN, 1782) in Venezuela
(FUENMAYOR et al. 2005), respectively. The arrivaltef frenatusin the Mascarene Island
decimated six species dactus geckos, and three of them are now considered to be
entirely extinct (A&RNoLD 2000; @LE et al. 2005). Considering these possible
consequences of invasion, an assessment and iclintii of regions with a high invasion
potential is necessary for effective conservati@amiping.

Ecological niche-modelling is a good tool to asgastential geographic distributions
of species derived from their climatic niches (tdte envelope’; GiSAN and THUILLER
2005; HITH et al. 2006), providing in some cases additionfdrmation for conservation
planning strategies and selection of protectiomas(e.g. BGANATHAN et al. 2004; YBUNG
2007). Ecological niche modelling has also beeriego the prediction of the invasive
potential of non-native species (e.g\PEs and ETERSON2003; ETERSONand MEGLAIS
2001; RceToLA et al. 2007). Such approaches relay on the assumfiat climatic
tolerances of species are the primary determinaihtieir current distributions and that
climatic niches are rather conservative, at leagtinvevolutionary relatively short time
frames (e.g. some hundreds to thousands of yeags)WENS and GRAHAM 2005).

Herein, we want to (1) identify areas potentiallyitable for the geckos using a
climate envelope approach, (2) predict their paaémtistribution (PD) for 2100 under a
climate change scenario, and (3) try to assesssympatric populations of both species

are rare.

Material and methods
Species records

We used 456 georeferenced recordsiofrenatusand 279 georeferenced records of
H. mabouiataken from collections linked to the Global Bioelisity Information Facility
(GBIF 2007), the HerpNet (2007) database, anddidig the Instituto H6rus (2007).
Literature data was added for complementation mepo(BHME 1975; GAw and
VENCES 2007; FUENMAYOR et al. 2005). Georeferencing was conducted wheessary
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with the Alexandria Digital Library Gazetteer
(http://middleware.alexandria.ucsb.edu/client/gdlziftadex.jsp). All data was checked in
the DIVA-GIS software (HWMANS et al. 1999; 2002) for bias and errors.

Climate data

For information on current climate, we used the Mim database, version 1.4,
based on weather conditions recorded 1950-2000, spitial resolution approximately 1 x
1 km (HimANs et al. 2005). It was created by interpolation gsinthin-plate smoothing
spline of observed climate at weather stationsh Jatitude, longitude and elevation as
independent variables (HCHINSON 1995; 2004).

Projected climate data we used go back tefy et al. (2003) and G/INDASAMY et
al. (2003) who ran the Community Climate Model I{@3) developed by the National
Center for Atmospheric Research (NCAR) at aboutx580 km? spatial resolution to
simulate conditions at doubled atmospheric levdlSC®, compared to pre-industrial
conditions, as is expected for approximately thar Y400. These future data were rescaled
to a spatial resolution of approximately 1 x 1 Koy2HiaMANS and GRAHAM (2006) and
presently represent the highest available spatsblution for future global climate data
(HumANS et al. 2005). Both present-day and future clinddéa sets were downloaded
from the DIVA-GIS homepage (http://www.diva-gis.prgccessed 15 May 2007) and
included the following 36 monthly mean variablesnimum temperature and maximum
temperature, and precipitation.

Based on the climate data mentioned, so calledclimate’ variables can be
calculated with DIVA-GIS 5.4 (http://www.diva-gisg downloaded 15 May 2007,
HiuMANS et al. 2001). For our models we selected the anmealn temperature, maximum
temperature of the warmest month, minimum tempegatd the coldest month, annual
precipitation, precipitation of wettest month, apdecipitation of the driest month
representinga set of parameters, which describe the availgfitwater and energy and

the species tolerances regarding these parameters.
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Climate Envelope Models

For CEMs, MaxEnt 3.2.1 @rLLIPS et al. 2004, 2006;
http://www.cs.princeton.edu/~shapire/Maxent; dowdkxh 15 March 2008) was used, a
machine learning algorithm for species PD modelth winvironmental predictors (e.g.
climatic layers), which reveals better results ttamparable methods (EH et al. 2006;
HEIKKINEN et al. 2006), especially when the number of datmtpas relatively few
(HERNANDEZ et al. 2006).

Maxent allows for model testing by calculation bétarea under the ROC (receiver
operation characteristic) curve (AUC)HELIPS et al. 2006). Therefore, we (1) selected 25
% random test points out of each data set for #ieven distribution and we (2) run the
model using all records within the native distribatof the species as training points and
used the records where they are invasive as tasispdhe second approach allowed us to
test for the predictive power for invasiveness af models. The MaxEnt results were
imported into DIVA-GIS as *asc files for further @gsis.

We assessed the degree of overlap in the climatelage betweeid. frenatusand
H. mabouia comparing the MaxEnt probabilities at each recordsswise, e.g. we
extracted the MaxEnt probabilities Bf frenatusat the locations whend. mabouiawas
recorded, respectively. This procedure allowedousssess if the two species can occur in
microsympatry and if they can, the identificatidnndnich species can cope with a broader
climatic diversity within the PD of the other. Thdann-Whitney-U test was used to
compare the results and box plots to visualize th&lincalculations were conducted with
XLSTAT 2007 (www.adinsoft.com).

Results

Using 25 % random test points out of each datdosdesting we received excellent
AUC values H. frenatus test AUC = 0.969; training AUC = 0.968; mabouiatest AUC
= 0.955; training AUC = 0.938), following the cl#&sation accuracy of WETS (1988).
Running the model using only records within theiveadistribution of the species and
using the records where the species are invasitesapoints, we received also ‘excellent’
AUC values H. frenatus test AUC = 0.941; training AUC = 0.96M; mabouiatest AUC
= 0.959 ; training AUC = 0.942). PD maps prediddycdur models are presented in Figure
3.1-1 and 3.1-2.
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Our CEMs suggest thatl. frenatuscan find climatically optimal habitats under
current conditions in tropical Asia, at the Austialeast coast, Central America, within the
Amazon basin, the Guiana Region, the West Africaast (Figure 3.1-1). Therefore, a
further spread of the species is most likely igéaparts of South America and tropical
Africa. Hemidactylus mabouiean find climatically optimal habitats mainly thighout the
Congo basin towards the Kenyan coast, in southetia,| coastal regions in tropical Asia,
Central America, the Guiana Region, northern pafrtee Amazon basin and at the eastern
Coast of Brazil in Bahia (Figure 3.1-2). In mosgions it is already invasive. Risk of

further invasion is highest in Central America arapical Asia.
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Under CCM3 conditions, there will be more regionghwsuitable climate foH.
frenatus and less for H. mabouia (Figure 3.1-1, 3.1-2). Major improvements fbt.
frenatuswill occur in the native range of the species Bia\ northern parts of Australia, in
the Amazon basin and the Guiana Highlands, eagi@mts of Colombia and Peru, along
the West African coast and in Botswana and NamiRreductions will occur in Burma,
Bangladesh and eastern parts of India. Better tilincanditions within the Amazon basin
might enhance the spread ldf frenatusin northern and central parts of South America.
For H. mabouiaour predictions suggest only small improvementsctvwould be situated
in our scenario at the coast of Somalia, the CeAfrecan Republic, South Africa, eastern
parts of Madagascar, and southern Brazil. Redustadrclimatic suitability will occur in
the Congo basin, along the West African coast, azdinbique, in Central America, in the
Amazon basin, eastern parts of Columbia, PeruyvBglParaguay, and within the Guiana
Highlands.

On a global scale, a crosswise comparison betwemiViexEnt probabilities at the
records revealed, that the climatic suitability fér frenatusat H. mabouig records is
higher than the climatic suitability df. mabouiaat H. frenatus’records under current
conditions (Figure 3.1-3). This difference was figant (Mann-Whitney-U test: P =
0.046). However, the climatic suitability for theesies is much lower in crosswise
comparisons than within the known ranges of eaelisp (Figure 3.1-3).

Discussion

Although there are different patterns of climatigalptimal regions, our PD maps
suggest that both species can occur nearly evergnwhethe tropics. Looking at the PD
maps of both species, huge overlaps become obwaodsit is surprising that they
apparently only occasionally co-occttemidactylus frenatuseems to be absent in Africa
and main parts of South America although the clicnabnditions are suitable for the
species, since we found no records in the datastkase literature. For Brazil, its absence
is further supported because it is not listed by Brazilian invasive species data base
(INsTITUTO HORUS 2007). There are two possible explanations fos fattern: (1)H.
frenatus and H. mabouiaare still spreading and could simply not have hedctheir
maximal distribution and/or (2) factors related ddferent climatic conditions and/or
interspecific interactions such as competition gmddation could hamper successful

invasion in some areas.
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Figure 3.1-2.Predicted potential distribution fé#emidactylus mabouiander current (A) and future (B; CCM3) conditiomtigher MaxEnt
values reflect a higher climatic suitability foretspecies.
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Do the current ranges of the two geckos reflecildgium or are they still spreading?

Facilitated due to human travel and trade actwjte frenatushas spread to all the
major islands in between tropical Asia and Hawaiiiny the 28' century, where it was
first recorded short after World War Il 46k et al. 1994). Its colonization success is very
high; in 1971 it was absent in VanuatugMvAYy and MARSHALL 1975), but in 1986 "it
was virtually the only urban gecko seen in the oityPort Vila on Efaté and is by far the
most common gecko in the town of Santo on EspBiunto” (ASE et al. 1992). In their
1994 review, @sE et al. do not report from records in Australia,endit is common today
(Figure 3.1-1). The summary given by the authoppsus the hypothesis thet frenatus
could be still spreading eastward from its natiaege. When it has reached Central and
South America remains unclear, but it was suggettatl the species is established in
Venezuela since more than 10 yearwH#MAYOR et al. 2005). Recent dispersal is
supported by genetic studies, since specimentd. dfenatusfrom Hawaii and Colombia
are genetically identical @&RRANZA and ARNOLD 2006).

Time series illustrating the dispersaltdf mabouiain the Americans remain widely
unknown.Hemidactylus mabouiavas recorded in Curacao in the late 1980’s, indden
around 2000, an in Aruba in 2002 for the first tifMaN BUURT 2006). KLUGE (1969)
suggested that a natural colonization of the Anasriby H. mabouiacould be also
possible, but the uniformity of genetic samplesHofmabouiafrom Central and South
America and Africa indicates it at least too hagead comparatively rapidly and recently
(CARRANZA and ARNOLD 2006). In tropical America, recent records indictitat it is still
spreading (e.g. M BUURT 2006; (ARRANZA and ARNOLD 2006; RJENMAYOR et al.
2005).

We think that, today, (1) can explain the appayeatbsence oH. mabouiain
tropical Asia and the rarity dfl. frenatusin South America only in parts. Both frenatus
and H. mabouiawere introduced to nearly all tropical regionsluging even smallest
islands, where they have established themselvédlyaphus the chance that specimens of
H. frenatuswere transported by human beings to either AfocaSouth America (or
specimens ofH. mabouiato tropical Asia) should be great. Furthermoregirtthigh
colonization success in urban areas together \migir high population densities should
enhance the chance to detect them and therefor@nealtheir chance to be present in
collections. This would suggest that the pattermoislikely to be a collection bias.
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Competitive exclusion

It is known thatHemidactylusspecies can replace each other because many are
ecologically analogous (EsHAKA 2000; Danve and RETREN 2006). Habitat features such
as structure have an effect on successful compet{e.g. BRTREN and Q\se 1996), but
ability of successful competition may be relatedclionatic suitability of a region, too.
Rather pessimal climatic conditions may cause enwiental stress, which can reduce a

species’ fitness and its ability for successful petition.
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Figure 3.1-3. MaxEnt values at the records for each specieg) (leid crosswise
comparison between the MaxEnt values per speciesrde(right). For the crosswise
comparison, MaxEnt values of one species were @xetlaat records where the other was

found.

MESHAKA et al. (2004) reported thik frenatusandH. garnotii were replaced bif.
mabouiain Key West, Florida. On the other handyWELL et al. (1998) suggested thdt
frenatushas displace#i. mabouiain Veracruz, México. Comparison of the MaxEnt ssor
of the two species in this regions revealed, thaklht scores in Key West, Florida are
much higher foH. mabouia(0.72) than foH. frenatus(0.50), but MaxEnt scores fdf.
mabouia(0.61) are nearly equal to scoreg-bffrenatus(0.59) in Veracruz. This could be
a possible explanation of the different observatjdsut is pending further studies. On a
global scale, the crosswise comparison betweerMidgmeEnt probabilities at the records
revealed, that the climatic suitability fdd. frenatus at H. mabouigs records is

significantly higher than the climatic suitabilifpr H. mabouiaat H. frenatus’ records
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(Figure 3.1-3). As a consequence, the abilityHofmabouiafor successful competition
should be more restricted than kh frenatus However, the climatic suitability for the
species is much lower in crosswise comparisons th#nn the known ranges of each
species (Figure 3.1-3). The better climatic suitiybof Africa and South America foH.

mabouiacompared td. frenatusmay favourH. mabouiahere. The opposite might be true

for Asia and Central America explaining the virtyalbsence oH. mabouia

Conclusions

We conclude that both competitive exclusion anaa @quilibrium in the ranges of
the species explain the virtual lack of sympatrapydations, although the impact of
climate on competition success is pending furtksting in the field. The raised climatic
suitability for H. frenatuscombined with the reduced suitability fdr mabouiawithin the
Amazon basin and the Guiana Highlands in our futeenario may alter the abundances
of the species here, what might provide an interggiossibility for field studies. Further
research is needed to start understanding the dgsarh competitive exclusion, climate

and competition success.

Acknowledgements

This work was funded by the “Graduiertenférderueg landes Nordrhein-Westfalen”.

103



3.2. ‘Sleepless in Hawaii’ — does anthropogenic clate change enhance
ecological and socioeconomic impacts of the alien nvasive

Eleutherodactylus coqui Thomas 1966 (Anura: Eleutherodactylidae)?

©Wilfredo Falcon-Linero

Eleutherodactylusoqui

® This part was published Morth-Western Journal of Zoolody(1): 16-25.
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Introduction

Alien invasive species are a concern in nature exasion as they may have
negative impact on native biodiversitydWe et al. 2000). Furthermore, they can have
major socioeconomic impacts as reported for theuic@leutherodactylus coqukrAuUS
and G\WPBELL 2002). This species is a small (33-57 mm), browgrey-brown, arboreal
frog, which has been accidentally introduced irggesal tropical areas and was listed as
one of the 100 worst alien invasive speciesvE et al. 2000).

In its native range, Puerto Rick, coquiis found in more habitat types than any
other eleutherodactylid specie®GlAR 1998). It is ecologically a generalist utiliziniget
entire vertical spectrum of their habitat from frefloor to canopy (GSNER and
WOOLBRIGHT 1995). Eleutherodactylus coquutilize internal fertilization and fertilized
eggs undergo direct development making them inddgrdn from stagnant water
(TOwNSEND and SEWART 1994). The species is highly fertile; females d#pd-6
clutches of about 28 eggs each (min = 16, max péflyear in subterranean nests, which
develop within 17-26 days @aus et al. 1999). Time between generations (i.e. fegg to
egg-laying adult) is about eight monthso(WNSeND and SEWART 1994; KRAuUS et al.
1999). Densities oF. coquiare with around 20 000 individuals hia its native range and
around 50 000 individuals Han its invasive range - on the Island of Hawaiimang the
highest known for any amphibian in the world TE®ART 1995; SEWART and
WOOLBRIGHT 1996; WOOLBRIGHT et al. 2006). Population densities are also kndwvn
increase after hurricane disturbances which deflme structure and function of an
ecosystem (WOLBRIGHT 1991; 1996). Diet of the frog varies dependingage and size
but is primarily composed of arthropods. Juventessume smaller prey such as ants
while adults consume a more varied diet that inetugpiders, moths, crickets, snails, and
small frogs. As a nocturnal predator occurring ucts high densities 114 000 to 350 000
invertebrates hacan be consumed each nighREBD 2007; SEWART and WOOLBRIGHT
1996). That may have a major ecological impact.

One of the major ways in whidh. coquispreads is the nursery and ornamental plant
trade where clutches or frogs accidently hitchhoke plants (KRAaus 2003; KrAUS and
CAmMPBELL 2002; KrRAUS et al. 1999). Travelling by plants has been regzbftom several
regions including Guam and mainland United Statetiding California and Connecticut
(Joglar 1998), and the Hawaiian IslandRAKs et al. 1999). Many accidently exported
specimens have subsequently established nonindigefieoal populations as reported for
the Bahamas (KRO et al. 2003), Culebra and Vieques®&ilAr 1998; HGLAR and RoOs-
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LOPEZ 1998), Dominican Republic @mPBELL 2000), Maui, the Island of Hawaii, Kauai,
Oahu (KrAUS et al. 1999), the Galapagos Islandsg& and ReA 1999), Florida, and the
US Virgin Islands (BmpPBELL 2000; KalrRO et al. 2003). One single specimen was reported
for Guam, Mariana Islands, but has since been eateti and no further records are known
(McCoip 1993), so it was not included herein. RecordsNew Orleans, Louisiana as
reported by ©ONANT and @LLINS (1991) are most likely erroneousyBDEE 1991).
Eleutherodactylus coquias a loud, piercing call that can measure 90-dt@ibels at
a distance of 0.5 meters from a frog. In the Haawvaiislands, the calls are a serious
problem for local residents and hotel guests whopain about the noise keeping them
awake at night (Raus et al. 1999; IRAaus and QwpPBELL 2002). Residents are
encountering reduced property values and incredi$icllty selling property (lRAus and
CamPBELL 2002). This is also a problem for other areas whd#eutherodactyluspecies
have been introduced outside their native rangasekample, in French Guiana in South
America, the calls of introducef. johnstoneBARBOUR, 1914 are disturbing the sleep of
local residents (EVER 2003). The coqui can also be a serious problemnternational
trade: according to Kaus and @wpPBELL (2002), frogs on the Island of Hawaii may lead
to rejection by trading partners of goods that rhayinfested with the frogs or their eggs.
In April 2004, the coqui situation was declared tmwe Mayor of Hilo as a state of
emergency because ‘the threat that excessive momted by the coqui frogs poses to
human health and welfare, the unknown impact ofcthgpui frogs on the Island of Hawaii
ecosystems as well as its threat to the econoniianeeof the Island of Hawaii’ (BARD
and RTT 2005). Multimillion US dollar campaigns were latned to eradicate the species.
However, no spatial assessment of areas climatisaitable for the species is available.
Therefore, | assess (i) the potential distributioih the coqui under current climate
conditions in order to identify regions with higlotpntials for coqui invasions and (ii)
possible changes within its invasive Hawaiian ramgplying future climate change

scenarios herein.

Material and methods
Climate and computation of Climate Envelope Models

GIS-based Climate Envelope Models (CEMs) may pmwd easy-to-use method to
assess the potential distribution of species. kent times, there have been several
examples using CEMs for species potential distidmst under past, present and future
climate scenarios (e.g.I#ANS and GRAHAM 2006; MALcoM et al.2006; PETERSONand
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NYARI 2007;CARNAVAL andMoRITz 2008). Such approaches rely on the assumption that
climatic tolerances of species are the primary rd@tents of their current distributions
and that specific climatic niches are conserva@deast within an evolutionary short time
frames of some hundreds to thousands years (aepnsvind GRAHAM 2005; but see also
PEARMAN et al. 2007). Herein, MaxEnt 3.2.1 HP.rs et al. 2004; 2006;
http://www.cs.princeton.edu/~shapire/maxent) wasluse CEM calculation in order to
assess the potential distribution of the coqui. Et#xis a machine-learning algorithm
following the principles of maximum entropyadNES 1957). It has been shown to reveal
better results than other comparable methods su&i@CLIM, DOMAIN or GARP (e.g.
ELITH et al. 2006).

Information on current climate was obtained frore #Worldclim database, version
1.4, which is based on weather conditions recotmdieen 1950 and 2000 with grid cell
resolution 30 arc secondsI§MANS et al. 2005; http://www.worldclim.org). It was eted
by interpolation using a thin-plate smoothing spliof observed climate at weather
stations, with latitude, longitude and elevation iadependent variables (HCHINSON
1995; 2004).

For future climate scenarios, | used climate chapggections with a spatial
resolution of 2.5 minutes based on the CCCMA, CSI&@ HADCM3 (EATO et al.
2000; GORDON et al. 2000) models and the emission scenariogrtexp in the Special
Report on Emissions Scenarios (SRES) by the Intergonental Panel on Climate
Change, IPCC (http://lwww.grida.no/climate/ipcc/esios/). A set of different families of
emission scenarios was formulated based on futtgduption of greenhouse gases and
aerosol precursor emissions. The SRES scenarid2a@find B2a were used in this study.
Each scenario described one possible demograplaliticp-economic, social and
technological future as expected for the years 22150 and 2080. Scenario B2a
emphasizes more environmentally conscious, mor@malized solutions to economic,
social and environmental sustainability. Compa@®2a, scenario A2a also emphasizes
regionalized solutions to economic and social dgwelent, but it is less environmentally
conscious.

For the models | selected the ‘annual mean temyreratmaximum temperature of
the warmest month’, ‘minimum temperature of thedest month’, ‘annual precipitation’,
‘precipitation of wettest month’, and ‘precipitatioof the driest month’ as variables
representinga set of parameters, which describe the availglitwater and energy and

the species tolerances regarding these parameters.
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Species records

A total number of 198 unique records Bf coquiwithin its native range of were
available through the Global Biodiversity Infornaati Facility (GBIF; www.gbif.org) and
HerpNet databases (www.herpnet.org), 31 of themewéuated in unique grid cells and
used for model building. In addition, 41 recordsimfasive populations were obtained
from the Nonindigenous Aquatic Species informati@source of the United States
Geological Survey (@umAa 2008), the IUCN Invasive Species Specialist Group
(www.issg.org), and additional published referencEsr georeferencing Alexandria
Digital Library Gazetteer Server Client
(www.middleware.alexandria.ucsb.edu/client/gaziad#&x.jsp) was used. The accuracy of
coordinates processed was assessed with DIVA-GIfANS et al. 1999; 2001). In doing
so, only invasive records within areas with conéthreproduction were includetland
use maps were downloaded from the State of HawandL Use Commission
(http://luc.state.hi.us/luc_maps.htm) in order w@laate the overlap between urban, rural
and protected areas and the potential distributfdh coqui

Results

Maxent allows for model testing by calculation bétArea Under the Curve (AUC),
referring to the ROC (Receiver Operation Charastie)i curve using the invasive records
as test points and the native records for traifygNLEY and MCNEIL 1982; PiILLIPS et
al. 2006). This method is recommended for ecoldgagplications because it is non-
parametric (BPARCE and FERRIER 2000). Values of AUC range from 0.5 (i.e. randdon)
models with no predictive ability to 1.0 for modeising perfect predictions. According to
the classification of BeTs (1988) AUC values > 0.9 describe ‘very good’, 8 Qyood’
and > 0.7 ‘useful’ discrimination ability. | receig ‘very good’ AUC values in the model
(AUCraining = 0.997; AUGest = 0.996). All known invasive ranges Bf coquiare situated
within higher MaxEnt classes (> 0.6) confirming gredictive power of the model.

Under current climatic conditionk, coquican find suitable areas nearly everywhere
in the tropics (Figure 3.2-1). Especially the Soudtmerican Andes, the Venezuelan
Pantepui region, Eastern Brazil, the Congo basid armost Asian Islands may be
potentially suitable for the species. Within theriBGlaean, major parts of the Bahamas,
Cuba, the Dominican Republic, Haiti, Jamaica, amel Antilles are highlighted by the

MaxEnt model (Figure 3.2-2). On Hawaii and Mauigas suitable folE. coqui are
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restricted to lower elevations mainly at the coastereas climatic conditions at Honolulu
and Kauai are suitable throughout the whole islgfgure 3.2-3). These areas are highly
overlapping with urban areas, whereas the sperids proportionally less suitable areas

within reserves (Figure 3.2-4).
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Figure 3.2-1. Potential distribution ofEleutherodactylus coquunder current climate
conditions. Higher MaxEnt values suggest highenatic suitability.
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Figure 3.2-2. Potential distribution ofEleutherodactylus coquunder current climate
conditions within the Caribbean. Higher MaxEnt edisuggest higher climatic suitability.
Native records are indicated as triangles and ingass points.
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Figure 3.2-3. Potential distribution ofEleutherodactylus coquunder current climate
conditions within Hawaii. Higher MaxEnt values segghigher climatic suitability.
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Figure 3.2-4.Land use patterns on the major Hawaiian Island®0i7. Urban areas are

indicated in black and reserves in green. SoureexdLUse Commission of the State of
Hawaii.
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Figure 3.2-5.Potential distribution oEleutherodactylus coquinder future climate change
scenarios assuming A2a conditions. Higher MaxEnues suggest higher climatic
suitability.
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Figure 3.2-6.Potential distribution oEleutherodactylus coquinder future climate change
scenarios assuming B2a conditions. Higher MaxErnueg suggest higher climatic
suitability.
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Projections of the CEM dE. coquionto the future climate change scenarios revealed
that, over all, the amount of suitable grid ceimmain roughly stable (i.e. changes are less
than 10 % relative to current conditions, Table-B.2within the Hawaiian Islands.
Generally, the B2a scenarios suggested a greatge @xpansion than the A2a scenarios.
Looking at the spatial patterns at the Islands aiveii and MauiE. coquimay be able to
expand its range towards higher elevations (Fig#@s5, 3.2-6). On the other hand,
decreases in climatic suitability around Cape Kuahiksituated at the east coast of the
Island of Hawaii, may also occur. Potential disitibn patters on the smaller islands Oahu

and Kauai remain roughly stable.

Table 3.2-1Changes in climatically suitable areas Ebeutherodactylus coquelative to
current conditions at the Hawaiian Islands assungihgate change scenarios A2a and
B2a.

Model Climate Change Scenario
A2a B2a
2020 2050 2080 2020 2050 2080
CCCMA 101.4%  103.1% 98.9 % 1002% 103.6% 104.1%
CSIRO 98.4 % 102.2 % 90.4 % 1014% 101.4% 102.5%
HADCM3 102.3%  102.7% 98.3 % 102.1% 102.3% 102.7%
Discussion

The spatial modelling approach suggests Ehatoquimay find climatically suitable
regions throughout all major tropical areas. Althouwll islands and most parts of adjacent
continents provide climatically suitable conditiofts E. coquj only a few have been
invaded. One reason may be that all of these islamd inhabited by a diverse anuran
fauna which is rich in ecologically simil&ieutherodactyluspecies (lHDGESet al. 2008).
Adjacent areas in Central and South America harlaodiverse fauna of Craugastoridae
and Strabomantidae of which many are also ecolthgisamilar (HEDGES et al. 2008).
This would most likely make a successful establishiri. coquidifficult. However, care
need to be taken to prevent further spread towdmelPacific and Asian islands lacking
such potential competitors.

In the Hawaiian Islands the situation is differbetause a native amphibian fauna is
absent (RAaus 2003) and potential predators are rareeA® and Rt 2006;
WOOLBRIGHT et al. 2006). This lack of competition and predatevas also assumed to
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have caused the extraordinary high population tiessdfE. coquihere. It was suggested
thatE. coquican reduce endemic invertebrates in the Hawaskmds (8' et al. 2008). A
comparison between the potential distribution ef¢bqui under current conditions (Figure
3.2-3) and protected areas on the major Hawaiiands (Figure 3.2-4) revealed that main
parts of the reserves on Hawaii and Maui are oet#@ climatic envelope d&. coqui
Within these areas, winters are too cold to maintiral populations (Kaus and
CaMPBELL 2002). So, endemics inhabiting these areas mawdbethreatened by the
invader yet. Unfortunately, the whole islands Kaudblokai, and Oahu, including all
protected areas, provide suitable climatic condgio

Applying future anthropogenic climate change sdesathe models suggest an
extension of the potential distribution Bf coquitowards higher altitudes in the Hawaiian
Islands, and thereby into uninfected nature reservVle range alternation may already
have started since such a trend was recently obddry KRAUS and QWPBELL (2002).
The authors reported th&. coquihas expanded its altitudinal range on the Islahd o
Hawaii form previously 0-670 m to 1170 m, wherenidintained feral populations which
successfully survived at least the winters of 12000 and 2000-2001. HAus et al.
(1999) and RAus and QwPBELL (2002) pointed out thaE. coquimay cause serious
ecological problems if they invade mid-elevatiorivea forests situated between 900 and
1200 m at the Island of Hawaii.

Looking at the socioeconomic impact it becomes @bwithat all urban and rural
areas of the Hawaiian Islands are within the climaptimum ofE. coqui In the future
scenarios, this pattern remains stable and thenpatelistribution of the frog may even
increase. This threatens the multimillion dollaritulture and nursery industries because
of quarantine restrictions and de-infestation mezssthat are required before plants can be
exported (KRAus and QwPBELL 2002). This is especially important sin€e coqui
densities on the Island of Hawaii are the higheshe world(STEWART 1995; SEWART
and WOOLBRIGHT 1996; WOOLBRIGHT et al. 2006). Populations &. coquiare expanding
(KrRAuUs and GwpPBELL 2002) and this trend will most likely continue. g the next

decades many residents and hotel guests may &aplass in Hawaii'.
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3.3. Will future anthropogenic climate change incrase the potential

distribution of the alien invasive Cuban treefrog Anura: Hylidae)?*

.........

.

© FrANK TEIGLER/Hippocampus Bildarchiv OSteopilus Septentrionalis

* This part was published in tdeurnal of Natural History 43: 1207-1217

The work reported in this chapter was conducted collaboration with RANK
WEINSHEIMER from the the Herpetology Department, ZoologisckResschungsmuseum
Alexander Koenig, Bonn, Germany.
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Introduction

Invasive alien species are a concern in natureeceason as they may have negative
impacts on native biodiversity and can have magmicgconomic impacts (VOUSEK et
al. 1996), e.g. as reported for the Cuban tredi@sieopilus septentrional(®UMERIL and
BiBRON, 1841)), a tropical, mostly arboreal and noctumgdid with a snout-vent-length of
28-165 mm (MtsHAKA 2001; VARGAS-SALINAS 2006). In addition to Cuba, the natural
distribution ofO. septentrionalisncludes the Bahamas, Isla de la Juventud, Sara&aly
the Acklins Islands and the Cayman Islandgg2MAN and GROMBIE 1970; MESHAKA
2001). During recent decades, this hylid has be#mduced to Anguilla (®WNSEND
2000), the Bahamas RENz et al. 1993), the British Virgin Islands @gHAkA 2001,
OWEN et al. 2005; 2006), Curacao AN BuurT 2007), Florida (8HwWARz 1952), the
French Antilleans (BeuiL and IBENE 2008), Puerto Rico ($iwARTz and HENDERSON
1991), and the Virgin Islands @®4HAKA 2001) where it has become invasive. A
population introduced to Hawaii has reportedly bertinguished (BNKs et al. 2004).

The first reports of the Cuban treefrog occurringhe United States came from Key
West in 1931, although the species was likely dlyeastablished well before it was
reported (®HNSON 2007). Introduction was most likely accidental,yima as undetected
stowaways in import vegetables from Cub&{BER 1979; MeSHAKA 1996). By the early
1950s,0. septentrionalisvas present in most of the Keys, and by 1952iteedpecimens
were detected in Miami ($iwARTz 1952). During subsequent years, northward range
expansion continued. Feral populations of the gseseredetected in Broward County by
1960, and in St. Lucie and Indian River countiess léhan 20 years later I8G 1960;
MYERs 1977). Range expansion continued on the Gulf coadtlorida such that the
species reached Naples about 1970 and Fort MegdrSanibel Island by the early 1980s
(DUELLMAN and GRomBIE 1970; WLSON and PRRAS 1983). Established populations have
existed in Marion County since at least 2002 (Bl@riMuseum of Natural History,
Herpetology Collection, voucher No. 145041) and2003 specimens were collected in
Duval County (Florida Museum of Natural History, idetology Collection, voucher No.
133206, 137173). Today, Cuban treefrogs are foinoughout peninsular Florida, with
breeding populations found as far north as Jackleron the east coast and Cedar Key on
the Gulf Coast @HNSON 2007; McGARRITY and BHHNSON 2008). Some scattered
individuals have been reported in the Florida padileand also from coastal Georgia and
South Carolina, but these do not represent breegiogulations (@GHNSON 2007;

MCGARRITY and &HNSON2008). Further unintended introductiongfseptentrionaligo
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new locations appear to be most likely still fdatied through the transportation of
individuals hidden in shipping crates or on poftéahts and transplanted shrub€{BeR
1979; HHNSON2007).

Important natural history properties accounting fbe high invasiveness dd.
septentrionalignclude its high fecundity, short larval periodpad diet, and broad habitat
and dietary niches (MSHAKA 2001; VARGAS-SALINAS 2006). Females are continuously
fertile, laying very large clutches of 1,200 to o\v6,000 eggs in any warm, shallow
bodies of water lacking predators such as fislegMAkA 2001). In its native range,
reproduction takes place year round EQMAKA 2001); its spawning season is more
restricted in its invasive range in Florida (Mayaihigh October; BHLER 1979).

Cuban treefrogs can have major impacts on natieeisg. It is the biggest hylid in
the USAandis larger than other anuran species on Caribbdands (with exception of
the Cane toadRhinella marina e.g. $11TH 2005), which might confer competitive
advantage. For example, in Florida the geldieonidactylus mabouies the only competitor
of adult Cuban treefrogs (MHEKA 2001). $nTH (2005) showed that Cuban treefrog
tadpoles compete with indigenous anuran larvadanida and have a negative impact on
their growth and development. Furthermore, tadpol€3. septentrionaligre omnivorous,
cannibalistic, and could potentially eat the eg§sndigenous frogs (MsHAKA 2001).
Because of its large size and its broad trophib&i®. septentrionalican have a strong
impact on ecosystems since it can consume huge ramai small arthropods and
vertebrates including even lizards and other fr@@srRMICHAEL and WLLIAMS 1991;
CONANT and MLLINS 1991; WYATT and FORYS 2004).

Successful establishment of a non-indigenous speéaie an ecosystem depends on
the presence of competitors and predators, fooidbaidy, and human footprint (BRLICH
1989; WLLIAMSON 1996). Additionally, the climatic similarity of ¢hnovel ecosystem
compared to the source ecosystem is an importaoe i$BoMFORD et al. 2008), and
therefore anthropogenic climate change is expdcotedfect range-size patterns of invasive
species (e.g. ELLMANN et al. 2008). Here, GIS-based Climate Envelope &o(CEMS)
can provide an easy-to-use method to assess tkatjbtdistribution of species derived
from their climatic niches (‘climate envelope’). tecent times, there have been several
examples using CEMs to assess potential distribsitaf species under past, present and
future climate scenarios (e.ge#RSON2001; ETERSONand MEGLAIS 2001; Q\RNAVAL
and MoriTz 2008; RODDER et al. 2008). CEMs can be helpful for the iden#fion of

climatically suitable areas and have been widelyliag to the prediction of the invasive
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potential of non-native species (e.geTBPRSON and MEGLAIS 2001; GOVANELLI et al.
2007; EscHKE and SRAYER 2008; RODDER et al. 2008, RDDER 2009). Such approaches
rely on the assumption that climatic tolerancesp#cies shape major parts of their current
distributions and that specific climatic niches aenservative, at least within an
evolutionary short time frame of some hundreds housands years (e.g. IEMs and
GRAHAM 2005; but see alsoERRMAN et al. 2007). Herein, we aim to assess (i) the
potential distribution under current climate coradis in order to identify regions with high
potential for invasions within the Caribbean anil gossible changes in the potential

distribution ofO. septentrionalislue to anthropogenic global warming.

Material and Methods
Species records

In total, 6,665 records 00. septentrionaliswere available through the Global
Biodiversity Information Facility (GBIF;, www.gbifrgg) and HerpNet databases
(www.herpnet.org). Of these, 72 records were stiatithin unique grid cells in its native
range and used for model building. In addition,ré8ords of invasive populations were
obtained from the US Geological Survey data basewwas.er.usgs.gov) and the I[UCN
Invasive Species Specialist Group (www.issg.orgy. georeferencing, Alexandria Digital
Library Gazetteer Server Client
(www.middleware.alexandria.ucsb.edu/client/gaziad&x.jsp) was used. The accuracy of
coordinates processed was assessed with DIVA-GIIMANS et al. 1999; 2001).

Climate data

Information on current climate was obtained frore #Worldclim database, version
1.4, which is based on weather conditions recofmdieen 1950 and 2000 with grid cell
resolution of 30 arc seconds I§MANS et al. 2005; http://www.worldclim.org). It was
created by interpolation using a thin-plate smowjtspline of observed climate at weather
stations, with latitude, longitude and elevation iadependent variables (HICHINSON
1995, 2004). For future climate scenarios, we whethte change projections based on the
CCCMA, CSIRO and HADCM3 models (kTO et al. 2000; GRDON et al. 2000) and the
emission scenarios reported in the Special RepoEmissions Scenarios (SRES) by the

Intergovernmental Panel on Climate Change; IPCC
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(http://www.grida.no/climate/ipcc/emission/). A sef different families of emission
scenarios was formulated based on future productfogreenhouse gases and aerosol
precursor emissions. The SRES scenarios of A2aB&adwere used in this study. Each
scenario described one possible demographic, gmiconomic, social and technological
future as expected for 2020, 2050 and 2080. Saen&2a emphasizes more
environmentally conscious, more regionalized soh#i to economic, social and
environmental sustainability. Compared to B2a, aderA2a also emphasizes regionalized
solutions to economic and social development, tistless environmentally conscious.

For model computation we selected the ‘annual nteaaperature’, ‘mean maximum
temperature of the warmest quarter’, ‘mean minintamperature of the coldest quarter’,
‘annual precipitation’, ‘mean precipitation of weit quarter’, and ‘mean precipitation of
the driest quarter as variables representing ao$eparameters, which describe the
availability of water and energy. In order to comghioclimatic conditions between native
and invasive records, the cumulative frequencyioélimatic parameters was plotted with
DIVA-GIS.

Computation of Climate Envelope Models

In this study MaxEnt 3.2.1 @ups et al. 2004; 2006;
http://www.cs.princeton.edu/~shapire/maxent) wasliiee CEM computation in order to
assess the potential distribution of the Cubanfrisge MaxEnt is a machine-learning
algorithm following the principles of maximum enpgo(JAYNES 1957). It has been shown
to produce more reliable results than other coniparanethods such as BIOCLIM,
DOMAIN or GARP (e.g. EITH et al. 2006; W5z et al. 2008). The reliability of the results
obtained from MaxEnt models has been confirmedt®yood capacity to predict novel
presence localities fo less well known speciesa@2oN et al. 2007) and the outcome of
introductions of invasive species outside the matange (EETOLA et al. 2007; RDDER
et al. 2008; RDDER 2009). Herein, 10, 000 random background pointewaetomatically
selected by MaxEnt within a minimum convex polygmvering and including the native
records. The logistic output format with suitalyilitalues ranging from 0 (unsuitable) to 1
(optimal) (RHILLIPS and Dubik 2008) was used.

Maxent allows for model testing by calculation bétArea Under the Curve (AUC),
referring to the Receiver Operation Characteri@®OC) curve using either the invasive

records as test points and the native recordsdoring (AUGes) or all native records for
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training and background points for testing (Akdfmg (HANLEY and McNEIL 1982;
PHILLIPS et al. 2006). This method is recommended for egolb applications because it
IS non-parametric BARCE and FERRIER 2000). Values of AUC range from 0.5 (i.e.
random) for models with no predictive ability t® for models giving perfect predictions.
According to the classification ofa&Ts (1988), AUC values > 0.9 describe ‘very good’, >
0.8 ‘good’ and > 0.7 ‘useful’ discrimination abylitWe acknowledge that there is currently
some discussion about the suitability of this mdtficso et al. 2008) but, in the absence
of a more useful method and because AUC has bakrsatill widely used (e.g. lErH et

al. 2006; RuLLIPS et al. 2006; BscHKE and SRAYER 2008; Wsz et al. 2008), we have

continued to use it here.

Results

We received ‘very good’ AUC values in the model @idining = 0.959; AUGest
=0.914). Analysis of variable contributions in tm@del revealed that the ‘mean minimum
temperature of the warmest quarter’ had, with 42.18€ highest explanatory power
followed by ‘mean precipitation of the wettest gear(21.4%), ‘mean temperature of the
coldest quarter’ (15.2%), ‘annual mean temperat(8.7%), ‘mean precipitation of the
driest quarter (6.5%) and ‘annual mean precipitatih.2%). Climatic conditions observed
at the invasive records are mainly coincidentahwite conditions at the native records,
with exception of the ‘mean temperature of the estdquarter’ which is lower at some
northern records in the invasive range (Figurel3.3-

Under current climatic condition§). septentrionali€ould find suitable areas in most
of the coastal regions adjacent to its native raangeind the Gulf of Mexico and in the
Caribbean Islands (Figure 3.3-2). On the Americaintand, the borderland between the
United States and Mexico, and the Yucatan Peninsara at especially high risk of
invasion. Most islands of the Bahamas are colonkrethis big hylid and the remaining
islands which are not colonized at present showdgionatic conditions for the survival
of this species. In Floridd). septentrionaliscovers the whole climatically-suitable area
already. Here, the known invasive rangeélofseptentrionaliss highly coincidental within
suitable areas predicted by our model, additionadyfirming its predictive power (Figure
3.3-3).
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Figure 3.3-1 Comparison of climatic conditions at native and/asive records of
Osteopilusseptentrionalis Native records used for model building are intidain black,
invasive records in grey.
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Figure 3.3-2 Potential distribution oD. septentrionalisunder current climate conditions
within the Caribbean. Higher MaxEnt values sugdegher climatic suitability. Native
records are indicated as points and invasive recasdriangles.
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Figure 3.3-3Comparison between the known distributiorDofseptentrionaligA; Source:
JOHNSON 2007; McGARRITY and dHNSON 2008) and model prediction for Florida (B).
Spread history oD. septentrionaliss indicated.

Projections of the CEM dD. septentrionali®nto the future climate change scenarios
indicate that climatically-suitable areas may beeanvore widespread overall (Figure 3.3-
4). These areas include the whole Atlantic coastfnom the Mexican border to North
Carolina, which may connect suitable areas wittaytslpotential distribution. In contrast
the climatic suitability in its native range, aslwas on the Yucatan Peninsula, will
decrease. Only minor differences were observedddeiprojections onto climate change
scenarios derived from CCCMA, CSIRO and HADCMS3 sc@s, therefore only mean
values are presented. Between the A2a and B2acpoedfamilies, a greater extension of
the potential distribution in family A2a compared¢wB2a was suggested by our models.
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Figure 3.3-4Maps of the potential distribution @f. septentrionaligs expected for 2020,
2050 and 2080 assuming A2a and B2a conditions. Mapsy mean values of MaxEnt
values derived from models projected onto CCCMARD and HADCMS3 scenarios.

Discussion

Our climate envelope modeling approach suggestsQhaeptentrionalisnay find
climatically suitable regions all over the Caribbesnd the countries adjacent to the Gulf
of Mexico. In Florida, our model accurately depsctiés current invasive range with
decreasing climatic suitability with increasing dsgs in north latitude. Recently,
MCGARRITY and ®HNSON (2008) detected a significant gradient in sexuede s
dimorphism decreasing with increasing degrees ratitude paralleling our results. This

gradient is largely driven by a pronounced decr@éademale mean snout to vent length
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(McGARRITY and dHHNSON 2008). The authors argued that this gradient neyréced
back to reduced growth rates, increased time taumtyatand reduced life expectancy
whereby all of these possible explanations may losety tied to climatic variation.
Furthermore, they suggested that the decreasingléemmean size toward the northernmost
extent of the current non-indigenous range maysseaated with diminished impacts and
iInvasive success.

Comparison between climatic conditions at the matnd invasive records revealed
that they are roughly similar with the exceptiomtttmean temperature of the coldest
quarter’ is lower than the observed minimum ofnléve records (Figure 3.3-1). This may
indicate that temperature limits as present itnasive range might not reflect the total
range of the physiological tolerance ©f septentrionaliswhich may be reached in its
northern limit of its invasive range as suggestedMitGARRITY and HHNSON (2008) On
the other han®. septentrionalisnight be able to endure cold snaps in microcliosity-
suitable places (e.g. inside houses or old roafses) - at least within short time frames.
This appears to be reasonable since it is well knthat Cuban treefrogs frequently utilize
man-made structures @dHAKA 2001).

Our projections onto anthropogenic climate-changenarios indicate a possible
extension of the current potential distributiontieé Cuban treefrog in Northern America.
However, successful colonization of newly arisingtable areas may depend on the
propagation speed dD. septentrionalis Time series suggest that the frog was able to
expand its range at about 10 km i Florida (e.g., Key West-Miami, ~250 km / 21 y;
Miami-Indian River Country, ~250 km/ 28 y; Miami-DalvCountry: 570 km / 51 y) and,
assuming this spread rate, it could reach LouisadhVirginia within the next 80 years.
Assuming thaD. septentrionalisnight be able to increase its invasive range ggested
by the models, it might compete with native spesigsh adlyla cinerea H. squirellaand
H. femoralis within much larger proportions of their rangesnthaday, increasing its
negative effects as reported by T and FORYS (2004).

Next to its natural propagation rate, human fad#itl propagation is an important
factor, e.g. national (and international) plantdéaHere the species can be displaced
uncontrollably and may reach remote areas rapillgsHaka 2001; QVeN et al. 2005;
2006). Therefore, means of control have to focuspoevention to avoid a further
spreading through human activities, campaigns tsisee the urban population to this
ecological threat as well as strict regulationted plant trade. The selection and prospect

of success of eradication and containment measuas depend on the stability and
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demographic structure of the target populatioshtiuld therefore be guided by a thorough
assessment of the relationships between populdgosity and intraspecific competition
(e.g. @VINDARAJULU et al. 2005). Unsuitable eradication methods magneincrease
population densities, e.g. as shown by Americanlfrogs (Rana catesbeianaby
GOVINDARAJULU et al. (2005). The authors demonstrated that cbefforts for bullfrogs
by removing tadpoles and breeding adults may natpbenal, since (1) partial removal of
tadpoles may lead to higher tadpole survival andeld@ment rates and higher
postmetamorphic survival due to decreased densiedent competition and (2) removal
of adults may lead to higher survival of early nmetaphic stages through reduced
cannibalism. For American bullfrogs, culling of raetorphs in fall may be the most
effective method of decreasing bullfrog populatywowth rate (Govindarajulu et al. 2005).
However, a similar assessment for the Cuban trgé$rourrently lacking.

In addition, regional differences in populationusture and fithess may require
different regulation or eradication approaches.ti® edge of the potential distribution,
populations of Cuban treefrogs are expected to txe vulnerable to eradication methods;
here more sustainable methods can be applied.rt&ysinclude culling of metamorphs,
collecting adult frogs or removal of clutches bywtias well as attempts to avoid creating
unintended breeding sites (e.g. open rain barréisyeased climatic suitability may be
accompanied by increased survival rates, fecurahty numbers of generations per year
making more aggressive control strategies necessayyestablishing fish at breeding sites
or application of chemical agents. However, sebectf appropriate methods guided by an
assessment of relationships between populationitaenand regulating mechanisms such
as intraspecific competition or predation may inyer¢heir efficiency.
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3.4. Potential distribution of the alien invasive Bown tree snake,Boiga
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Introduction

Alien invasive species are a concern in naturesemation as they may have
negative impact on native biodiversity and can henegor socioeconomic impacts. A
remarkable example is the Brown tree sndk@ga irregularisMERREM, 1802 (3VIDGE
1987; RopbA and RITTS 1992; RITTS and RopDA 1998; WLES et al. 2003). This
venomous, 1-3 m long arboreal colubrid snake isveato Papua New Guinea, the
Solomon Islands and the northern and eastern cofstsstralia (Figure 3.4-1, B®oDA et
al. 1999). Its status in Sulawesi (Indonesia) isewtain. RODDA et al. (1999) listed
populations from Sulawesi as ‘native’, whi<ANDAR and TAN (1996) suggested thBt
irregularis may have reached the island only via trade. Eccddly, this snake can be
regarded a ‘generalist’ concerning habitat requéetm and prey selectivityBoiga
irregularis is known from natural forest and grass land ad alagricultural and urban

areas and does not show particular food prefergifaaspA et al. 1999).

TR
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Figure 3.4-1Native distribution oB. irregularis Source: RDDA 1999.

The Brown tree snake has been accidentally braiogdeveral islands in the Pacific
shortly after World War Il where it successfullytasished local populations due to

obviously un-occupied niches and plenty of naiveydRoDDA et al. 1992). As a resuB.
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irregularis today is listed among the 100 worldwide worstrali@vasive species (WE et

al. 2000). The most devastating consequences aftisduction are known from Guam
where it has led to decimation of vertebrate sgetieluding flying foxes, several small
terrestrial mammals and lizards as well as thenetitin of eight out of 11 endemic bird
species in the 1980s ABDGE 1987; WLES et al. 2003). It is suggested that h&e
irregularis has significantly altered food web structures @iy its effect on native biota
and explaining its extraordinarily devastating effédD'ANTONIO and DUDLEY 1995;
FRITTS and RODDA 1998). One of the major means of spreadBofrregularis is as a
stowaway in military equipment and cargoR(FAs 1987; Kraus 2007). Currently,
anthropogenic dispersal is more associated witfetacale exercises and personal cargo of
people moving from Guam to other duty posts. Alsa Beight (container/bulk) may play
a role in dispersal (Kaus 2007) and several tree snakes translocated brafticargoes
have been detected at Honolulu airport in recematrsyée.g. AKINSON and ATKINSON
2000). During the last decades, the Brown tree esthas arrived to Cocos Islands, Diego
Garcia, Hawaiian Islands (Honolulu, Oahu), Indoae§lava), Japan, New Zealand,
Northern Mariana Islands (Saipan, Tinian), Malay$&ingapore), Marshall Islands
(Kwajalein), Micronesian Islands (Pohnpei), Ryukiglands (Okinawa), Spain (Rota),
Taiwan, USA (Texas, Corpus Christi) and Wake Isléidlaro and WEsuaci 2004; IUCN
Invasive Species Specialist Group 2007, www.isgg.dklthough, it apparently has so far
not become residential at any of these places, listisof geographic sites and their
distances from the native occurrence demonstratesiiake’s ‘efficiency’ in dispersal. A
result is that this clearly demands for specialceon with regard to conservation(BeN

et al. 2001; @GL et al. 2001; RAus and QRVALHO 2001; RODDA et al. 2002). In the
USA, incursions byB. irregularis have been repeatedly interceptedc(@diD et al. 1994),
but eradication of established populations are esipe and difficult (RDDA et al. 2002).

It appears to be a question of time until the Brotnee snakewill establish
additional invasive populationsRETS and RoDDA (1998) studied the risk of invasion by
the species using biological and natural historfprmation. They concluded that the
Mariana, Hawaiian and Caroline Islands are mosisétbecause a native snake fauna is
absent and potential prey density is high. Invasisk will depend next to the arrival of
founder individuals over time, also on environméntanditions making areas more perfect
for the ectothermic species. We see an urgent teeigkntify those regions in which this
species finds suitable conditions for successfehldishment of invasive populations.

Climate Envelope Models (CEMs) are a useful toolstody potential distributions of
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species both under past, current and future clarstenarios (e.g. IlMANS and GRAHAM
2006; MaLcom et al. 2006; PreErsoNand NARI 2007; Q\RNAVAL and MoRiTz 2008;
RODDER et al. 2008; RDDER 2009). The scope of the present study is to as$ess
worldwide potential distribution dB. irregularisunder current climatic conditions in order

to identify regions with high potential for invas®

Material and Methods
Species records and climate data

A total of 2,679Boiga irregularis records were available through the Global
Biodiversity Information Facility (GBIF, www.gbifrg) and HerpNet databases
(www.herpnet.org). In addition, records of invaspepulations were obtained from the
IUCN Invasive Species Specialist Group (www.issg)pomwhereby only records within
areas with confirmed reproduction were includedr Beoreferencing, the Alexandria
Digital Library Gazetteer Server Client
(www.middleware.alexandria.ucsb.edu/client/gaziad#&x.jsp) was used.

We used DIVA-GIS 5.4 (HmANS et al. 2001) to test the accuracy of coordinates
(Check Coordinates tool) by comparing informaticoampanying the species records and
locality data extracted from an administrative badanmes database at the smallest possible
level (state/country/city). This information shoulé the same, and any mismatches may
reflect errors (see IBMANS et al. 1999). In addition, we used altitudinabimhation to spot
likely errors in the coordinate data when this miation was provided with the records
used. Altitude was compared with the altitude @& kbcality in a digital elevation model,
using the Extract Values by Points function of DRGAS. Of the total records available,
337 were situated in unique grid cells within tipedes’ native range, classified as being
accurate and hence suitable for model building kst@w).

Information on current climate was obtained frora Worldclim database, version
1.4, which is based on weather conditions recotd#adeen 1950 and 2000 with a grid cell
resolution of 2.5 minutes (Hv1ANS et al. 2005, www.worldclim.org). It was created by
interpolation using a thin-plate smoothing splifeobserved climate at weather stations,
with latitude, longitude and elevation as independ@riables (MTCHINSON 1995, 2004).

128



Section 3: Acced#ipiand biotic interactions
3.4Boiga irreqularis

Variable selection

RoDDA et al. (2007) approached the climate envelopa®Brown tree snake in its
native geographic range regarding annual mean rytgimperature and precipitation.
They found that the amount of precipitation wasoadypredictor for its distribution. Such
a relationship appears to be further supported dtyral history observations since the
seasonal activity of the Brown tree snake is lichite the warmer and wetter summer
months in its Australian range ¢@@AcBvICH and LUmpus 1973; $INE 19917). It was also
observed that the snake is unable to shed propdsdy the relative humidity is lower than
60 % (FoDDA et al. 1999). Within the native distribution ofethiarget species, this
dependency is reflected in the geographic rangsustralia whereB. irregularis inhabits
mainly humid areas close to the sea. Therefore, toethe mean annual values, minimum
and maximum annual values may be important suggeshat ‘annual precipitation’,
‘precipitation of wettest month’ and ‘precipitatioof the driest month’ are suitable
predictor variables.

Temperature is a key factor influencing ectotherspecies; therefore the ‘annual
mean temperature’ is a significant variable relatednergetic balances and digestive turn
over rates. MTHEIS and MLLER (2002) showed that temperature seasonality is
physiologically important influencing reproductiofhese authors investigated the effect
of two different temperature regimes for elicitingproduction in male and femak
irregularis. They found that specimens maintained at 24 °vad by a 60-day cool
period at 19 °C exhibited substantial reproductativity. Clutches were produced by
females shortly after returning to 24 °C. In costrandividuals maintained at 28 °C
followed by an identical 19 °C cooling period exted relatively little reproductive
activity and none of the females had produced eggssidering these effects we added
the ‘maximum temperature of the warmest month’ nimum temperature of the coldest

month’ as predictor variables for model computation

Climate Envelope Models

Maxent 3.2.1 (RiLLiPs et al. 2006, www.cs.princeton.edu/~shapire/maxesat3
applied for CEM calculation in order to assesspbtential distribution of the Brown tree
snake and to map it into geographic space. MaxEm grid-based machine-learning
algorithm following the principles of maximum enpso (JAYNES 1957). The general

concept is to find a probability distribution cowey the study area that satisfies a set of
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constraints derived from occurrence data. Eachtins requires that the expected value
of an environmental variable or a function therenfst be within a confidence interval of
its empirical mean over the presence records. Togram chooses the distribution that is
closest to uniform and therefore maximizes entnafifiin all distributions that satisfy the
constraints as any other choice would represendtcaints on the distribution that are not
justified by the data. MaxEnt is able to incorperatomplex dependencies between
predictor variables and has been shown to revetrbeesults than other comparable
methods (e.g. ETH et al. 2006; Wz et al. 2008). The reliability of the results obtil
from MaxEnt models has been confirmed by its cdpat predict novel presence
localities for poorly known speciesgkRsoNet al. 2007) and the outcome of introductions
of alien invasive species outside the native distion (e.g. BTERSONand MEGLAIS 2001,
FICETOLA et al. 2007; 8scHKEand SRAYER 2008; RODDER et al. 2008; RDDER 2009).

Runs used herein were conducted using the defalules for all program settings,
whereby randomly chosen background points wereictsi to an area defined by a
minimum convex polygon including all native recaréterein, the logistic output format
with suitability values ranging from O (unsuitabte)l (optimal) was used and areas where
‘clamping’ (i.e. nonanalogous climatic condition @®sent in the training area) occurred
during projections were subsequently excludedL{ff,s and Dupik 2008).

Maxent allows for model testing by calculation thie Area Under the Curve
(AUC), referring to the ROC (Receiver Operation faateristic) curve; herein we
assessed the ability of the model to distinguisbkgeound points from training points
(HANLEY and McNEIL 1982; RPuiLLIPS et al. 2006). This method is recommended for
ecological applications because it is non-paraméBtARCE and FERRIER 2000, but see
LoBo et al. 2008). Values of AUC range from 0.5 (randiléon models with no predictive
ability to 1.0 for models giving perfect predicteanAccording to the classification of
SWETS (1988), AUC values > 0.9 describe ‘very good’, 8 @yood’ and > 0.7 ‘useful’
discrimination abilities. MaxEnt allows for an asseent of the relative contribution of

variables included using a jackknifing approach.
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Results
Current potential distribution

We received ‘very good’ AUC values in the modelJ@ = 0.971), and the known
invasive range oBoiga irregularisat Guam is situated within higher MaxEnt classes (
0.780), also confirming the predictive power of thedel. The lowest observed MaxEnt
value at the presence point used for model traimm@g 0.201. Analyses of variable
contributions in the model revealed that ‘annualcppitation’ with 33.3 % has the highest
explanative power, followed by ‘maximum temperatofehe warmest month’ (28.5 %),
‘annual mean temperature’ (13.8 %), ‘precipitatioh the driest month’ (11.7 %),
‘precipitation of the wettest month’ (7.7 %) anck timinimum temperature of the coldest
month’ (4.9 %). The relative variable importancetasied via jackknifing from the
MaxEnt model appears to be consistent with natbrsdory observation (see above).
‘Clamping’ occurred only at very few sites suchaas very small ridge at the west coast
of India. Those areas were excluded from furthateses.

Under current climatic conditions, the Brown tesm@keperforms a geographically
wide potential distribution almost all over the Pics and adjacent subtropical regions,
especially widespread within the southern hemisphbut also extending to Northern
Armerica including Florida and coastal areas nexthe Gulf of Mexico (Figure 3.4-2).
Regarding the general region, in which the Brovae tsnake occurs, i.e. South-East Asia
and Australia, major parts of New Caledonia, Newalded, the Fiji Islands and Vanuatu
were uncovered as highly suitableBoirregularis by the CEM (Figure 3.4-3). Guam, the
Caroline Islands and the Northern Mariana Islamdtiding Saipan are entirely suitable to
B. irregularis (Figure 3.4-3, Table 3.4-1). Apart from regionghe vicinity of the species’
native geographic range in South-East Asia, ithaie envelope is elsewhere mirrored in
both lowland (e.g. Congo and Amazon basins) andtamen(e.g. southern coastal Brazil,
Ethiopian Highlands) regions. Apart from this, higintability was found on the Hawaiian
Islands (lower elevations) (Figure 3.4-4) and Madagr (mainly east coast and higher

elevations, Figure 3.4-5).

131



: Maxent value

[ 0.000 - 0.201
[ 0.201 - 0.400
[ 0.400 - 0.600
Il 0.600 - 0.800 2
Il 0.800-1.000 %x

Figure. 3.4-2Potential distribution oBoiga irregularisunder current climate. Any area with a MaxEnt eaftbove 0.201 may be climatically
suitable forB. irregularis although higher MaxEnt values suggest higheratiicrsuitability.
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Figure 3.4-3 Potential distribution ofBoiga irregularis under current climate within
South-East Asia and Australia. Higher MaxEnt valsaggest higher climatic suitability.
Native records are indicated as open circles avabkine ones as triangles.

Discussion

When interpreting the results and assessing aasiom risk, it is important to
evaluate possible discrepancies between the rdadind fundamental climatic niche Bf
irregularis and the relative contribution of ecological fastather than climate, which
may limit the species’ current distribution. Negtd species’ climate envelope these are
accessibility limitations and/or biotic interact®such as competition or predation (see

also »BERONand ETERSON2005).

Biotic interactions and/or accessibility

Although, the modeled potential distribution iretkastern portion of the native
range ofBoiga irregularisis coincident with the realized distribution (ieirrent species
records), western is not (Figure 3.4-3). Climaticahe Brown tree snake can find suitable
areas on Borneo, Java and Sumatra west of the t&ditee, but none of these islands has

been successfully invaded, as far knowroBA et al. 1999; IUCN Invasive Species
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Specialist Group 2007, www.issg.org). Possible axations could be a non equilibrium of
the actual range with climate due to limited acdsi#ty or ongoing spreading, limited
prey availability or the presence of predators @ampetitors (e.g. RAUJO and EARSON
2005; RoDDA et al. 1999; RDDER et al. 2008).

Accessibility highly influences the number of gdictions where a species is
introduced, which is a significant predictor of tpeobability a species can establish
invasive populations (@vForD et al. 2008). Limited accessibility appears to de
unlikely explanation for the absence Bf irregularis west of the Wallace line. Although
faunal exchange between the westernmost populaitio8silawesi and New Guinea and
adjacent Indonesian islands in geological times nat®er restricted (e.gNGER and VORIS
2001), cargo traffic within Indonesia and adjadsténds increased during the last century
and is generally high today $BADA and KumAzAWA 2005). Therefore, the chance for
accidentally introduced specimens is expected tbi@e considering that cargo is one of
the major spread ways RAus 2007).

In the case of the Brown tree snake, presencerapetitors perhaps explains best
the observed pattern.HBIE (1991a, b) suggested that colubrid snakes suchBas
irregularis are not in significant competition with the enderelapid snakes and pythons
in Australia because they have invaded the contingth ecological specializations that
are rare amongst the endemics. Especially diffe®nn foraging habitats and in the
preferred prey spectrum in comparison to the endefustralian snakes may have
enhanced their successH($ 1991). This might not be true for the snake fauna veést
the Wallace line. The genuoiga currently comprises 34 species and 11 of thembimha
allopatric ranges adjacent to the native range Bof irregulatis (B. angulata B.
bengkuluensisB. cynodonB. dendrophilaB. drapiezij B. jaspideaB. multimaculataB.
nigriceps B. philipping B. schultzeiB. tanahjampeanaUeTz et al. 2007), but none of
them is known to be invasive (www.issg.org). Iresnarkable that although other snakes
occur in sympatry with the Brown tree snake, ofBeiga species do commonly not. Only
at SulawesiB. dendrophilaand B. multomaculataoccur together with the Brown tree
shake, but herB. irregularis was only reported from the immediate neighborhobdea
ports where it might have been introduceskANDAR and TAN 1996). It is unclear if
actually at Sulawesi inland populations do exishatr (INGER and \ORIS 2001).

Interestingly, the Brown tree snake is the onlymher of the genus known to have
established invasive populations. Differences ihaveoral traits, which might provide

superior abilities to establish invasive populasioare not known. For us, the most likely
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explanation is that the native range of Brown seake is much closer to areas lacking a
native terrestrial snake fauna enhancing the chahtanslocation.

Climate

MATHIES and MLLER (2002) showed that a period of cool temperatutestse
reproductive activity in both sexes. The authormiea out that temperatures experienced
during the artificial hibernation were much lowéaih the snakes would experience on
Guam, where temperature seasonality is relativelariant throughout the year (+ 1 °C,
RoDDA et al. 1999). Comparing native populations in Aalsa and invasive populations at
Guam, MooREet al. (2005) found that snake specimens from Gesnibited significantly
reduced body conditions compared to individualsnfrAustralia. The authors suggested
that Brown tree snakes on Guam were living undessful conditions, possibly due to
overcrowding and overexploitation of food resourcessulting in decreased adult
size/weight and suppressed reproduction. The fgsdiof MATHIES and MLLER (2002)
might provide an additional explanation for theirding since environmental stress may
cause absence of hibernation and disturbed seasepabductive cycles. However,
although reproductive activity at Guam may be sapped and desynchronized
reproductive activity, only minor enhanced fluctaas in temperature throughout the year
may be sufficient to elicit reproduction; therefdhectuations and / or extreme weather
events due to anthropogenic climate change mighiamee the snake problem.
Furthermore, the observation that a moderate hdbiem enhances the reproductive cycle
allows the hypothesis th&8oiga irregularismay find climatically suitable habitats also in
more temperate regions with a higher degree ofosedisy, such as the northern parts of
New Zealand, Japan or Taiwan. Generally, climaiicilarities of a novel environment
compared to the native range enhance the prohabflisuccessful establishment of alien
invasive species (@vFORD et al. 2008).

Which regions are at high risk of invasion by thevén tree snake?

FRITTS and FoDDA (1998) studied the risk of invasion by the Broweet snake
using biological and natural history informationhely concluded that the Northern
Mariana, Hawaiian and Caroline Islands are mostiskt because a native (competing)

snake fauna is absent and prey is available. Simedviariana and Caroline Islands are
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comparable in terms of faunal composition to Guaminvasion in these islands may have
similarly dramatic ecological consequences. Thend&iwcomposition of the Hawaiian
Islands might also generally support the establesttnof Boiga irregularis (KrRAus and
CARVALHO 2001). However, predictions based on natural histand biological
information appears to bear a higher degree of ntmio¢y here, because the faunal
composition of the Hawaiian Islands is distinctliffetent from that found at Guam
(FRITTSs and RODDA 1998).

» @
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Figure 3.4-4 Potential distribution ofBoiga irregularis under current climate on the
Hawaiian Islands. Higher MaxEnt values suggestdrigfimatic suitability.

CEM predictions obtained in this paper confirm &x@ected climatic suitability of
the Northern Mariana, Hawaiian and Caroline Isladiditionally, our models highlight
major parts of Central Africa, Central and SouthAmerica and a broad swath of the
southeastern US coastal plain (coincident with ghegdiction presented byd®DA et al.
(2007)) New Caledonia, New Zealand and Madagascéiaging high climatic suitability
to B. irregularis. Records of Brown tree snakes which were accidgntaiported to
Hawaii and New Zealand do already existiL(Get al. 2001, IUCN Invasive Species

Specialist Group 2007, www.issg.org) and it maydsred that the Brown tree snake will
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establish here. Impacts may be enhanced due haglalality of prey affecting population
dynamics of the invader. EstablishmenBofirregularisin New Zealand, in addition, may
be facilitated due to the absence of competitorgesexclusively sea snakes occur there
(Hydrophiidae). Similarly, for New Caledonia ane: thiji Islands only 19 and seven snake
species are known respectivelyg(t2 et al. 2007). Sixteen of the New Caledonian spgecie
again are hydrophiids, two are fossorial thyphlapichile Candoia bibroni(Boidae) could

be a potential competitor to the Brown tree snéiteiji, there are each three hydrophiids

and thyphlopids plu€andoia bibroni

Maxent value
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Figure 3.4-5Potential distribution oBoiga irregularisunder current climate conditions in
Madagascar. Higher MaxEnt values suggest higheratic suitability.

It needs to be noted that possible discrepan@asden the realized climatic niche
(= climatic conditions within realized distributipand the fundamental climatic niche of
B. irregularismay lead to an underestimation of threat in sorg@ns. Unfortunately, the
relationship between realized and fundamental noatmeonly be addressed experimentally
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but not with CEM approaches leaving some degraeoértainty. However, interestingly
the potential distribution d8. irregularis derived from our model is remarkably coincident
with the realized distributions of all other membeaf the genudBoiga, implying that
climatic niches are rather conservative within gemus - at least regarding the variables
chosen herein - and that we captured a great péd fmundamental niche with our model.
However, areas outside the potential distributiomppsed may exhibit different climatic
conditions as present within the realized distidoutof B. irregularis, but they may not

necessarily be unsuitable.

Conclusions

We conclude that thBoiga irregularisis a species causing a high extinction risk to
endemic faunas in regions where specimens are dntlyutransiocated via military
shipment and cargo @A Ts 1987; Kraus 2007; BOMFORD et al. 2008) and which at the
same time are suitable under current climate aokl é@ampetitors, namely the Northern
Mariana and Hawaiian Islands, New Caledonia and IBiands. Climatically suitable
regions harboring minimal or lacking native snakecses are likely to be most impacted.
Here, availability of resources may be enhancedpeoed to an ecosystem already
harboring competing snakes.

Under future anthropogenic climate change, thelsasin will not change
essentially but climatic suitability foB. irregularis will generally remain high in
Madagascar and New Caledonia and even increaseein Kealand (D.RODDER,
unpublished data). Possible spread routes to MadagaNew Caledonia and Fiji Islands
include sea cargo, military equipmenR(Frs 1987; KRAUs 2007) and also accidentally
translocations via aircraft cargoesT(@WSON and ATKINSON 2000). Preventing further
spread to the areas highlighted may depend on amaimg very strict cargo checks of
boats and searches at airports.
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3.5. Human Footprint, facilitated jump dispersal, and the potential

distribution of the invasive Eleutherodactylus johnstonel Barbour 1914

(Anura: Eleutherodactylidae)®
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Eleutherodactylus johnstonei

® This part was submitted fropical Zoology
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Introduction

Alien invasive species are a concern in naturee&wasion as they may have a broad
range of negative impacts. These can comprise w@raspects such as extinction of
species, biotic homogenization, alteration of comityustructure, disruption of food-
webs, losses to agriculture, damage to human stesit disease epidemics and
degradation of human quality of life R&us 2008), respectivelyEleutherodactylus
johnstoneiis a small (17-35 mm), dull-coloured, nocturnady most likely native to the
Lesser Antilles (Antigua, Barbuda, Nevis, Monser@aba, St. Martin, St. Eustatius, St.
Kitts, St. Lucia, St. Vincent; £ver 2003). The geographic distribution Bf johnstonei
has been continuously expanding during the lastuces (KAISER 1992; KAISER &
WAGENSEIL 1995). Its exact origin, however, remains unckd#tough many hypotheses
have been formulated (e.g.AKER 1997). As a highly adaptive species, the frog has
established invasive populations in several Caghhbslands including Aruba, Barbados,
Bonaire, Curagao, JamaicaAiRby and HaRRIS 1979; KAISER 1997; LEVER 2003; BJURT
2006) and Bermuda, as well at the Central and Séumtlerican mainland (Colombia,
Costa Rica, French Guiana, Guyana, Panama, VerezKelsErR et al. 2002; EVER
2003). Today, it is the most widely distributeddria the eastern Caribbean.

Eleutherodactylus johnstonelisperses by a variety of means, whereby the major
ways are human facilitated jump dispersal via omata plant trade, transportation of
roadside litter, merchandise and man made irrigagchemes (BRBOUR 1930; GHENSKY
1989; Lever 2003). Subsequent accidental or intentional intobidns by residents is
indicated by its predominate presence in upscdlaruareas such as private residences and
areas where transportation of goods is centreds@R et al. 2002; BURT 2006). The key
of the success oOE. johnstoneiin establishing invasive populations may be itealr
ecological versatility, tolerance of xeric conditgo(ROUGH et al. 1977) and independence
of standing water due to direct developing eggsigkR et al. 2002). It is apparently more
successful in occupying even heavily anthropogdisturbed habitats than other members
of the genus (&EWART 1977; SEWART and MARTIN 1980; GERMANO et al. 2003) and a
highly successful colonizer once introduce@gBoRD et al. 2009).

It was shown thaE. johnstoneifrequently outcompetes native spediesisturbed
habitats, but it is commonly unable to establigelftin undisturbed areas occupied by
ecologically similar species (e.g.oBGH et al. 1977; KISER and HENDERSON 1994;
KAISER and WAGENSEIL 1995; KaiseErR 1997; KaISER et al. 2002; RAus 2008). For
example, KISER et al. (1994) suggested that introdudedjohnstoneiin Grenada may
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have led to the decline of the natiize euphronideghrough interspecific competition.
Similar interactions betweeB. johnstoneiand other native species were reported from
Antigua (HWARTZ 1967), Dominica (KKISER and HENDERSON 1994), and Jamaica
(PouGH et al. 1977), respectively. Therefore, in comboratwith rapidly progressing
habitat destruction, it may be a catalyst for tleappearance of other specieaggy and
HARRIS 1979).

Next to competition with native species, furthersgible impacts of introduced
Eleutherodactylus include transmission of diseases (e.g. @&fatrachochytrium
dendrobatidis as reported forEleutherodactylus coquifHOMAS, 1966; B:ARD and
O’NEILL 2005)) or of parasites (e.geptospira interrogansEVERARD et al. 1990) and
socioeconomic damages KKus and Q\WPBELL 2002; LEVER 2003). In French Guiana,
the calls of introduced. johnstoneiare disturbing the sleep of local residenteuErR
2003). This is also a problem for other areas wikdeeitherodactyluspecies have been
introduced outside their native ranges. In the Hewdslands, the calls d&. coquiare a
serious problem for local residents and hotel guesio complain about the noise keeping
them awake at night @&aus et al. 1999, Raus and QwPBeELL 2002). In Hawaii,
residents are encountering reduced property valndsncreased difficulty selling property
(KrRAUS and Q\MPBELL 2002).

A risk assessment identifying regions in whigh johnstoneican find suitable
conditions for successful establishment of invagigpulations may be helpful to prevent
further introductions and to coordinate effectivenservation measurements. Successful
establishment of a non-indigenous species intocasystem depends on the presence of
competitors and predators, food availability, andmhn footprint (ERLICH 1989;
WILLIAMSON 1996). Additionally, the climatic similarity of éhnovel ecosystem compared
with the source ecosystem is an important issuemMf®RrRD et al. 2008). For such an
assessment, GIS-based analyses such as Climatéofmvdodels (CEMs) can be a
powerful tool (e.g. BTERsoNand MEGLAIS 2001; RODDER et al. 2008; BMFORD et al.
2009; RODDER 2009). Herein, | compare the potential distribataf E. johnstoneiunder
current climate conditions and the spatial distiiru of anthropogenic modified habitats

in order to identify regions with high potentiats £. johnstoneinvasions.
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Material and methods
Species records

For model building 3,362 species records were obthifrom through the Global
Biodiversity Information Facility (GBIF; www.gbifrg) and HerpNet databases
(www.herpnet.org), and additional published refeesn (8HWARTZ and HENDERSON
1991; KaISER et al. 2002; EVER 2003; BJURT 2006). A total number of 124 records were
situated in unique grid cells and used for modelding (39 native and 85 invasive
records). If necessary, the Alexandria Digital kityr Gazetteer Server Client
(www.middleware.alexandria.ucsb.edu/client/gaziad&x.jsp) was used for
georeferencing. The accuracy of coordinates predesss assessed with DIVA-GIS 5.4
(HIumMANS et al. 1999; 2002).

Variable selection

PouGH et al. (1977) showed that climatic conditions dreectly correlated with
activity patterns and habitat choice En johnstonei whereby temperature and moisture
conditions of its preferred habitats are closeliatezl to its physiological properties.
According to laboratory experiments conducted ®séhauthors, the preferred temperature
of E. johnstoneiis 25.7 £ 0.67 °C (n= 49), whereby its critical ximum temperature
ranges between 36.2 — 40.8 °C (acclimated to 26f€an= 39.2 £ 0.47 °C, range= 36.2-
40.8 °C, n= 10; acclimated to 30°C: mean= 38.610C, range= 38.0-40.0 °C, n= 10).
Although E. johnstoneiis apparently more tolerant to dehydration than tmather
Eleutherodactylus(PouGgH et al. 1977), a continuous availability of watemaynbe
necessary for its persistence. Therefore, | salet¢tee ‘annual mean temperature’,
‘maximum temperature of the warmest month’, ‘minfmuemperature of the coldest
month’, ‘annual precipitation’, ‘precipitation ofettest month’, and ‘precipitation of the
driest month’ as variables representanget of parameters, which describe the availgbilit
of water and energy and their minimum and maximimiermation on current climate was
obtained from the Worldclim database, version Hich is based on weather conditions
recorded between 1950 and 2000 with grid cell te¢gwoi 30 arc seconds (HANS et al.
2005; http://www.worldclim.org). It was created bgterpolation using a thin-plate
smoothing spline of observed climate at weathetiosts, with latitude, longitude and
elevation as independent variablesutdHINSON 1995, 2004). In order to compare

bioclimatic conditions between native, invasiveargls and published data provided by
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POUGH et al. (1977), | plotted the cumulative frequeratythe records per bioclimatic
parameter with DIVA-GIS.

It was shown that successful establishment of imegsopulations oE. johnstoneis
often facilitated by anthropogenic habitat distumtxa (e.gPOUGH et al. 1977; KISER and
WAGENSEIL 1995; KaISER 1997; KaISEr et al. 2002) which can be quantified by the
Human Footprint (HF; SN\DERSON et al. 2002). Therefore, | compare the resultsiobt
from the potential distribution map derived frone t6EM with the HF values describing
the human influence within a given area. HF valtesge from 0 to 100 and can be
understood as the sum total of ecological footpriof human populations including
population density, land transformation, accessctat power infrastructure, and biome
normalization (BNDERSON et al. 2002). Higher HF values suggest a highthrapogenic

impact.

Computation and evaluation of the Climate Envelbjoelel

For CEM calculation | used MaxEnt 3.2.19 H(RIPs et al. 2004; 2006;
http://www.cs.princeton.edu/~shapire/maxent), a nmeekearning algorithm following the
principles of maximum entropy AYNES 1957). It has been shown to reveal better results
than other comparable methods such as BIOCLIM, D@Wér GARP (e.g. EITH et al.
2006). The reliability of the results obtained frdtaxEnt models has been confirmed by
its good capacity to predict novel presence loealibf less well known species (e.g.
PEARSON et al. 2007) and the outcome of introductions mfasive species outside the
native range (e.g. ®DER et al. 2008; RDDER 2009). Both native and invasive
Eleutherodactylus johnstonerecords were pooled for model building following
BROENNIMANN and QuISAN (2008). The records were not randomly distribubedr its
native and invasive range (Figure 3.5-1), leavimg problem of clumped records due to
biased sampling which may violate CEM assumptiang. (DORMANN et al. 2007). To
account for this, | extracted all bioclimatic vatuat the records and performed a cluster
analysis based on Euclidean distances, wherebytingsiclasses were blunted at a
threshold leaving 60 classes. The mean valueseobitbclimatic variables per class were
used for further processing. This method reducesathount of duplicate information in
the data set and thereby the impact of clumpedrdscdue to biased sample selection.
Calculations were performed with XLSTAT 2008 (Adslxft, http://www.xIstat.com;
downloaded 1 July 2008). For model building, 10,088dom background points were
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automatically selected by MaxEnt within a minimuroneex polygon covering and
including both native and invasive records. Theidtig output format with suitability
values linear ranging from O (unsuitable) to 1 ifopd) was used (RLLIPS and DUDIK
2008). CEM predictions may become unreliable if thedel is predicted onto climate
parameters outside the training range (termed ‘glagy, PHILLIPS et al. 2006); therefore
such areas were removed from the final potentstibution map.

Maxent allows for model testing by calculation bétArea Under the Curve (AUC),
referring to the ROC (Receiver Operation Charastie)i curve (FANLEY and McNEIL
1982; RuILLIPS et al. 2006). | used the class means of the Innatic variables as described
above for model training and (1) all original sgecrecords as test points (referred to as
AUCs) and (2) random background points within the fragrarea as test points (referred
to as AUGuining. This method is recommended for ecological apgibms because it is
non-parametric (BARCE and FERRIER 2000). Values of AUC range from 0.5 (i.e. random)
for models with no predictive ability to 1.0 for wohels giving perfect predictions.
According to the classification ofw&Ts (1988) AUC values > 0.9 describe ‘very good’, >
0.8 ‘good’ and > 0.7 ‘useful’ discrimination abylitFurthermore, MaxEnt offers the option
to perform a jackknife analyses to determine thatike importance of the variables in the

final model.

Results

| received ‘good’ to ‘very good’ AUC values in thaodel (AUGaining = 0.897;
AUCs = 0.921). Clamping occurred only in a small strgdeng the western Coast of
Southern America from northern Peru to central €hithich was excluded from further
analyses. Analysis of variable contributions in thedel revealed that the ‘maximum
temperature of the warmest month’ had with 40.2 Bé highest explanative power
followed by ‘precipitation of the wettest month’53 %), the ‘annual mean temperature’
(9.5 %), ‘mean temperature of the coldest quaf@B %), the ‘precipitation of the driest
month’ (6.1 %) and the ‘annual mean precipitati¢th3 %). Climatic conditions observed
at the invasive records frequently exceed condstetrthe native records, with exception of
the ‘maximum precipitation of the wettest quart@figure 3.5-1). The by GUGH et al.
(1977) experimentally determined preferred tempeeadfE. johnstonecorresponds well
with the annual mean temperature at the nativerdscgmedian= 25.7 °C, range= 23.0 —

26.7 °C; Figure 3.5-1), but the upper and loweugalare frequently exceeded the invasive
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range (median= 26.0 °C, range= 17.8 — 27.7 °C;reidy. Upper and lower values of the
maximum temperature of the warmest month withinihéve range (median= 30.4 °C,
range= 27.6 — 31.4 °C; Figure 3.5-1) are also featly exceeded in the invasive range
(median= 31.1 °C, range= 23.8 — 34.1 °C; Figure13,%ut still much lower than the

critical maximum temperature (as reported kw&H et al. 1977).
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Figure 3.5-1 Comparison of climatic conditions at native and/asive records of
Eleutherodactylus johnstoneNative records are indicated in black, invasieeords in

grey.

Under current climatic conditionE, johnstonecan find suitable areas everywhere in
the Antilles, coastal parts of the Dominican Repubhd Haiti, Jamaica, Puerto Rico and
coastal parts of Panama, Columbia, Venezuela andrau(Figure 3.5-2). In the South
American mainland, the Iquitos region in Peru, upparts of the Amazon basin and
coastal parts of north-eastern Brazil are highéghby the model. Looking at fine scale
patterns within the invasive range, further sprefdt. johnstoneimay be hampered by
climatically unsuitable areas within the inlands @élombia and Venezuela. However,
climatically suitable potential dispersal routesra the Andes and eastern parts of the

pantepui region may exist (Figure 3.5-2).
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Figure 3.5-2 Potential distribution oEleutherodactylus johnstonender current climate
conditions. Higher MaxEnt values suggest highematic suitability. Native records are
indicated as white points, invasive records askilaangles.

Human Footprint

W o

Figure 3.5-3Human Footprint (HF), a quantitative evaluatiofie@ing the continuum of
human influence across terrestrial biomes. Higladmes suggest a stronger anthropogenic
habitat disturbance. Native recordsEléutherodactylus johnstonare indicated as white
points, invasive records as black triangles. SouseeDERSONet al. (2002).
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Most known populations dE. johnstoneare situated in areas characterized by high
HF values (native range: mean= 50.9 * 9.6, rangke= 33; invasive range: mean=49.3 +
15.5, range= 12 — 93; Figure 3.5-3). Comparing spatial patterns oE. johnstonés
potential distribution (Figure 2) and HF valuesg{ifie 3.5-3) it becomes evident that Costa
Rica, Panama, the North coast of South Americaudtioy major parts of the Andes in
Colombia, Ecuador and Venezuela and coastal pértsomh-eastern Brazil are highly
suitable in terms of climatic conditions and angiwgenic habitat disturbance. Although
climatically suitable, the Iquitos region in Peraudaparts of the Amazon basin are

characterized by low HF values probably hampermgqsaasion.

Discussion

My results indicate that almost all Caribbean id&rand most parts of adjacent
continents provide suitable conditions fBr johnstoneiand invasive populations are
already known from most of them. However, a fewansls situated within already invaded
islands (i.e. Haiti, the Dominican Republic, Pudrico and the US Virgin Islands) have
not been invaded yet. One reason may be that #llesk islands are inhabited by a diverse
anuran fauna which is rich in ecologically simiEEeutherodactyluspecies (lHDGESet al.
2008). A possible competitor in Puerto Rico and W8 Virgin Islands may be
Eleutherodactylus coquWithin its native range in Puerto Rico, densitid€. coquiare
with around 20,000 individuals fiamong the highest known for any amphibian in the
world (STEWART 1995; WOOLBRIGHT et al. 2006)Eleutherodactylus coqus ecologically
a generalist, highly adaptive and tolerates habitetdifications (askE. johnstonei
(WOOLBRIGHT 1991; 1996). The presencekfcoquiwould most likely make a successful
establishmeniE. johnstonedifficult.

Despite harbouring an anuran fauna diverse in gadtly similar speciesE.
johnstonei has established numerous invasive populations hat €olombian and
Venezuelan coast. ASER et al. (2002) suggested that one of the poteriatiers
hampering its further dispersal in Colombia and &&rela may be temperature decrease
with increased altitude. The highest known popafatccurs in Mérida, Venezuela at up
to 1400 m a.s.l. and the authors argued that thiade is the maximum possible for the
species. The influence of altitude is also highikghby the CEM in the Andes of Colombia
and Venezuela, whereby the potential distributibk.gohnstoneis disrupted (Figure 3.5-

2). However, invasive populations are already kndnem these patchy suitable sites and,
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since human facilitated dispersal is the main gpmgay, the lack of continuous suitable
areas may finally not prevent further spreadings.

In the capital city of Georgetown, Guyarta, johnstoneihas remained confined to
the urban area although agricultural land and apthgenic disturbed forests were close by
(KAISER et al. 2002). Hence, ASER et al. (2002) concluded that in may cause no larm
native species because its expansion ability istdonby the availability of disturbed
habitats. This may hold true for Georgetown sirfieedrea around the city is characterized
by comparatively low HF values (Figure 3.5-3), bodt necessarily for invasive
populations in Colombia, Costa Rica, Panama andeXesla where HF values in
surrounding areas are overall high. The Andes dbi@bia, Ecuador and Venezuela are
therefore most suitable fdE. johnstoneiin terms of climate and habitat modification
(Figure 3.5-3). This Andean region harbours a lyighlverse amphibian fauna which is
highly threatened due to anthropogenic habitatatiten (e.g. SUART et al. 2008) and the
emerging infectious disease Chytridiomycosis (kigs et al. 2008). The high number of
ecologically similar Strabomantid speciess@ides et al. 2008; 8UART et al. 2008) may
prevent the spread &. johnstonein natural habitats. HoweveE, johnstonemay be able
to compete with them in the next future. Many afsé species have very restricted ranges,
most likely a low adaptation capacity to environtaérstress and are vulnerable to the
rapidly progressing anthropogenic habitat alterat{8UART et al. 2008). Facing the
rapidly progressing habitat destruction in thisaake johnstonemay be a catalyst for the

disappearance of other species.

Methodical caveats

CEM approaches rely two basic the assumptions:th{a) climatic tolerances of
species are the primary determinants of their oordéstributions and (2) that specific
climatic niches are conservative, at least withiregolutionary short time frames of some
hundreds to thousands years (e.geN8 and RAHAM 2005; but see alscERRMAN et al.
2008). In the case of species inhabiting island$ asE. johnstonei climate is not the
primary limiting factor for the geographic distriimn violating assumption (1). Hence,
climatic conditions potentially suitable for theegges but not present in its native range
may be unintentionally excluded from the CEM legdito an underestimation of its
potential distribution. However, several examplagehshown that CEMs can successfully

predict invasive populations of species originatingm islands (e.g. &DER 2009;
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RODDER and WEINSHEIMER 2009) if the problem of possible underestimat®maken into
account. To minimize this problem, | used climatienditions as present in both.
johnston€és native and invasive distribution for model bung herein, e.g. as suggested
by BROENNIMANN and @ISAN (2008), including all information currently avdla.
However, it needs to be noted that the climatib@ibreadth oE. johnstonemay still be

broader than suggested by the model.

Conclusions

It took several centuries of presumably human-ratgd introductions untiE.
johnstoneias established invasive populations in all culyekhown regions (KISER
1992; 1996). First specimens at the South Ameriaenland were detected in Georgetown,
British Guyana prior 1919; it was introduced in tage 1950s to Caracas, Venezuela, from
where it most likely expanded its range to Colomiarpy and HaRRIS 1979) and was
introduced with plants from Venezuela to Curacathalate 1970s and later to Aruba and
Bonaire (BJURT 2005, 2006). These spatial and temporal patterggesi that it can
establish invasive populations more rapidly todagntin the past. KISER et al. (2002)
suggested thakE. johnstoneiwill continue to expand its range by chance withau
possibility of stopping it. The progressing anthlogenic habitat disturbance and enhanced

transportation of goods during the last decadesemay enhance its spread rate.
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4.1. Environmental niche plasticity of the endemicgecko Phelsuma
parkeri from Pemba Island, Tanzania: a case study of extmtion risk on

flat islands by climate changé’
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Introduction

Habitat loss, overexploitation and climate changeamong the most serious threats
for species (8UART et al. 2004; TiomAsS et al. 2004), whereby species inhabiting islands
with restricted ranges are at greater risk of extom than those found on continents
(Frankham, 1998). The greater risk for island endsroan be traced back to (1) their
greater susceptibility to perturbation from invasigpecies or pathogens, (2) their
commonly fewer and smaller populations caused leystmall range size, and (3) their
greater vulnerability to changes in environmentahditions due to small genetic
variability allowing often only little adaptationapacity. Additionally, their small range
size makes them more vulnerable to habitat fragatiemt since even moderate
fragmentation may prevent gene flow among poputatio

A great part of the geographic distribution of aedps is determined by its
fundamental niche, i.e. those environmental coowlti under which populations can
persist. As defined by BfcHINSON (1957; 1978), a species’ climatic niche or climate
envelope is part of its fundamental niche (Figule . The realized niche of a species is
understood to represent a subset of the fundameicteé considering dispersal limitations
and biotic interaction such as competition, or riatdon with pathogens BERON and
PETERSON 2005; Figure 4.1-1). It was shown that climatictéas directly affect the
distribution, abundance and life cycles of specksthropogenic climate change has
already caused shifts in geographic distributiomwinerous taxa @FRMESAN and YOHE
2003; RARMESAN 2006). If climate changes, island endemics maydstricted in their
ability to conduct range shifts depending on theotgraphic variability and the size of the
island. Species inhabiting islands characterizetbtyaltitudinal variation might be most
strongly affected by climate change due to the EHqgbossibilities for horizontal or upward
range shifts. On the other hand only a small piatth@ fundamental niche may be realized
since climate is commonly not the major factor ting the distribution of island species.
In order to assess the relative proportion of teldmental niche and the realized niche, a
comparison between conditions tolerated in thegoeand in the past may be helpful.

One species meeting these characteristiBhesuma parkeyia medium sized (total
length up to 165 mm), green day gecko endemic mldadsland which is - like all species
in the genus - listed on CITES Appendix IIAHMANN et al. 2008). According to recent
molecular analyseB. parkeriis the sister species to the much lafgkeelsuma grandiand
has reached the island by oversea dispersal fromtalygescar (RX\WORTHY et al. 2007;
ROCHA et al. 2007). Although the genetic distance bebhweparkeriand its next relative

152



Section 4: Niche dygrics in space and time
4.1 Phelsuma parkeri

P. grandisis comparatively low in comparison to otli®relsumaspecies, there is no doubt
that this difference predates the Pleistocene gerkssuming that the ancestor Bf
parkeri has arrived immediately from Madagascar (i.e. wkdg the possibility of step
stone dispersal followed by subsequent extinctiba)species has most likely maintained

feral populations on Pemba during the climatictihations in the Pleistocene.

Abiotic niche

‘._ Potential distribution
Realized distribution
g Lo

Accessibility Biotic interaction

Figure 4.1-1 Relationships between abiotic (= fundamental) eidbiotic interaction and
accessibility after HTCHINSON (1957) as modified by GBERON and RETERSON (2005).
The potential distribution is a subset of the dbioiche considering biotic interactions,
whereby the realized distribution is a subset & potential distribution considering
accessibility. Dots represent species records.

Pemba Island is situated ca. 50 km off the Africaast in the Indian Ocean and part
of the Zanzibar archipelago that includes the dd$aof Zanzibar and Pemba. Pemba Island,
with a length of ca. 67 km and a breadth of cak@@ covers an area of approximately
1040 knf (PAKENHAM 1979). Compared to the Tanzanian interior, clinuatéhe Zanzibar
archipelago is characterized by high humidityMd 2004), whereby south-western Pemba
receives with a maximum of 1940 mnit the highest mean annual rainfall in East Africa

(Juma 2004; Table 4.1-1). Pemba’s driest area is situeteastern parts of central Pemba
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(1117 mm ¥ Figure 4.1-S1). The temperature throughout ttamibis relatively invariant
throughout the year (Table 4.1-1; Figure 4.1-2).

Pemba Island is a network of small valleys andhilhereby only few exceed 90 m
a.s.l. (Figure 4.1-2). Western and central partthefisland are covered by hygrophilous
tropical vegetation. In contrast, along most of #astern seaboard of Pemba, a band of
bushland of varying width can be found. This unigxerophytic vegetation grows on the
old outcropping coral rock, named coral-ragBNHAM 1983) — a soil type having much
lower water capacity compared to the western soils.

Pemba Island is part of the East African coastadiomosaic according teSwLs et
al. (2002). A comparative species diversity analymprising 29 East African coastal
forests based on distributions of birds, mammatkraptiles revealed that Pemba harbours
one of the most unique faunas with only very limiverlap with other coastal forests
(AzerIA et al. 2007). Pemba Island is - unlike its neigitbdanzibar - thought to have
been isolated from the continent by a 700 - 800 eapdoceanic channel for several
millions of years and can be considered a truerocesland (ARCHER and TURNER 1993;
JumA 2004). The island is characterized by a remarkabieber of endemic species, some
of which have their closest relatives in the Madaga region such as plantalde
pembanuryy mammals Rteropus voeltzkowi and several reptiledygosoma pembanym
Natriciteres pemband.ycophidion pembanunheptotyphlops pembaPhelsuma parkeyi
(PAKENHAM 1983; NAHONYO et al. 2005).

The goal of the present study is (i) to evaluate dlrrent distribution oPhelsuma
parkeri on Pemba Island; (ii) to assess its environmenighen plasticity in terms of
microhabitat utilization and macroclimatic factaas actually present and as expected
during the last glacial maximum,; (iii) to discuds tonservation status facing invasive
species, changing climate and land use. Inspiredch bhgcent proposal of the CITES
commission / Tanzanian Government for commercial, uge also discuss the potential

impact of sustainable use for pet trade.

Material and methods

We conducted visual encounter surveys on Pembadistetween © and 23°
January 2009 in a period of sunny weather and dlmmsain. Study plots distributed all
over the island were mainly restricted to easilgessible areas and therefore more often

situated along the existing road network (Figur&-2). Specimens were determined
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visually and captured only occasionally. For egoécgnen encountered we recorded exact
locality information including longitude, latitudand altitude using a Garmin Etrex
Venture HC GPS. Microhabitat data included perdk ¢§plant species) and estimated
elevation above ground to the nearest 0.5 m. Aalthli locality data was taken from
literature and georeferenced with Google Earth p(fgarth.google.de/) (five sites;
PAKENHAM 1983).

Climate data

Information on current climate (annual mean temjopeeaand precipitation as well as
minimum and maximum temperature / precipitatioriha warmest / coldest and wettest /
driest month) was obtained from the Worldclim dakdy version 1.4, which is based on
weather conditions recorded between 1950 and 200angrid cell resolution of 30 arc
sec (HimANs et al. 2005, www.worldclim.org). It was created inyerpolation using a
thin-plate smoothing spline of observed climatevaather stations, with latitude, longitude
and elevation as independent variablesT&HINSON 1995; 2004).

For paleoclimate as expected for Pemba Island guhie Last Glacial Maximum
(LGM), General Circulation Model (GCM) simulatioisom the Community Climate
System Model (CCSM; http://www.ccsm.ucar.edukHC and GeNT 2004) and the Model
for Interdisciplinary Research on Climate (MIROGrsion 3.2; 115 http://www.ccsr.u-
tokyo.ac.jp/~hasumi/MIROC/) were provided by R. JiMANS. Original GCM data were
downloaded from the PIMP2 website (http://www.pinge2s-gif.fr/) with spatial
resolution of roughly 300 x 300 km. Surfaces warated as described bgfRsoNnand
NYARI (2007).

For future climate scenarios, we used climate chapgpjections based on the
CCCMA, CSIRO and HADCM3 (EATO et al. 2000; GRDON et al. 2000) models and the
emission scenarios reported in the Special RepoEmissions Scenarios (SRES) by the
Intergovernmental Panel on Climate Change, IPCC
(www.grida.no/climate/ipcc/emission/). A set of fdient families of emission scenarios
was formulated based on future production of greasd gases and aerosol precursor
emissions. The SRES scenarios of A2a and B2a wsad in this study. Each scenario
described one possible demographic, politico-ecaaosocial and technological future as
expected for 2080. Scenario B2a emphasizes more@oamentally conscious, more

regionalized solutions to economic, social and mmental sustainability. Compared to
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B2a, scenario A2a also emphasizes regionalizedti@otu to economic and social
development, but it is less environmentally conssio
Modelling algorithm

Maxent 3.2.19 (RiLLIPS et al. 2004; 2006, www.cs.princeton.edu/~shapirgéng
was applied for Climate Envelope Model (CEM) cadtidn in order to assess the potential
distribution of P. parkeriand to map it into geographic space. MaxEnt igid-lgased
machine-learning algorithm following the principleEmaximum entropy A¥NES 1957).
The idea behind MaxEnt is to find a probabilitytdisution covering the study area that
satisfies a set of constraints derived from theirenmental conditions at the species
records. MaxEnt is able to incorporate complex ddpacies between predictor variables
and has been shown to reveal better results thiieer oomparable methods (e.g. et
al. 2006; Wsz et al. 2008). The reliability of the results obtd from MaxEnt models has
been confirmed by its capacity to predict novelspree localities for poorly known
species (PARSON et al. 2007) and the outcome of introductions lefhainvasive species
outside the native distribution (e.geTRSONand MEGLAIS 2001; RODDER et al. 2008;
RODDER 2009). Runs used herein were conducted usingdfald values for all program
settings. The logistic output format with suitatyilvalues ranging from 0 (unsuitable) to 1
(optimal) was used @RLLIPS and DuDik 2008).

Maxent allows for model testing by calculation bétArea Under the Curve (AUC),
referring to the ROC (Receiver Operation Charastie)i curve; herein we assessed the
ability of the model to distinguish background geifrom training points (KNLEY and
McCNEIL 1982; RuiLLIPS et al. 2006). This method is recommended for epodd
applications because it is non-parametrieAffCE and FERRIER 2000). Values of AUC
range from 0.5 (random) for models with no preditability to 1.0 for models giving
perfect predictions. According to the classificatiof Swets (1988), AUC values > 0.9
describe ‘very good’, > 0.8 ‘good’ and > 0.7 ‘udéfliscrimination abilities. In the case of
MaxEnt AUC values reflect the model’'s ability tostinguish presence records from
random background pointsHeLIPS et al. 2006).

Results
During our surveys we encounter@d parkeriin a total number of 39 localities
distributed all over the island with exception loé tdry coral-rag region (Figure 4.1-2) and

the offshore islets which were not surveyed. Preteperch sites dP. parkeriincluded
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coconut treesGocosnuciferg n= 23; n%=71.88), banana planMusa sp.; n= 6; n%-=
18.75) and palm tree®éaphiasp.; n= 3; n%= 9.38). One specimen was encountanedl
jacktree Artocarpus heterophylljsand two specimens on unidentified trees (onaldea
one alive). Perch sites varied in estimated elewabetween 1.5 m and 12 m (mean= 3.7
m; SD= 3.1 m). The number of encountered specinggaatly varied during the day,
whereby most specimens were observed in the afiare 15 — 18 hrs). No specimens
were encountered at night. With exception of ontelieg, all other geckos apparently

had a similar size and were therefore classifieadasts.

Potential distributiorand changes in climatic conditions

The ability of our model to distinguish presencenirrandom background records
was ‘good’ (AUC = 0.821) according the classifioatiof SVETS (1988). The minimum
MaxEnt value observed at the training points wa9®.and the lowest 10 percentile was
0.447. Our CEM approach suggest tRaparkerican find climatically suitable conditions
almost on the whole island (Figure 4.1-3) what memir impression during field work.
The region with lowest MaxEnt scores is coincidewth the coral-rag area and
characterized by much lower annual mean, minimund amaximum precipitation
compared to the rest of the island.

Comparison of current climatic conditions and thesesuggested by CCSM and
MIROC simulations for 21,000 BP revealed that nalagous climate to today’'s
conditions has existed during the LGM (Table 4.11#pin differences are related to
climatic parameters comprising decreases betwedntd.2.8 °C in the maximum
temperature of the coldest month and 2.1 to 3.4n°@e minimum temperature of the
warmest month throughout the island (Table 4.1Sl)ggested changes in precipitation
patterns are inconsistent among models whereby CE&jdest decreases and MIROC
suggest increases (Table 4.1-1).
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Figure 4.1-2Distribution of sampled localities (grey dots) anddelsuma parkerrecords

on Pemba Island (black points) and climatic vahigbihroughout the island, exemplified
on two selected grid cells (right).
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Maxent value
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0.900 - 1.000
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Figure 4.1-3Potential distribution oPhelsuma parkernn Pemba Island. Warmer colours
suggest higher climatic suitability. The minimum XEat value observed at the training
points was 0.306 and the lowest 10 percentile w&$70
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Future anthropogenic climate change as proposedCBYMA, CSIRO and
HADCM3 simulations assuming A2a and B2a conditisaggest overall increases in the
annual mean temperature between 2.0 and 4.2 °Qghoait the island relative to current
conditions. The minimum temperature of the colseshth may increase about 1.2 to 3.8
°C and the maximum temperature of the warmest man#iout 2.0 to 3.7 °C (Table 4.1-
1). Suggested changes in precipitation patternsnaensistent among scenarios; annual
mean precipitation may vary between -168 and +427 yil, precipitation of the driest
month between -15 and +4 mm and precipitation efwiettest month between -175 and
+142 mm (Table 4.1-1).

Discussion
Possible threats

When assessing risks caused by habitat modificaiotic interactions and changing
climate, it is important to evaluate possible dipancies between the realized and
fundamental climatic niches and the relative conition of each ecological factor which
may limit a species’ distribution. Next to a spstidimate envelope these are accessibility
limitations caused by habitat fragmentation andbiotic interactions such as competition
or predation (see als®@8ERONand BETERSON2005).

Our results imply thatP. parkeri was hitherto not negatively affected by
anthropogenic habitat modifications since it isreantly widespread and abundant on
Pemba Island. The only exceptions are the drierarseah like east coast (coral-rag
region), the coastal natural dry forest in the Imeaist (Msitu Mkuu), clove plantations and
mangroves. During our survey the species was mmsidant in cultivated areas such as
coconut and / or banana plantations which currestiser large parts of the island. In the
remaining natural forest habitats, we encounterdy few specimens. These observations
may indicate thaP. parkerimay even have taken advantage of the deforestatidrthe
transformation of natural vegetation to cultivatiarhe situation might change if higher
proportions of the island are transformed into fiekls or clove plantations. Enhanced use
of biocides in agriculture may be also a poterthatat. However, no such tendencies are

evident at present.
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Table 4.1-1Comparison of current climatic conditions and th@s expected during the
Last Glacial Maximum 21,000 y BP (MIROC, CCSM) assuming future anthropogenic
climate change scenarios A2a and B2a. Minimum arakimum values reflect the
variation within Pemba Island.

Variable Current Paleoclimate
MIROC CCSM

min max min max min max
annual mean temperature 25.1 26.4 22.0 24.8 22.1 24.8
max. temperature warmest
month 31.4 33.0 28.0 30.8 28.1 30.9
min. temperature coldest month18.9 20.3 16.1 18.9 16.1 18.8
annual precipitation 1117 1940 1022 1662 1454 2392
precipitation of the wettest
month 204 505 199 434 283 625
precipitation of the driest month 16 46 14 39 21 56

Future climate as expected in 2080 assuming A2a

conditions
CCCMA CSIRO HADCM3
min max min max min max

annual mean temperature 28.3 29.5 28.5 29.6 29.3 30.3
max. temperature warmest
month 34.1 35.5 33.8 35.1 35.2 36.0
min. temperature coldest month22.3 23.6 22.6 23.8 21.9 23.1
annual precipitation 1266 2018 1527 2367 1095 1550
precipitation of the wettest
month 293 600 277 586 180 330
precipitation of the driest month 15 a7 13 43 11 31

Future climate as expected in 2080 assuming B2a

conditions
CCCMA CSIRO HADCM3
min max min max min max

annual mean temperature 27.2 28.4 27.8 29.0 27.6 28.7
max. temperature warmest
month 32.6 34.0 33.9 35.2 33.3 34.6
min. temperature coldest month21.1 22.4 214 22.7 21.0 22.3
annual precipitation 1316 2128 1342 2164 1190 1772
precipitation of the wettest
month 311 647 272 577 214 448
precipitation of the driest month 15 45 11 40 15 50
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Invasive species may have negative effects on eadixa, whereby island endemics
can be especially affected (ANSON 1989; Towns et al. 2006). It was shown that gecko
species can be effective competitors (e.gmB and ETREN 2006) leading in extreme
cases to the extinction of endemic species (etgpduaction ofHemidactylusdrenatushas
caused the extinction of thréactusspecies in the Mascarene IslandsyLEet al. 2005).
On Pemba Island, five other gecko species are kndwo diurnal geckosL{ygodactylus
capensis pakenhanand Lygodactylus viscatyisoccurring in the same microhabitat are
much smaller in adult size and are therefore nkglyi to compete withP. parkeri.
Predominately nocturnal geckos known from PembaudecHemidactylus angulatyd.
mercatorius, H. platycephalu@nd Ebenavia sp. (RKENHAM 1983). Hemidactylus
platycephaluss widely distributed on Pemba Island and has mawrlap in microhabitat
use withP. parkeri However, we failed to find any evidence for stgamompetition since
both H. platycephalusndP. parkerifrequently occupied the same coconut tree. Theroth
three are much smaller th&n parkeriin adult size and therefore most likely no effeeti
competitors. Another potential competitor fr parkerimight beP. dubia This species,
originating from Madagascar, was introduced to paftthe East African coast, including
Zanzibar (RCHA et al. 2007). In contrast to the gecko speciestioeed aboveP. dubia
is only slightly smaller tharP. parkeri and shares its diurnal, tree-dwelling habits.
Therefore, in case of its introduction to Pembamight prove an important threat to the
native Phelsumaspecies. However, competition success may be yhigiiluenced by
climatic suitability for (ectotherm) competitorscéuas geckos (BODER et al. 2008). Since
climate change is likely to alter competition sitsxe ectotherm species we recommend a
monitoring program regularly evaluating the popolattatus oP. parkeri

Are P. parkeriand other species endemic to the rather flat Pdeidad likely to be
affected by climate change? According to our CENg breadth of currently realized
climatic niche ofP. parkeriis rather small (Table 4.1-1) and climatic corah8 as
currently present on Pemba Island will most likelgt be present in the near future.
Assuming a complete coverage of the gecko’s cugremalized climate niche and its
fundamental, extinction may be most likely. Howev@aleo-climatological models
suggest a climate which was quite different frordatgys conditions observed at Pemba
Island. Although potential refuges with conditictguivalent to today’s environment were
most likely absent,P. parkeri and other terrestrial endemics persisted. Possible
explanations of the survival oP. parkeri may comprise: (1) compensation of

macroclimatic variations by microclimate, allowinghifts in phenology, such as

162



Section 4: Niche dygrics in space and time
4.1 Phelsuma parkeri

thermoregulation, activity patterns and / or miabitat use, (2) pre-adaptation due to a
broader fundamental climatic niche than currengiglized, and (3) evolutionary responses
causing shifts in the fundamental climatic nichetufe climate change scenarios suggest
overall a rapid temperature increase. An evolutipmasponse (3) may be unlikely due to
the short timeframe available. Explanation (1) @ppeo be most likely for short term
responses to changing climates, whereby the corapenscapacity of the microhabitat
may depend on the magnitude of changes. We expattPt parkeri will be able to
compensate the moderate climate warming in the fodare e. g. by earlier begin of daily
activity, earlier retreat into shaded perch sitmsgd preference of habitats with denser
vegetation. Shifts in phenological patterns as arsp to anthropogenic climate change
were already shown for many specie\RIRESAN 2006). Additionally, inhabiting an
island, climate is not the range limiting factorAnparkeri hence it is most likely that the
realized climate niche is smaller than it's fundataé In conclusion we do not expect that
the anthropogenic climate change of the near fuwitebe an important threat t@.
parkeri and other endemic species on Pemba.

IUCN status and potential sustainable use

Recently, a discussion about the actual conservatiatus and potential sustainable
use ofP. parkeri has emerged (K. &vELL, pers. comm.). Our results indicate tirat
parkeriis distributed over the largest part of the islantligh abundances, is well adapted
to current land use and most likely not threatedmgdlimate change. As discussed above,
however, potential future threatsRo parkerimight arise from the introduction of invasive
species, especially. dubiaand shifts in land use. As none of these potethiaats are
evident at present to justify inclusion in the gatees Critically Endangered, Endangered
or Vulnerable according to the criteria definedWECN (2001), the status Near Threatened
(NT) is proposed forP. parkeri A further potential threat could arise from over-
exploitation ofP. parkerifor pet-trade. Until presen®. parkeriwas virtually absent from
pet-trade and apparently only few specimens are inreaptivity (HALLMANN et al. 2008).
Recently, it was suggested to export live specinués parkerifor captive breeding and
pet trade (K. ®WELL, pers. comm.). According to our results, we angfident that annual
export of a limited number of specimens (up to @,8pecimens / year) would not
significantly affect the population size. To ensstestainability, we propose that (1) the

population ofP. parkeriis monitored continuously to assess the impat¢hefremoval of
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specimens and to detect possible upcoming thraatsliscussed above, and that (2) the

maximum number of animals exported per year istéithpending on the population status.

Acknowledgements
The authors are grateful toNK HOWELL, SAID JUMA ALLY, FATMA ALLY KHAMIS,

KAssiM MADEWEYA, and ALY M. HiLAL for logistic support and permission appliance
and to Mr. $IAROOK and YoussurFHAMmisI for their great hospitality and help during the
field work, respectively. BBERT J. HIUMANS kindly provided the paleoclimatic scenarios
used herein. Our research project was partly fuddedhe German Science Fundation
(DFG), Graduiertenférderung des Landes Nordrheirstfdlen, and the Volkswagen
Foundation. Necessary permits were kindly grantedhe Zanzibar Research Committee
(Permit No. ZRP/98) of the Revolutionary Republi€ Banzibar, (Department of
Commercial Crops, Fruits and Forestry, DCCFF).

164



Section 4: Niche dynamics in space and time
4.2. Amazoniatelopus

4.2.Reinforcing the predictions of the disturbance vicaance hypothesis

in Amazonian harlequin frogs: a molecular phylogengc and climatic

envelope modelling approach
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Introduction

There is a lot of ongoing debate regarding thelagiion of plant and animal
diversification and distributions in the Amazon imasnd adjacent Guianas. Several
historical biogeographic scenarios have been stedge.g. AFFER 1997, 2008; HLL
and HARVEY 2002; NooNAN and WRAY 2006). This paper deals with the disturbance
vicariance hypothesis (DV), applicable to speciatio the Pleistocene (BH 1994;
NOONAN and GWCHER 2005; HhrFrER 2008). Prolonged but slight cooling prior to thrs,
late Miocene (Huayquerian, 5.4-9 mya), allowed plamd animal taxa from the eastern
Andean versant to occupy altitudinal ranges sevaratired meters lower. Forest species
dispersal into the lower Amazon basin eastward aiphe eastern Guiana Shield was
possible (Figure 4.2-1A). With comparatively warmsonditions during most of the
Pliocene cool-adapted species were locally retdatte higher elevations and regional
vicariant speciation processes started (FigurelBR-With every Pleistocene glacial
(starting only ca. 500,000 years BP), this retmactivas ‘disturbed’ as again cooling
allowed for lowland dispersal (Figure 4.2-1C-D)spersal abilities were limited, however,
as glacial cooling was accompanied by forest lasstd the reduction of precipitation of
up to 20 %. Glacial lowland forest fragments rerediin western Amazonia (pre-Andean
region) and on the eastern Guiana Shield (Figu2€l@). Examples which fit DV include
caesalpinioid treesVpuacapoua americanaDUTECH et al. 2003) or poison frogs
(Dendrobates tinctoriusNooNAN and GUCHER 2006).

Harlequin frogs Atelopu$ are a species-rich bufonid genus of Andean arigith
more than 80 species occurring in forest habitathé Andes (BTTERS1996; LA MARCA
et al. 2005). In this paper we focus on the less thO (depending on the taxonomy
applied; see &TTERS et al. 2002)Atelopusoccurring exclusively in forest habitats in the
Amazon basin and on the eastern Guiana Shieldn Ieaalier molecular genetic study,
NOONAN and AUCHER (2005) showed that the five nominal species of @Gwganan
harlequin frogs are genetically little differengdtand that they apparently interbreed in
nature (in fact they may represent one or two gseonly; first author’'s unpubl. data).
Supported by divergence time estimates, the autlsaggested that their observed
phylogeographical patterns fit DV predictions, tkat with change of Pleistocene glacial
and interglacial phases divergence processes oned#stern Guianan Shield were
‘disturbed’ going back to a single Andean ancestike|y of late Miocene origin.
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Late Miocene cooling

Pliocene (largely warmer than late Miocens)

—
—

Fleistocene glacial

Fleistocens interglacial

Figure 4.2-1 Schematidllustration of DV with Andes in the West (left) drthe eastern
Guiana Shield in the East: (A) cooling during tla¢el Miocene allowed for dispersal
(arrow in drawing, grey in phylogenetic tree) obtadapted forest taxa from the Andean
versant eastward up to the eastern Guiana Shi8l;d(e to subsequent warming
(Pliocene) cool-adapted species were retractedgizeh elevations (arrows) resulting in
vicariant speciation (Guiana Shield species inditah grey in phylogenetic tree); (C)
speciation is 'disturbed’ during Pleistocene glacieool-adapted species as lowland
dispersal was possible again (with limitations tluéorest loss and the development of a
western and an eastern forest fragment); (D) rédra¢o higher elevations and speciation
continued during warmer interglacials (Guiana Shispecies indicated in grey in
phylogenetic tree). Scenario (D) was followed by {@ several times. Scheme not to
scale.
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To their molecular phylogeny, dNAN and G\UCHER (2005) added only four
Atelopusspecies from outside the Guiana Shield. As a tiethd validity of their study is
pending additional corroboration. This is espegialgnificant because our knowledge on
the current-day distribution of harlequin frogsdentral Amazonia is poorly understood:
LEscureand G\sc (1986) proposed a continuous distribution of hgule frogs from the
Andes to the eastern Guiana Shield, whereéasrErs et al. (2002), in a taxonomic study,
were unable to tracatelopusmaterial in scientific collections from a largeripaf central
Amazonia, casting some doubt on a continuous digtdn. Such a hiatus could be well
explainable by DV predictions, since the recolotigaof central Amazonia should not be
possible during the current interglacial (Figurg-4D). If DV is applicable to harlequin
frogs, we expect that nowadays they display a ahtlistribution gap in central Amazonia.
From a phylogenetic point of view, according to OQWedictions and the results of
NOONAN and QGWCHER (2005), we expect that harlequin frogs from eabtthos
distribution gap in central Amazonia constitutdade nested within those from the Andes
and the adjacent Amazonian lowlands (Figure 4.2-Wben expanding the genetic
samples by inclusion of more species from outsidea2onia than available tod$NAN
and G\UCHER (2005).

Species can respond to climate change in two w@wgs. is horizontal or vertical
change of geographic range (i.e. increase, decrtgageextinction, shift) and maintenance
of the specific climate envelope (also termed nicbhaservancy; VNS and RAHAM
2005). In the other the geographical range is methi necessarily accompanied by climate
envelope shift (BARMAN et al. 2007). In DV, species change their geograpiinges
(Figure 4.2-1A-D). Hence, there is reason to gdherassume climate envelope
maintenance. Vertical range shift of cool-adapteecses along the Andean versant was up
to 800 m (BisH 1994). However, maximum altitudes found on theerasGuiana Shield
have been about 300 m above today's sea level Dméyefore, it is obvious that within the
eastern glacial forest fragment (Figure 4.2-1Cinalie envelopes have shifted in those
cool-adapted species which have survived warmeiog®r As a consequence, when
comparing current-dagtelopuspopulations from western and eastern Amazonia the
former western and eastern forest fragments; FigurelC), their climate envelopes under
today's macroclimate, although overall similar, @pected to show some divergence.

The current interglacial reached its climate optimabout 8,000-4,500 years BP
and temperature has decreased since then. Accam Dy, harlequin frog species should

currently expand their distributions into lower @eWhen mapping climate envelopes of
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current-day Atelopus populations from both western and eastern Amazamaer
macroclimatic conditions into geographic spacey thl@ould range into central Amazonia.
However, because of the expected climate envelbifieils eastern AmazoniaAtelopus
mapped climate envelopes are expected to be rallbpatric than sympatric.

With the goal to reinforce DV predictions we comdxl different methodical
approaches to study (i) if extant harlequin frogsgpldy a central Amazonian distribution
gap; (i) if eastern AmazoniaAtelopusconstitute a single clade nested in a phylogeny
comprising an enlarged data set from the Andes ajdcent lowlands; (iii) if climate
envelopes of western versus eastern Amazonian gigns are divergent under today's
macroclimate; (iv) if allopatry is the result rathian sympatry when mapping these

climate envelopes into geographic space.

Methods
A central Amazonian distribution gap

In order to determine the extant distributionA®&lopusin Amazonia, 87 presence
data points from all over Amazonia were employethia study (Figure 4.2-2). They were
taken from published references and obtained thronigrviews with seven experts (see
Appendix4.2-S1). Interviews were open, non-standardizedeasribed by ATESLANDER
(1974). Only acknowledged experts in anuran taxon@md with field experience in
Amazonia or the Guiana Shield were interviewed. ididal presence data were taken
from scientific collections. As an altitudinal litnior pre-Andean/western Amazonia we
chose 800 m above sea level, the approximate upmpder of the tierra caliente lowlands.
Latitude and longitude coordinates for presenca gaints were obtained from the sources
listed in the Appendix. If not provided, they wektained through the Alexandria Digital
Library Gazetteer (ML and ZHENG 1999; http://www.alexandria.ucsb.edu/gazetteer).

In addition, 42 data points of apparent absenclanfequin frogs, illustrated in
Figure 4.2-2 (see Appendix 4.2-S1), were obtaimechfpublished references and expert
interviews as described above. We only includea gaints at elevations 800 m above
sea level and situated in an area defined througtnanum Convex Polygon (MCP) for

all presence data, created with DIVA-GIS 5.4 (PototConvex Polygon function).

169



Section 4: Niche dynamics in space and time
4.2. Amazoniatelopus

® 0 250 500 1,000 km
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Figure 4.2-2Northern South America showirdata points of presence (filled circles) and
apparent absence (open circles) of harlequin fimgsnazonia (see Appendix).

100 A

Ripley's K function
Ripley's K function

0.0

0 99

Interpoint distance

Interpeint distance

Figure 4.2-3Ripley’s K functions showing that presence datiso(left) are significantly
inhomogeneous (i.e. clustered) while apparent aleselata points are homogeneously
distributed (compare Fig. 2). Bold lack line: exigeC K function with lower and upper
confidence envelopes (dashed), bold grey line: ksgeK function.
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Ripley’s K function, a multi-distance spatial dieris analysis, was used to study
spatial dependence of both presence and apparsesm@bpoint patterns (Figure 4.2-2) by
comparison to homogenous point patternspi® 1977). If the K function varies
significantly from a homogenous function, data p®iander study are clustered. Analysis
was performed with the Spatial Statistics (confaernvelope: 99 permutations) tool box
of ArcGIS Desktop 9.2 (ESRI; http://www.esri.com).

Nested monophyly of eastern Amazoméglopus

NOONAN and GWCHER (2005) based their study on fragments of the rhidodrial
genes cyt b and ND2. We here chose a fragmenteafnitochondrial 16S rRNA gene for
two reasons. First, this locus is a widely usedkeyain amphibian systematics, especially
suitable because of strong constancy of primirgssand information content at the species
level (VENCES et al. 2005). Second, the use of 16S allowed umdrimize the species
sample size in order to study nested monophylyastegzn Amazonian harlequin frogs. As
listed in Table 4.2-1, sequences of nf&elopus(three outgroup species) were available
via GenBank (http://www.ncbi.nIm.nih.gov;ERSON et al. 2004). We supplemented these
data by sequencing 16S for 11 additiodaklopusplus four outgroup taxa (Table 1;
Appendix 4.2-S2).

DNA was extracted from toe clips. Tissue sampgtsréd in 99 % ethanol) were
digested using proteinase K (final concentrationgmL), homogenised and subsequently
purified following a high-salt extraction protooq@RUFORD et al. 1992). Polymerase chain
reaction (PCR) primers for the fragment of the tBSA gene were 16SA-L and 16SB-H
of PaLumBI et al. (1991), used as inaM DER MEIJDEN et al. (2007). PCR products were
purified via spin columns (Qiagen). Sequencing wesformed directly using the
corresponding PCR primers. New sequences were oahbvith existing sequences taken
from GenBank in the final dataset containing 27atacluding bufonid and non-bufonid
outgroups (Table 1). Sequences were aligned udungfdlW (THomPsoONet al. 1994) and
subsequently edited by hand. The final alignmemttaioed a total of 570 positions of

which 219 were variable and 136 were parsimonyrimtdive.
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Alelopus barbolind
136444

Atelopus Ravescens
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/100 Atelopus hoogmoedf

Atelopus hoogmoedi DQ283260
55/23
Atelopus hoogmoedi BOT02

GUIANA SHIELD
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Alelopus ef. spumaniug
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Atelopus seminiferus

100/100

93100 Atelopus pulcher

AMAZONIA

49;53— Atelopus sp. "oxapampa"

93/100

Atelopus fricolor

Atelopus sp. "cusca”

Atelopus varius AVUSZTTY

ag¢100 Afelopus varius AY 325996

Atelopus chiriguiensis ACUS2TED
Alslopus zefeki DQ283252

Atalopus spurralli

52| = Afelopus longirostris AF3TS511

66/ Atelopus bomolochos AF375508
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g2 I Dendrophryniscus brevipollicatus AFITE515

Bufo marinus DO283062
0.1

Figure 4.2-4 ML phylogram of differentAtelopusspecies from all over the genus’ range
(Table 1) based on the mitochondrial 16S rRNA g&hembers above branches indicate
Maximum Likelihood bootstrap support/Bayesian posteprobabilities values. Species
names are accompanied by GenBank accession numbgss.tree was rooted with
Eleutherodactylus johnston@iot shown).

172



Section 4: Niche dynamics in space and time
4.2. Amazoniatelopus

Phylogeny reconstruction was performed using MaxmLikelihood (ML) and
Bayesian Inference (BI) methods. Gaps were treatedinknown characters. The best
fitting models of sequence evolution were determibg the AIC criterion as implemented
in Modeltest 3.06 (BsADA and (RANDALL 1998). ML tree searches were performed using
PhyML, version 2.4.4 (GNDON and G\sCUEL 2003). Bootstrap branch support values
were calculated with 200 replicates. The Bayesiaiyaes of the combined and separate
datasets was conducted with MrBayes 2.Q@HEENBECK and FONQUIST 2001) with 2
million generations, sampling trees everyHeneration and calculating a consensus tree
after omitting the first 200,000 trees as burn-ietedmined with the Tracer 1.4
(http://beast.bio.ed.ac.uk/Tracer). No well suppadrtopological differences were found

between the Bl and ML trees; the ML tree was usdtié subsequent analysis.

Divergence in climate envelopes and allopatry

Climate envelopes for western and eastern Amamoftalopuswere modelled,
compared and subsequently mapped into geograpaaespor our approach we used the
presence data points listed in the Appendix (30dibrwestern and 54 for all eastern
AmazonianAtelopus Figure 4.2-2) and seven macroscale bioclimatrampaters (Table 2)
describing the availability of thermal energy andtev, widely used in climate envelope
models (e.g. 8RNAVAL and MoRriTz 2008). Using DIVA-GIS 5.4 (KHmMANS et al. 2001;
http://www.diva-gis.org), bioclimatic parameters reveextracted from the Worldclim 1.4
interpolation model with grid cell resolution 2.5imates for the period 1950-2000
(HUMANS et al. 2005; http://www.worldclim.org). Climate \exlope models were
generated and mapped with MaxEnt 3.2.19 Hi(irs et al. 2006;
http://www.cs.princeton.edu/~shapire/maxent) follogvi the principle of maximum
entropy (AYNES 1957). This approach reveals more reliable restiigsn comparable
methods (EITH et al. 2006; HIKKINEN et al. 2006; W&z et al. 2008), especially when data
points for species number relatively few (e.geRNANDEz et al. 2006). Using default
settings, 25 % of the data points were randomleriesl for model testing (duplicate
presence records in one grid cell were automagigalinoved). Prediction accuracy was
evaluated through threshold-independent receiveradimg characteristic (ROC) curves
and the calculation of the area under the curve@Abhethod (e.g. BNLEY and MCNEIL
1982). We acknowledge that there is currently saliseussion about the suitability of
AUC (LoBo et al. 2008). However, for our application, AUCtlie best possible choice,
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following ELITH and RAHAM (in press) who pointed out that none of the fredye
applied statistics is misleading and that appro@ritatistics relevant to the application of
the model need to be selected. The logistic MaxiEtput was chosen which is continuous
and linear scaled (0-1, with 0.1 already suggessuntability to the species under study;
PHILLIPS et al. 2006).

We quantitatively compared climate envelopes o$ter® and eastern Amazonian
Atelopuswith Schoener’s index (D) and Hellinger distangeaé modified by VXRREN et
al. (2008). Both indices allow for testing climagnvelope similarity between two
probability distributions of (e.g. climate envel@pdistributions over geographic space,
whereby D and | values range from 0 to 1 (i.e. nedeve no to entire overlap). We
evaluated the significance of D and | values witil models regarding climate envelope
similarity and equivalency representing two extremeithin the spectrum of niche
conservatism (\WRREN et al. 2008). Tests were performed separatelyeémh climatic
parameter in the manner of6BDER and LOTTERS (in press). Moreover, for climate
envelope equivalency, we applied a randomizatiat & proposed by MZREN et al.
(2008) which relies on the metrics D and I. For t@as and eastern Amazonian harlequin
frog occurrences 100 pseudoreplicate datasets eveeted by randomly partitioning the
pooled sets of fsternt NeasternOCCUrrences into sets of the same size@fdhand Rastern
respectively. Climate envelope models were builifreach pseudoreplicate and compared
to the percentiles of these null distributions ioree-tailed test to evaluate the hypothesis
that climate envelope models for western and eastecords were not significantly
different. This test allows for an assessment whatle envelope maintenance (i.e. niche
conservancy) in a strictest sense, i.e. the eWfeaqguivalency of the climate envelope in
the western and eastern geographic ranges. ltpecéed to be only met if western and
eastern harlequin frogs tolerate exactly the samteofsclimatic conditions and have the
same set of environmental conditions availabldéort.

In order to assess climate envelope similarityagain used a randomization test of
WARREN et al. (2008). It compares the actual similaritglanate envelopes in terms of D
and | values to the distribution of similaritiestaibed by comparing them to a climate
envelope model created through randomly choositlg tem among the cells in the study
area. The same procedure was performed in botlctiding (western to eastern records
vice versa) 100 times to construct an expectediloigion of D and | values between a
climate envelope model generated using actual omeces and another one generated

from random background data points extracted wighMCP enclosing one set of records.
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These null distributions served as a two-tailed tesassess the null hypothesis that
measured climate envelope overlap between westatreastern Amazoniafitelopusis
explained by regional similarities or differencesavailable habitat. This hypothesis is
rejected if the actual similarity falls outside t®& % confidence limits of the null
distribution. Significantly higher values suggesatt climate envelopes are more similar
than expected by chance and lower values indicatey differences. Computations of D,
[, climate envelope similarity and equivalency wpegformed with a Perl script developed
by WARREN et al. (2008).

Results and Discussion
A central Amazonian distribution gap

Figure 4.2-2 suggests that indeed Amazonian hairidgogs display a distribution
gap in central Amazonia. Ripley's K function for egence data points revealed
significantly clustered results (i.e. inhomogenedistributions), while those of apparent
absence data points fall within the confidencerirls of a homogenous function (Figure
4.2-3). Clustered presence data points advocatehtbadistribution gap (Figure 4.2-2) is
not random. Likewise, equally distributed absenata goints (i.e. over the entire study
area; Figure 4.2-2) suggest that not sampling b&as be made responsible for this
distribution gap. These findings meet our expeataéind hence support DV in Amazonian
harlequin frogs. Taking into consideration othesgible scenarios of Amazonian historical
biogeography (summarized by oNNAN and WRAY 2006; HAFFER 2008), the
paleogeographic hypothesis needs to be addressedth@oposes marine incursions from
the Pacific Ocean and the Caribbean Sea into west®azonia in Late Miocene/Pliocene
or an extensive Amazonian lake in Pliocene (seeFER 2008 and references therein).
This may well explain a nowadaydelopusdistribution gap in this region. But also, the
paleogeographic hypothesis does not contradict &/under both it is predicted that
during Pliocene species were retracted to higlearagibns, as shown in Figure 4.2-1B.
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Table 4.2-1 List of species used for the molecular analysigjrtiienBank accession
numbers and origin. Note that some sequences @ovid Appendix 4.2-S2 will only be
uploaded to Gene Bank upon acceptance of the mipitisc

Species Accession Locality
number
Atelopus bomolochos AF375508 Ecuador: near Zhund
Atelopus chiriquiensis U52780 Panama
Atelopus flavescens flavescens 328 French Guiana: Lac des
Americains

Atelopus barbotini
Atelopus halihelos
Atelopus hoogmoedi
Atelopus longirostris
Atelopus pulcher

Atelopushoogmoedi
Atelopus hoogmoedi
Atelopus spurrelli
Atelopus seminiferus

Atelopuscf. spumarius
Atelopus tricolor

Atelopus varius
Atelopus varius
Atelopus zeteki
Atelopussp. ‘oxapampa’
Atelopussp. ‘cusco
Atelopussp. ‘cocha’
Bufo marinus
Dendrophryniscus
brevipollicatus
Osornophrynef. Chiles
Osornophryne puruanta
Osornophryne antisana

Osornophrynesp. ‘Ecuador’

Eleutherodactylusf. johnstonei

barbotini neu 336 French Guiana: near Salil

AF375510 Ecuador: near Plan de Milagro
hoogmoedi 334 French Guiana: Monts Bakra
AF375511 Ecuador
pulcher s str Peru Peru: Tarapoto region
298
rafael BO702 Guiana: Mabura Hill region
DQ283260 French Guiana: near Saul
Spurrelli Colombia: Bahia Solano
semiferusPeru Peru: Alto Mayo
308
cf. Spumarius Peru: Iquitos region
Peru 317
tricolor Bolivi Bolivia: Yungas de La Paz
319
us2779 Panama
AY325996 Costa Rica: near Las Alturas
DQ283252 Panama: Las Filipinas
sp Peru 299 Peru: Oxapampa region
sp. Peru 320 Peru: near Puente Faatalez
AF375509 Ecuador
DQ283062 Peru
AF375515 Brazil
AGG532 Ecuador
AGG572 Ecuador
antisana Ecuador
LaAngelin
Osorno Equador Ecuador
312
AF124123 unknown
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Nested monophyly of eastern Amazoéglopus

Figure 4.2-4 illustrates a ML phylogram for 20 leguin frogs and outgroups. All
AmazonianAtelopuscomprise a well supported monophyletic lineagegciviis sister to all
other members in the genus (i.e. a combinationrafean and trans-Andean species; Table
4.2-1). Within this Amazonian clade, two sub-clade® evident, supported by high
bootstrap and Bayesian posterior probability val@se unites the species from central to
southern Peru and Bolivia, i.e. #itelopustricolor-clade (compare Figure 4.2-4). The
other is comprised of species from the region ef tpper portion of the Amazon River
plus the Guiana Shield and the adjacent Amazombakis clade provides strong support
for the Guiana Shield\telopusforming a monophyletic lineage. As already shown b
NOONAN and GAUCHER (2005),Atelopusspecies within this clade are little differentite
as reflected by the weak support of groupings antag.

In summary, evidently a singlételopus ancestor has survived and recently
speciated in eastern Amazonia, in particular onGh&na Shield. This does not only well
support findings by NONAN and GWCHER (2005) but also well meets our expectation
under DV. The molecular phylogenetic data leavke|gpace for other interpretations than

DV (see discussion in ®ONAN and G\UCHER 2005).

Divergence in climate envelopes and allopatry

Prediction accuracy of MaxEnt climate envelope et®dcomputed with all
bioclimatic variables was high as suggested by ebent’ AUC values (western
AmazonianAtelopus test 0.955, training 0.980; eastern Amazordelopus test 0.979,
training 0.985) following the classification accayaof SVETS (1988).

Comparing box plots (Figure 4.2-5), climate enpel® of western and eastern
AmazonianAtelopusare similar as ranges of all bioclimatic paramseiarour modelling
approach overlap. Two of the temperature parametansual mean temperature’ and
‘maximum temperature of the warmest month’, areeatlike (not significantly different;
Table 4.2-2), while one temperature and two of finecipitation parameters, ‘mean
monthly temperature range’, ‘precipitation of thettgst month’ and ‘precipitation of the
driest month’, show significant divergence (Table Zhese observations are highly
coincident with the D and | values characterizihg tlimate envelope overlap (Table 2).
The niche identity tests revealed that the climateelopes of eastern and western

harlequin frogs were identical in terms of annu&ams of temperature and precipitation,
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slightly divergent in the ‘maximum temperature bftwarmest month’ and the ‘mean
monthly temperature range’ (significance level 85). The null hypothesis that climate
envelopes are equivalent in the western and easterges was rejected for all other
parameters. The climate envelope similarity tegeaed that overlap in the ‘annual mean
temperature’ and the ‘maximum temperature of thenveat month’ can be traced back to
active habitat choice. These findings corroborateexpectation that climate envelopes of
western and eastern Amazonian harlequin frogs skowme divergence. However,

background effects may at least partly explain @kerlap patterns observed the other
parameters, whereby eastern Atelpus actively chbe& habitats according to some
parameters but background effects have been inddlvehe habitat choice of western

Atelopusvice versa. Such patterns are reasonable siniegetif parameter may be widely

available or limiting in eastern or western ranigdisiencing habitat choice.
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Figure 4.2-5Box plots of seven bioclimatic parametersciimate envelope modelsf
western and eastern Amazonidtielopus Values given in the upper row refer to
temperature in °C and those in the lower row redgarecipitation in mm.
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Table 4.2-2AUC values per model, climate envelope overlaperms ofl andD values and assessment of their similarity andvedgmcy via
randomization tests (see text). Significant valoieslimate envelope equivalency are indicated \agterisks; ns § > 0.05; * =p < 0.05; * =p <

0.01. Values where observed overlap is greater thamull distribution are indicated in bold, vaduehere overlap was smaller than the null
distribution are italicized.

Bioclimatic variables Model fit D I
AUC western AUC Overla Identit Similarity Overla Identit Similarity
Easter| p Yy P y

Western, Western,

Eastern Eastern
Annual mean temperature 0.798, 0.750 0.93 ns< 0.00Z < 0.0¢ 0.94 ns < 0.005 < 0.0¢
Mean monthly temperature range 0.796, 0.896 0.580.061 <0.001,ns 0.72 <0.05 <0.00% ns
Maximum temperature of the warmest 0.738, 0.806 0.81 <0.05<0.05<0.001 0.87 <0.05 <0.050.001
month
Minimum temperature of the coldest month 0.87150.8 0.74 <0.001 <0.0%ns 0.82 <0.001 <0.05%ns
Annual precipitation 0.881, 0.839 0.90 ns <0.004 ns 0.94 ns <0.00;, ns
Precipitation of the wettest month 0.743, 0.849 780. <0.001 ns,<0.00: 0.86 <0.001 ns,< 0.0%
Precipitation of the driest month 0.914, 0.857 50.5<0.001 ns,<0.001 0.70 <0.001 ns,<0.001
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Due to ‘excellent’” AUC values suggesting high pegdn accuracy (see above), we
mapped climate envelope of western and eastern émeaz Atelopusinto geographic
space on the full presence data point sets (iig.tithe no data points were set aside for
testing), to take advantage of all available infation and to provide best estimated
prediction maps (seeHRLIPS et al. 2006). Results are shown in Figure 4.2i6ing well
with the comparison of the climate envelops oftihe units studied (Figure 4.2-5; Table
4.2-2), their geographic distributions are largalipatric with overlap corresponding to
lower suitability (i.e. lower MaxEnt values). Areas higher suitability of climate
envelopes (i.e. warmer colours in Figure 4.2-6)wdstern and eastern Amazonian
Atelopusshow little or no overlap.

Application of a climate envelope modelling apmimaand using macroscale
bioclimate supports the presence of a western astt group of Amazoniaftelopus
Taking into account the different historical biogeaphic scenarios of Amazonian
diversification (summarized by ddNAN and WRAY 2006; HhFFER 2008), none of these
addresses climate envelope change. In contrastatdi envelope maintenance due to
geographic distribution change is expectable in thsturbance-vicariance,
paleogeographic, riverine barrier, refuge, rivduge, canopy density, gradient and
museum hypotheses. On the other hand, this doepanose rule out climate envelope
change posterior to geographic range increasegadseror shift. Such a scenario is most

plausible in the case of cool-adapted taxa of Andwayin.

Conclusions

Different scenarios have been proposed attemgtngxplain plant and animal
diversification and distributions in the Amazon ibasand adjacent areas. There is an
ongoing debate on them, as hypotheses in partadbaty while others can be *harmonised’
with each other (e.g. DV and the paleogeographpothesis as discussed above). We here
address DV in harlequin frogs and found that foxpeetations formulated, combining
different methods, were fulfilled reinforcing thisypothesis. We suggest that not only
species change their geographic ranges but also dimeate envelopes. This led us to
include a climate envelope assessment, never addidmfore in historical biogeography

of Amazonia and its vicinities.
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Figure 4.2-6 Potential distributions of western (A) and east@h AmazonianAtelopus
Colours from green via yellow to red refer to Maxkalues of probability with warmer
colours standing for areas with better predictedddmns (range 0-1, logistic MaxEnt
output). lllustrations were performed with DIVA-GEA4.
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5. Summary

The present thesis investigates relationships ofattan in large scale climate,
ecological niches of amphibians and reptiles andirticorresponding geographic
distribution patterns. As suggested by severalaathanthropogenic climate change may
harm much of the world’s biota. However, our knadge on processes leading to these
threats and our ability to make robust predictiohgossible impacts is still limited but
pivotal to develop successful management strate@ies goal of the thesis at hand is to
narrow some of those knowledge gaps. The resudtprassented in four sections, each with
several chapters focussing on different aspectiseofink between macro-climate, species’

ecological niches and their distribution patterns.

Section 1

A general overview is provided of the pertinent Wiexlge on the impact of climate
change on biota, ecological niche concepts, avatlalof both climate and species
occurrence data and the methods used herein. Addily, potential methodical or
conceptual ‘pitfalls’ when applying so called emwvimental niche models or climate

envelope models are highlighted, illustrated arsd¢ussed using examples.

Section 2

The focus here lays on the structure of specigsaté niches. Climatic variability
within species ranges and habitat choice are asdlgsmd discussed in the context of
natural history properties of the respective spgecie

Chapter 2.1.Climate is suggested to be one major driver shagpecies range
patterns. Especially species with temperature-digr@nsex determination may rely on
particular climatic conditions, such as the Sliflelachemys scripfafrom North America.
In this chapter, it is hypothesised that climateguirements allowing successful egg
incubation and balanced sex ratiosTin scripta are the major driver for the species’
geographic distribution. It is tested if the obsetwariation in monthly mean temperatures
at 377 records throughout the native distributiérthe target species can be used as a
predictor for its geographic range. This study shtat apparently climatic requirements
during egg-incubation are the major driver for gpecies’ distribution. Merely freezing
events during winter may regionally limit its dibuition. Adaptive strategies such as nest

site choice by females, plasticity in nesting pHegy or regional variation in embryonic
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temperature sensitivity exist. However, regionatiatton may account only for partial
compensation of negative effects caused by regidifldrences in temperature related
parameters or a changing climate.

Chapter 2.2 Recently, several authors have observed a clinmaigcnatch between
native and invasive ranges predicted by Climateelbpe Models (CEMSs). The present
chapter address the issue of climate niche shiétlien invasive species versus variable
choice by deriving CEMs based on multiple variadd¢s. The first selection of predictors
aims at representing the physiological limits af thell studied alien invasive Slider. This
model was compared to numerous other models basedribus subsets of environmental
variables or aiming at comprehensiveness. The CEMs8ng to represent the species
physiology depicts its worldwide potential distrilaon better than any of the other
approaches. The results indicate that a naturébrijigiriven understanding is crucial in
developing statistical models of niches while ‘coefgensive’ or ‘standard’ sets of
explanatory variables may be of limited use.

Chapter 2.3The use ofCEMs to predict potential distributions of spedesteadily
increasing. A necessary assumption is that climaitbes are rather conservative, but
recent findings of (climate) niche shifts duringolbgical invasion indicate that this
assumption is not valid in every case. Selectiopreflictor variables may be one reason
for observed shifts. This chapter addresses diftaxe in climatic niches in the native and
invaded ranges of the Mediterranean Housegeélam(dactylus turcicysin terms of
commonly applied climate variables in CEMs. It salyzed which variables are more
conserved versus relaxed (i.e. subject to nichig) skurthermore, the predictive power of
different sets of climate variables is studied. Misdor the Mediterranean region and the
conterminous United States (US) are created usamgus subsets of variables out of 19
environmental layers. Occurrence data from theveatinge in the Mediterranean region
were used to predict the introduced range in theabd® vice versa. Niche similarity and
conservatism per predictor and per set of predichoe contrasted using Schoener’s index
and modified Hellinger distance. Significance auks was tested using null models. The
results indicate that the degree of niche simifaaitd conservatism vary greatly among
predictors and variable sets applied. Shifts olexkia some variables can be attributed to
active habitat selection whereby others appareaflgct so called background effects. The
study is based on comprehensive occurrence data dtbregions wheréd. turcicusis
present in Europe and the New World providing ausblflundament for the study. Further,

the results suggest that the degree of niche sityiland conservatism considerably vary
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among predictors and variable sets applied. Thesdts have important implications for

studies of biological invasion, impacts of climatenge and niche evolution.

Section 3

This part of the thesis at hand focus on the reddthportance of dispersal abilities,
accessibility and biotic interactions shaping acgg realized distribution.

Chapter 3.1Globalization has led to a heightened spread ehalivasive species,
which can alter mutualistic relationships, commyndynamics, ecosystem function
resource distributions etc. They can cause spesigsctions affecting thereby local and
global diversity. Among the reptiles two gecko spscHemidactylus frenatusnd H.
mabouia have considerably increased their geographicemmyring the last century. It
has been shown that within their invasive rangdk bave caused local decimations and
extinctions of native taxa. Records of invasive ydapons ofH. frenatusare known from
tropical Asia, Central America and adjacent Nortmekica (Florida), while invasivél.
mabouiapopulations occur in Central and Southern Afrisangell as in large portions of
Central and South America. Only few sympatric pafiahs of these geckos are known.
The aim here is to identify worldwide areas pothti suitable for these species using
CEMs, to predict their potential distributions underrent conditions and a future climate
change scenario and to try to assess for what messgmpatric populations of both are
apparently rare. The results demonstrate that tiltally suitable areas of both species can
be found in nearly all tropical regions. Future jpotions revealed that the amount of
climatic suitable areas will increase fdr frenatusat the global scale, but decreaseHor
mabouia Most remarkable changes are suggested for Soutlerida where further
spreading oM. frenatuswill be enhanced due to changing climate. In amsitrclimatic
conditions forH. mabouiawill be aggravated here. It is concluded that bamimpetitive
exclusion and a non equilibrium in the geograplanges of these geckos explain the
virtual absence of sympatry, although the impactlohate on competition success is
pending further testing in the field.

Chapter 3.2.1t is suggested that CEMs may only be of limitee uisthe target
species’ range is not predominately limited by utadle climate. The goal of this chapter
IS to test this assumption using the alien invasimeranEleutherodactylus coquas a
model species, originating from Puerto Rico. Ipissently distributed on many Caribbean

islands and Hawaiian Islands where it causes magmlogical and socioeconomic
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problems. In the given approach the climate enwelmfithe native potential distribution of

this species is projected into geographic spacgder to identify further areas suitable for
successful establishment. The results advocateutidgr current climate there exist high
probabilities of occurrence in tropical regionsluating the Caribbean, Florida, major parts
of the Amazon basin and the adjacent Andes, théepanregion, Africa's Congo basin

and many Asian islands. Using native Puerto Ricauwence data for CEM training, the
results indicate that the invasive range on the &iiaw Islands can be predicted with high
accuracy. Projections of potential distributionsl@nfuture anthropogenic global warming
scenarios on the Hawaiian Islands suggest an dwtadle potential distribution, but fine

scale patterns suggest a possible range alloctimards higher elevations which may
affect existing nature reserves of high speciesnass and endemism. If the predictive
maps are interpreted as depicting invasivenessfiat@f E. coquj strategies to prevent

further invasion should focus on biosafety measer@swithin the areas highlighted.

Chapter 3.3.Here, theinvasive alien treefro@steopilus sepentrionaligjative to
Cuba, the Bahamas and some adjacent islands, wdsagsan example to study if climate
is not the predominantly driver of the geograptaoge. This anuran was accidentally
introduced to Florida, Puerto Rico and some Hawagstands, where it it predates to and
competes with native wildlife. The potential spreddrived from present climate
conditions in its native geographic distribution nsodeled and projected onto future
climate change scenarios in order to detect neasambich are potentially threatened. The
CEM, applying current climatic conditions, suggdstgh probabilities of occurrence in the
Gulf of Mexico. As in chapter 3.2, the findings icate that the invasive range in Florida
can be predicted with high accuracy using nativanmds only (Cuba and Bahamas) for
model training if the predictor variables are callgfchosen in respect of natural history
properties of the target species.

Chapter 3.4 Biotic interaction such as competitive exclusionpoedation limits the
realized distribution of species although climatnditions are well suitable to them. Such
a pattern is assessed here, as observed in thenBrew snakeBoiga irregularig. This
snake is native to South-East Asia and Australih lzass been introduced to the island of
Guam. Here, it has caused major ecological andsocnomic problems and why it is
considered as one of the 100 worldwide worst almmasive species. A CEM is used to
identify areas outside the species’ known rangeclwiworldwide are potentially suitable
under current climate. Projections revealed th& thvasive alien species potentially

occurs in tropical and in part subtropical regiols.the larger vicinity of the snake’s
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known distribution, highest suitability was founar the Northern Mariana and Hawaiian
Islands, Madagascar, New Caledonia and Fiji Islaatlsareas of high species richness
and/or local endemism. However, although most Ba&n mainland and island areas are
climatically suitable tdB. irregularis, the invasive populations of this species do viyua
not exist. The predicted potential distribution hgghly coincident with the general
distribution of the genuBoiga SinceB. irregularis does not coexist with other members
of the genus or other potential competitors imesive range, competitive exclusion may
be considered as a possible explanation for thereed pattern.

Chapter 3.5Anthropogenic habitat alteration has a strong ihpamative biota and
can significantly shape distribution patterideutherodactylus johnstonenative to the
northern lesser Antilles, has established numeiouasive populations on Caribbean
islands and the adjacent Central and South Amemcaimland. The species is a highly
successful colonizer, but is able to invade anthgepic disturbed habitats only. A CEM is
applied to model the geographic distribution ofstepecies and to project it onto other
potentially threatened areas. Results obtained frmmmodel are compared with a measure
of anthropogenic habitat disturbance (Human FootprResults suggest a high probability
of occurrence in large parts of southern CentrakAca, at the northern and north-eastern
coast of South America and in the Andes of ColomBieuador and Venezuela. The
Andean region, harbouring a diverse amphibian fawtrach is considered to be highly
threatened due to anthropogenic habitat alterasippears to be at highest risk with regard
to further spread oE. johnstonei.lf the predictive maps are interpreted as depictin
invasiveness potential of this species, stratagigsevent further invasion should focus on

biosafety measurements within the areas identifere.

Section 4

The breadths of climate niches, their evolution dydlamics in space and time are
the target here.

Chapter 4.1lf climate changes a species’ range may shift esspond. If dispersal
limitation exists hampering range shifts, a speaiasge may (i) shrink, (ii) the species’
niche breadth may be large enough to buffer changinvironmental conditions or (iii) the
species may adapt to them. The day-geBkelsuma parkeriendemic to the island of
Pemba (Tanzania, with elevational range 0 to <rh0&.s.l. only), is used as a case study

to focus on these aspects. Information on itsidigion on the island and its conservation

188



5. Summary

status is poor. Information on the potential disition of P. parkeriand its adaptability to
habitat modification and changing climates are mlesd here using a CEM. Findings
suggest thaP. parkeriis hitherto highly adaptable to anthropogenic tetbnodification.

A comparison with paleoclimatic conditions durifgetLast Glacial Maximum (ca. 21 k
BP) on Pemba revealed that this reptile and likevather endemic species of the island
survived an entirely different climate compareddday due to the absence of possibilities
to compensate these changes by altitudinal randge ishs concluded thaP. parkeriis
currently unlikely to be threatened by climate ajaralthough projection of its current
realized climate niche suggest a complete range e main potential threat identified
may include the introduction of invasive specieshsasPhelsuma dubiawhich is already
established on the nearest island Zanzibar. Baseth® findings, it is propose th&t
parkeri should be categorized as Near Threatened undé@ Red List of Threatened
Species.

Chapter 4.2.The disturbance vicariance hypothesis (DV) has beeposed to
explain speciation in Amazonia, especially its edgggons, e.g. in Guianan harlequin frogs
(Atelopu3. There is evidence that these have originatedch feo cool-adapted Andean
ancestor. In this chapter, in concordance with D&dfctions, it is expected that: (i) these
amphibians display a natural distribution gap intcad Amazonia; (ii) east of this gap they
constitute a monophyletic lineage which is nestétthivin a pre-Andean/western clade;
(i) climate envelopes ofAtelopuswest and east of the distribution gap show some
macroclimatic divergence due to regional climatevedope shift; (iv) geographic
distributions of climate envelopes of western arabtern Atelopus (i.e. the species'
potential distributions) range into central Amazobut with limited spatial overlap. It is
tested if presence and apparent absence data pafinégelopus are homogenously
distributed applying Ripley’s K function. A moleeul phylogeny (mitochondrial 16S
rRNA gene), by application of Maximum Likelihood carBayesian Inference, was
reconstructed to study if Guian@telopusconstitute a nested clade within a larger genus
phylogeny. Climate envelope divergence and geodgagistribution are focused by
computing CEMs based on macroscale bioclimaticrpatars and testing them with using
Schoener’s index and modified Hellinger distanck.féur expectations are corroborated
leading to the conclusion that DV predictions asdl\applicable to Amazonian harlequin
frogs.
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Conclusions in brief
The results of this thesis update our status ofwkexdge on the link between

climate change and corresponding responses of espégci terms of changes in their
phenology and/or their distribution patterns. Thelt hopefully enhance our ability to

understand and probably manage some of the probsemsmg due to anthropogenic
climate change. However, although our qualitativedarstanding of processes and
mechanisms causing patterns of species phenolodydaitribution has been largely
extended during the last decades, it is still famf being comprehensive and our ability to

make robust quantitative predictions is still liedt
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Appendix 2.2-S1

Variation of 19 ‘bioclimate’ variables within thative and invasive ranges of the Slider.

Native record

Invasive Records

min mean max SD min mean max SD
annual mean temperature [°C] 8.3 15.6 23.3 29 64 16.8 28.0 54
mean monthly temperature [°C] 7.6 13.4 18.6 1.8 5.3 11.5 20.0 3.8
Isothermality 26.2 37.3 48.5 4.6 26.4 45.2 76.6 125
temperature seasonality 548.6 849.1 1095.4 130.41.0 5645 1123.1 270.1
maximum temperature warmest month [°C] 28.9 33.3 437 1.6 19.2 30.5 41.4 4.0
minimum temperature coldest month [°C] -126  -29 98 4.7 -126 3.7 21.8 8.7
temperature annual range [°C] 24.6 36.2 44.5 45 9.3 26.8 43.4 9.2
mean temperature wettest quarter [°C] 5.3 20.0 279 5.7 1.9 19.8 32.3 7.1
mean temperature driest quarter [°C] -5.8 10.4 28.7 9.5 -5.6 14.5 28.0 8.8
mean temperature warmest quarter [°C] 21.2 258 130. 15 13.3 23.7 325 3.5
mean temperature coldest quarter [°C] -5.8 4.8 158 4.4 -5.6 9.9 26.9 8.2
annual precipitation [mm] 278.0 989.6 1652.0 372.1142.0 9426 2682.0 521.4
precipitation wettest month [mm] 55.0 1219 203.0 2.93 25.0 135.2  460.0 80.9
precipitation driest month [mm] 6.0 47.3 102.0 28.7 0.0 34.6 114.0 26.8
precipitation seasonality 9.9 35.6 77.3 18.3 7.9 48.1 118.3 27.1
precipitation wettest quarter [mm] 138.0 327.6 B24. 89.8 59.0 369.1 1190.0 221.8
precipitation driest quarter [mm] 22.0 164.6 337.0 96.1 2.0 121.2 389.0 87.9
precipitation warmest quarter [mm] 123.0 277.8 B24. 821 6.0 281.6 967.0 207.1
precipitation coldest quarter [mm] 22.0 202.6  449.0 139.0 9.0 176.7 674.0 116.2
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Appendix 2.2-S2

Presence of the Slider in its native range (grees)dand invasive range where it is known
to reproduce (red dots), countries from which redpoing populations are known but no
specific localities are available (hatched) andepbal distribution derived from BIOCLIM
climate envelope (colored): (A) wusing 19 ‘bioclimat variables, approach
‘comprehensive’; (B) using 7 ‘bioclimate’ variablesgpproach ‘minimalistic’; (C) using 5
‘bioclimate’ variables derived from physiologicahdanatural history traits of the Slider,
approach ‘natural history’.
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Appendix 2.3-S1
Additional records oHemidactylus turcicusvere obtained from the following references:

BEAMAN, K.R., D.M. GOODWARD, N.T. MOORHATCH & C.W. BROWN (2005) Geographic
distribution: Hemidactylus turcicu¢Mediterranean House Geckdjerpetological
Review36: 79.

BUFALINO, A.P. (2004) Geographic distributoidemidactylus turcicusHerpetological
Review35: 188.

CoLLins, J.T., & K.J. IRwIN (2000) Geographic distributionHemidactylus turcicus
Herpetological Revien32: 276.

CONANT, R. & J.T. QLLINS (1998) Reptiles and amphibians of eastern / cemMwath
America. 3rd edition, Houghton Mifflin Company, NeXork.

DANIEL, R.E.,B.S. EDMOND & J.T. BRIGGLER (2004) New herpetological records from
Missouri for 2004 Newsletter of the Missouri Herpetological Assoaatl7: 9-12.

DowLING, R.G. (1996) The Mediterranean geckéemidactylus trucicusin Prattville,
Alabama.Bulletin of the Chicago Herpetological Society. 203.

EAasoN, G.W., & D.R. McMILLAN (2000) Geographic distributiotdemidactylus turcicus
Herpetological Revie\@1: 53.

GOMEZ-ZLATAR, P.,M.P. MoULTON & R. FRANZ (2006) Microhabitat use by introduced
Hemidactylus turcicus (Mediterranean Gecko) in North Central Florida.
Southeastern Naturalist 425-434.

JaDIN, R.C.,& J.L. GoLEMAN (2007) New country records of the Mediterranean ddou
Gecko Hemidactylus turcicysin northeastern Texas, with comments on range
expansionApplied Herpetology: 90-94.

KNIGHT, C.M. (1993) A northern range extensiontémidactylus turcicusn the United
StatesDactylus2: 49-50.

KrRysko, K.L.,, K.M. ENGE, J.H. TOWNSEND, E.M. LANGAN, S.A. JOHNSON & T.S.
CAmMPBELL (2005) New country records of amphibians and reptitom Florida.
Herpetological Revie\86: 85-87.

LEE, J.R. (2008) Geographic distribution Biemidactylus turcicugReptilia: Squamata:
Gekkonidae) in Mississippilournal of the Mississippi Academy of Scieng8s
184-188.

LARDIE, R.L. (2001) Geographic distributionHemidactylus turcicusHerpetological
Review32: 119.
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MANNING, G.J.,& J.T. BRIGGLER (2003) Geographic distributiotdemidactylus turcicus
Herpetological Revie\84: 384.

NORDEN, A.W., & B.B. NORDEN(1991) The Mediterranean geckdgmidactylus turcicys
in Baltimore, MarylandMaryland Naturalist33: 57-58.

PAINTER, C.W.,P.W.HYDER & G. SWINFORD (1992) Three species new to the herpetofauna
of New Mexico.Herpetological Revie23: 62.

PAULISSEN, M.A., & T.M. BUCHANAN (1990) Geographic distributionHemidactylus
turcicus Herpetological Reviewi1: 22.

SAETHRE, M.B., & P.A. MeDICA (1993) Hemidactylus turcicugMediterranean gecko).
USA: NevadaHerpetological Revie4: 154-155.

SATTLER, P.,C. LANE & K. HARRIS (2007) Status and distribution of the Mediterranea
gecko Hemidactylus turcicysn Virginia. Catesbeiana??.

Sas, D.S., & P.E. HUMPHREY (2002) Geographic distributiortiemidactylus turcicus
Herpetological Revie\83: 66.

SHEEHY, C.M.I. (2004) Geographic distributioriemidactylus turcicusHerpetological
Review35: 287.

TOwNSEND, J.H., & K.L. KRysko (2003) The distribution oHemidactylus (Sauria:
Gekkonidae) in northern peninsular Flori@ological Science§6: 204-2008.
TOWNSEND, J.H.,K.L. KRYSKO, A.T. REPPAS& C.M. SHEEHY (2002) Noteworthy records
for introduced reptiles and amphibians from Flofid&A. Herpetological Review

33: 75.

UGURTAS, |.H., H.S. YILDIRIMHAN & M. SEVINC (2007) Distribution of the gekkonidae
species in southeast Anatolia, Turkey, and newliteesa Turkish Journal of
Zoology31: 137-141.

VENCHI, A. (2006) Hemidactylus turcicusin: R. SINDACO, G. DORIA, E. RAZZETTI & F.
BERNINI (eds) Atlante digli Anfibi e dei Rettili d' ItalibAtlas of Italian amphibians
and reptilesSocietas herpetologica Italica, Edizioni Polistanffieenze.

WHITE, G., & R. TuMLISON (1999) Geographic distributionHemidactylus turcicus
Herpetological Revie\80: 110.
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Appendix 2.3-S2

Crosswise projections of climate envelopes developigh variable sets ‘Comprehensive’,
‘Minimum’, ‘Precipitation’, and ‘Temperature’. Aries indicate direction of projections,

i.e. climate envelopes were developed based omdgedthin one area and projected into
the other.

Minimum month

ion month Temperature month

— Bt re— g T ErEmp e F
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Maxent value
Cloo-o0.4
o1-02
Ooz-o04
BE04-08
BEo6-08
Wos-1.0

232



7. Appendix

l _
A
A
0.9 - * o, ah
A =~ ~ ﬁA A A
*
g Z\bj‘i\wz
2 0.8 - . s, ~
d . é A
A
0.7 - A
*
06 T T I I I 1
0.30 0.40 0.50 0.60 0.70 0.80 0.90
Overlap
D
1 _
0.9
@)
2 0.8
<
0.7
*
0.6 T T T T T 1
0.30 0.40 0.50 0.60 0.70 0.80 0.90
Owerlap
a AUCnat < AUCinv — — Linear (AUCnat) Linear ( AUCinv)

Appendix 2.3-S3
Relationship between niche overlap in term®aindl values and performance of model
trained with native or invasive records in termsAdJC values of the 19 bioclimatic

parameters analyzed (for details see Table 2.8 )t = 0.140,P p nar= 0.020;R%p inv =

0.207,P p inv = 0.004; R nar = 0.160,P | ot = 0.013;R? iy = 0.147,P | iy = 0.017.
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Annual mean precipitation [mm]

Appendix 4.1-S1

Variation in annual mean precipitation throughoe®a Island based on the sources
described in the chapter "climate data".
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Appendix 4.2-S1
List of localities in Amazonia and on the GuianaeBhof presence and apparent absence of harlémqga (Atelopus.

Abbreviations: Depto. = Departamento; Edo. = Est®lov. = Provincia; PN = Parque Nacional/Nacionfia; present; — = apparently
absent; pc = personal communication; AMNH = Amariéduseum of Natural History, New York; BM = Briti?dMuseum (Natural History),

London; ICN = Instituto de Ciencias Naturales, Wmgidad Nacional de Colombia, Santafé de Bogota=K\lhatural History Museum, The
University of Kansas, Lawrence; MUSM = Museo detéfis Natural de la Universidad Nacional Mayor g 3/arcos, Lima; MZUSP =

Museu de Zoologia, Universidade de Sao Paulo; NRNaturhistoriska Rijkmuseet, Stockholm; QCAZ = Riicia Universidad Catdlica del

Ecuador, Quito; ZFMK = Zoologisches Forschungsmosdlexander Koenig, Bonn; ZUEC = Museu de Histddatural, Universidade

Estadual de Campinas, Sao Paulo.

Locality Approximate Presence or Source(s)

Location Apparent Absence

Bolivia (3 localities, O presence)

Cobija, Depto. Pando 11.01S, 68.45W — Kohler aittieks, 1999
Rio Ortén, Depto. Pando 10.58S, 69.40W — |. DRiVa, pc; S. Reichle, pc
Tahuamanu, Depto. Pando 11.24S, 69.10W — |. BRevia, pc; S. Reichle, pc

Brazil (39 localities, 21 presence)

Ajarani region, Edo. Roraima 02.0N, 62.45W — C. Azevedo-Ramos, pc
Alto Rio Jurud region, Edo. Amazonas 08.0S, 72.50W  — C. Azevedo-Ramos, pc
Baixo Rio Jurua region, Edo. Amazonas 03.15S, 68.15 — C. Azevedo-Ramos, pc
Belém region, Edo. Para 01.29S, 48.24W — C. Azevedo-Ramos, pc
Boa Vista region, Edo. Roraima 02.49N, 60.40W — P. Caldwell, pc
Caiman region, Edo. Amapéa 03.18N, 52.15W + Lesclf8la
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Chanpiom region, Edo. Para

Carajas region, Edo. Para

CEMEX, SE of Santarém, Edo. Para
Cruzeiro do Sul, Edo. Acre

Igarapé de Piranha, Edo. Amazonas
[tuxi region, Edo. Amazonas
Jacareacanga, Edo. Para

Lago do Castanho, Edo. Amazonas
Mamiraua region, Edo. Amazonas
Maués, Edo. Amazonas

Monte Cristo, Edo. Para

Municipio de Castanho, Edo. Amazonas
Paragominas region, Edo. Para

PN da Serra do Divisor, Edo. Acre
Pojuca, Serra do Carajas, Edo. Para
Porto Platon, Edo. Amapa

Porto Grande, Edo. Amapa

Porto Walter, Edo. Acre

Presidente Figuereido, Edo. Amazonas
Reserva Campina, Edo. Amazonas
Reserva INPA-WWF, Edo. Amazonas
Reserva Pacanari, Edo. Para

01.20N, 51.16W
06.02S, 50.25W
03.09S, 54.51W
07.37S, 72.35W
05.43S, 61.16W
08.17S, 65.30W
01.32S, 47.03W
03.45S, 60.30W
03.30S, 64.35W
03.24S, 57.42W
04.40S, 55.38W
03.30S, 59.54W
03.45S, 48.20W
08.20S, 73.32W
06.10S, 51.05W
00.42N, 51.27W
00.42N, 51.24W
08.15S, 72.47TW
02.00S, 60.00W
03.07S, 60.03W
02.25S, 59.43W
00.52S, 52.31W

+

C. Azevedo-Ramos, pc
C. AlefRamos, pc
.P. Chldwell, pc
authors’ pers. observ.
MZUSP
C. Azevedo-Ramos, pc
ZUEC
ECU
C. Azevedo-Ramos, pc
AMNH
MZUSP
J.P. Caldwell, pc
z€veédo-Ramos, pc
authors’ pers. observ.
ZUEC
MZUSP
ZUEC
J.P.walki pc
authors’ pers. observ.
CZUE
7
ZUEC

236



Rio Amapari, Edo. Amapa

Rio Formoso, Edo. Ronddnia

Rio Ituxi, Edo. Amazonas

Rio Manjuru, Edo. Amazonas

Rio Mau, Edo. Roraima

Serra do Navio, Edo. Amapa

Terra Verde Lodge, Edo. Amazonas
Urucu region, Edo. Amazonas

Circa 90 km N of Manaus, Edo. Amazonas
1.0 km NW of Caracarai, Edo. Roraima

Colombia (11 localities, 3 presence)
Calderén, Depto. Amazonas

Cafio Cabina, Léticia, Depto. Amazonas
Igara Parana, Depto. Amazonas

La Pedrera, Depto. Amazonas

Rio Apaporis, Depto. Vaupes

Rio Miriti, Depto. Amazonas

Rio Puré, Depto. Putumayo

Rio Tiquie, Depto. Vaupes
Tarapacé, Depto. Amazonas
Tomachipan, Depto. Guaviare

01.15N, 52.15W
10.19S, 64.34W
08.29S, 65.43W
04.00S, 57.00W
04.20N, 59.45W
01.55N, 51.50W
03.37S, 59.86W
05.00S, 65.30W
01.455,5W.0
01.50N, 61.08W

03.46S, 69.53W
03.40N, A.25

00.44N, 72.58W

01.18S, 69.22W
00.45N, 72.00W

01.12S, 69.53 W
02.10S, 69.42W
00.20N, 70.20W
02.52S, 69.44W
02.18S, 71.46W

MZUSP

JaRiveell, pc

J.Pd@all, pc

AMNH

MZUSP

MZU8EEDiarmid, 1973
J.P. Caldwell, pc
C. Azevedo-Ramos, pc
Gascon, 1989
J.P. Caldwell, pc

Ardila-R. and Ruiz-C, 1997
J.M. Renijifo, pc
IB¥cure, 1981a
Ardila-R. and Ruiz-C, 1997
RBhjifo, pc
Ardila-R. and Ruiz-C, 1997
ICN
J.MhjRe pc
Ardila-R. and Ruiz-C, 1997
BRénjifo, pc
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Serrania de Taraira, Depto. Vaupes 00.55S, 69.40W - - J.M. Renjifo, pc

Ecuador (8 localities, 7 presence)

Cuyabeno Reserve, Prov. Sucumbios 00.00, 76.00W — L.A. Coloma, pc; J.P. Caldwell, pc
Jatun Sacha Reserve, Prov. Napo 01.05S, 77.45W + A. Coloma, pc

Miazal, Prov. Morona-Santiago 02.37S, 77.47TW + Riy@968

PN Yasuni, Prov. Orellana 00.36S, 76.20 W + QCAZ

Rio Cononaco, Prov. Orellana 01.25S, 75.50W + RaiA89

Rio Oglan, Prov. Pastaza 01.19S, 77.35W + Rive&l63 1

Rio Villano, Prov. Pastaza 01.29S, 77.38W + BM

Circa 66 km E of Pompeya, PN Yasuni,

Prov. Orellana 00.45S, 76.21W + QCAZ

French Guiana (24 localities, 24 presence)

Between Dorlin and Sophie 03.51N, 53.34W + McDiatnio73
Between La Greve and Sophie 03.57N, 53.35W + MaDidhr1973
Boulanger 04.32N, 52.25W + ZFMK

Cayenne region 04.50N, 52.22W + Lescure, 1976
Chaumiére 04.53N, 52.22W + Lescure, 1973
Crique Gregoire (Kerenroch) 05.05N, 53.20W + Lesc®73

Crique Ipoucin 04.09N, 52.25W + Lescure, 1976

Kaw region 04.29N, 52.20W + Lescure, 1976, 1981b
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Koulimapopane
Maripasoula

Matoury

Montagne Belvédere
Montagne Saint-Marcel
Monts Atachi-Bacca
Petit Saut

Riviere Matarony
Riviere Yaroupi

Roura region

Saint Laurent region
Sall region

Sophie region

Tortue region
Trois-Sauts

1986

Circa 30 km S of Sadul

Guiana (9 localities, 9 presence)
Between Chenapowu and Saveritih
Demerara River

Iwokrama

02.19N, 54.36W +
03.37N, 53.12W +
04.50N, 52.25W +
03.37N, 53.12W +
02.25N, 53.00W +
03.35N, 54.00W +
05.21N, 53.41W +
04.02N, 52.15W +
02.35N, 52.40W +
04.45N, 52.20W +
05.30N, 53.55W +
03.35N, 53.55W +
03.55N, 53.40W +
04.11N, 52.23W +
02.15N, 52.50W +
03.20N, 52.10W +

04.55N, 59.34W
04.47N, 58.26W +
04.50N, 59.15W +

Lescure, 1976

NRM
Lescure, 1976

Kok, 2000

Lescure 1898

Lescure, 1976

Hoogmoed and Avila$2ii€®91
McDiarmid, 1973
Lescure, 1976

Lescure, 1976

Lescure, 8981

Lescure, 1981a

Lescure, 1981a

Lescure, 1976

Lescure, 1981a; Lesand Gasc,

Lescure 1898

NAM
AMNH
M.L. Donnelly, pc
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Kalacoon

Kangaruma

Karisparu

Kartabo

Potaro River

25 mi WSW of Mabura Hill

Peru (31 localities, 21 presence)
Achinamisa, Depto. San Martin
Balta, Depto. Ucayali

Barranca, Depto. San Martin
Bolognesi region, Depto. Ucayali
Cachiyacu, Depto. San Martin
Chayahuitas, Depto. Loreto

06.24N, 58.39W
05.18N, 59.17W
04.58N, 59.30W
06.21N, 57.50W
05.20N, 59.17W
05.13N, 59.21W

06.25S, 75.54W
10.08S, 71.13W
07.16S, 76.28W
10.02S, 73.57W
05.44S, 77.29W
05.50S, 76.10W

Cocha Cashu/PN Manu, Depto. Madre de Dios 11.58.22W

Cuzco Amazonico, Madre de Dios
Explorama, Depto. Loreto

Genaro Herrera, Depto. Loreto
Iquitos region, Depto. Loreto
1994

Manseriche, Depto. Loreto
Milagros, Depto. Ucayali

12.35S, 69.05W
02.35S, 71.57W
04.59S, 73.46W
03.40S, 73.20W

04.25S, 77.35W
10.08S, 74.01W

AMNH; McDiarmid, 1973
AMNH; McDiarmid, 1973
BM

AMNH; McDiarmid, 1973
BM

AMNH

AMNH
Duellmad &homas, 1996
AMNH
Lehr, 2002
RIVES68
Rive868; Lotters et al. 2002
Rodriguez, 1992
ellban and Salas, 1991
Duellmagch Thomas, 1996
MUSM
AMNRbdriguez and Duellman,

Rivéss3
LehiQ20
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Monte Alegre, Depto. Loreto
Nauta region, Depto. Loreto
Panguana, Depto. Huanuco
Pebas region, Depto. Loreto
Roabaya, Depto. Loreto

Rio Ampiyacu, Depto. Loreto
Rio Cachiyacu, Depto. Loreto
Rio Loretoyacu, Depto. Loreto
Rio Pisqui, Depto. Loreto

Rio Sepahua, Depto. Ucayali
Rio Tavara, Depto. Puno

Rio Tambo, Depto. Loreto

Rio Yubineto, Depto. Loreto
1981a

San Jacinto, Depto. Loreto
Tacsha, Depto. Loreto
Tambopata, Depto. Madre de Dios
Teniente Lopez, Depto. Loreto

Yurimaguas, Depto. Loreto

Suriname (4 localities, 3 presence)
Brownsberg

06.42S, 74.15W
04.30S, 73.40W
09.35S, 74.48W
03.20S, 71.50W
04.10S, 73.20W
03.10S, 72.00W
08.09S, 76.32W
03.49S, 70.26W
08.05S, 75.35W
11.10S, 73.01W
13.31S, 69.41W
01.15S, 75.21W
01.02S, 74.13W

02.19S, 75.52W
03.40S, 77.21W
12.44S, 69.11W
02.36S, 76.07W
05.54S, 76.05W

04.55N, 55.10W

+

AMNH
Adyaitd Altig, 1987
Schiiieb
AMNescure, 1981a
Rivero8196
Ldétter al. 2002
rted al. 2002
AMNH
Lotedral. 2002
RiVE968
BartsothiMacQuarrie, 2001
Rive8{8L
Lesaumd Gasc, 1986, Lescure,

Dwmlland Mendelson, 1995
Rivero, 1968

SMU

[IBaen and Mendelson, 1995
authpms. observ

AMNH, KU
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Corentijne River 05.10N, 57.20W
Monts Tumuc-Humac 02.20N, 54.40W
Mt. Kasikasima 03.00N, 55.30wW

Venezuela (1 locality, O presence)
Cerro Duida, Edo. Amazonas 03.30N, 65.40W

S. Reichle, pc
Lescure, 199814
MZUSP
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Appendix 4.2-S2

Atelopus flavescers28

TGTTCTTTAAATGAGGACTAGTATGAATGGCACCACGAAGGTTTTACTGTCTCCTTTTCCTAATCAGTGAAA
CT-AATCTTCCCGTGAAGAAGCGGGAATAAACGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACAAT
AACAAATACTACTTTA-AACAAAAAT-TTCTTAATGAC---TTACTTACTGGTATTATGATTATTAGTTTTAGGTT
GGGGTGACCGCGGAGAAAAACACAACCTCCACATTGAATGATAAAA-TTCTAAGCAAAGAATTACATTTCC
ACGCATCAATACATTGACATCAATTGACCCAA-TTATTTT-GATCAACGAACCAAGTTACCCTAGGGATAACA
GCGCAATCTACTTCAAGAGCCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACCCCA
GTGGTGCAGCCGCTACTAAAGGTTCGTTTGTTCAACGATTAAAACCCTACGTGATCTGAGT

Atelopus spumarius barbotineu 336

TTCTTTAAATGAGGACTAGTATGAATGGCACCACGAAGGTTTTACTGTCTCCTTTTCCTAATCAGTGAAACT-
AATCTTCCCGTGAAGAAGCGGGAATAAACGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACAATAA
CAAATACTACTTTA-AACAAAAAT-TTCTTAATGAC---TTACTCCCTGGTATTATGATTATTAGTTTTAGGTTG
GGGTGACCGCGGAGAAAAACACAACCTCCACATTGAATGATAAAA-TTCTAAGCAAAGAATTACATTTCCA
CGCATCAATACATTGACATCAATTGACCCAA-TTATTTT-GATCAACGAACCAAGTTACCCTAGGGATAACAG
CGCAATCTACTTCAAGAGCCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACCCCAGT
GGTGCAGCCGCTACTAAAGGTTCGTTTGTTCAACGATTAAAACCCTACGTGATCTGAGT

Atelopus hoogmoe@8i34

P R R R R R P R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R-R R R R R R R

AAGCGGGAATAAACGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACAATAACAAATACTACTTTAA
ACAA-AAAT-TTCTTAAT-GA-CTTACTCCCTGGTATTATGATTATTAGTTTTAGGTTGGGGTGACCGCGGAGA
AAAACACAACCTCCACATTGAATGATAAAA-TTCTAAGCAAAGAATTACATTTCCACGCATCAATACATTGA
CATCAATTGACCCAA-TTATTTT-GATCAACGAACCAAGTTACCCTAGGGATAACAGCGCAATCTACTTCAAG
AGCCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACCCCAGTGGTGCAGCCGCTACT
AAAGGTTCGTTTGGTCAACGATTAAAACCCTACGTGATCTGAGT

Atelopus pulches. str. Peru 298

GAGGTCCCGCCTGC-CCAGTGATTTAATTTAACGGCCGCGGTATCCTAACCGTGCGAA-GGTAGCGTAATCA
CTTGTTCTTTAAATGAGGACTAGTATGAATGGCATCACGAGGGTTTTACTGTCTCCTTTTCTTAATCAGTGAA
ACT-AATCTTCCCGTGAAGAAGCGGGAATAAACGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACAA
TAACAAGTACTACTTTA-AACAAAA-T-TTCTTAATAAC---TTACTACCTGGTACTATGATTATTAGTTTTAGGT
TGGGGTGACCGCGGAGAAAAACATAACCTCCACAT-GAATGATAAAA-TTCTAAGCAAAGAATTACATCTCT
AAGCATCAATATATTGACATCAATTGACCCAA-TTATTTT-GATCAACGAACCAAGTTACCCTAGGGATAACA
GCGCAATCTACTTCAAGAGCCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACCCCA
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Atelopus rafaeBO702

?AGGTCCAGCCTGC-CCAGTGATTAAATTTAACGGCCGCGGTATCCTAACCGTGCGAA-GGTAGCGTAATCA
CTTGTTCTTTAAATGAGGACTAGTATGAATGGCACCACGAAGGTTTTACTGTCTCCTTTTCCTAATCAGTGA
AACT-AATCTTCCCGTGAAGAAGCGGGAATAAGCGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACA
ATAACAAATACTACTTTA-AACAAAAAT-TTCTTAATGAC---TTACTCCCCGGTATTATGATTATTAGTTTTAG
GTTGGGGTGACCGCGGAGAAAAACACAACCTCCACATTGAATGATAAAA-TTCTAAGCAAAGAATCACATT
TCCACGCATCAATACATTGACATCAATTGACCCAA-TTATTTT-GATCAACGAACCAAGTTACCCTAGGGATA
ACAGCGCAATCTACTTCAAGAGCCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACC

Atelopus spurrelli

GAGGTCCCGCCTGC-CCAGTGATTAAATTTAACGGCCGCGGTATCCTAACCGTGCGAA-GGTAGCGTAATCA
CTTGTTCTTTAAATGAGGACTAGTATGAACGGCATCACGAAGGTTACACTGTCTCCTTTTTCTAATCAGTGA
AACT-AATTTCCCCGTGAAGAAGCGGGGATACTTTAATAAGACGAGAAGACCCTATGGAACTTTAAACAAA
GTAACAAGTACTATCATTTATTAATAAATTTCCGAAT-CA-AACATGACCTAGTATTATGATTACTAGTTTTAG
GTTGGGGTGACCGCGGAGAAAAACATAACCTCCACATTGAAAGAAAAAC-TCTAAGCCCAAAGCTACAACT
TAAAGCATCAACATATTGACATTAATTGACCCAA-TTAAATT-GAGCAACGAACCAAGCTACCCTAGGGATA
ACAGCGCAATCCACTTTAAGAGCCCCTATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTTTCC

GTTCTTTAAATGAGGACTAGTATGAATGGCACCACGAAGGTTTTACTGTCTCCTTTTCCTAATCAGTGAAAC
T-AATCTTCCCGTGAAGAAGCGGGAATAAACGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACAATA
ACAAGTACTACTTTA-AACAAAA-T-TTCTTAATGAC-TTACTACCTGGTATCATGATTATTAGTTTTAGGTTGG
GGTGACCGCGGAGAAAAACATAACCTCCACATTGAATGATAAAG-TTCTAAGCAAAGAACTACATTTCTAT
GCATCAATATATTGACATCAATTGACCCAA-TTATTTT-GATCAACGAACCAAGTTACCCTAGGGATAACAGC
GCAATCTACTTCAAGAGTCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACCCNAGTG

TGTTCTTTAAATGAGGACTAGTATGAATGGCACCACGAAGGTTTTACTGTCTCCTTTTCCTAATCAGTGAAA
CT-AATCTTCCCGTGAAGAAGCGGGAATAAACGAATAAGACGAGAAGACCCTATGGAGCTTTAAACACAAT
AACAAGTACTACTTTA-AACAAAAAT-TTCTTAATCAC---TCTTCACCTGGTATTATGATTATTAGTTTTAGGTT
GGGGTGACCGCGGAGAAAAACATAACCTCCACATTGAATGATAAAA-TTCTAAGCAAAGAATTACATTTCT
ATGCATCAACACATTGACATCAATTGACCCAA-TTATTTT-GAGCAACGAACCAAGTTACCCTAGGGATAACA
GCGCAATCTACTTCAAGAGCCCATATCGACAAGTGGGTTTACGACCTCGATGTT-GGATCAGGGTACCCCA

TGTTCTTTAAATCAGGACTAGTATGAACGGCATCACGAAGGTTATACTGTCTCCTTTTTCCAATCAGTGAAA
CT-AATCTCCCCGTGAAGAAGCGGGGATAGAACTATAAGACGAGAAGACCCTATGGAGCTTCAAACGACAC
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AACAAATGCTAAACT-ACTTAAAAAT-TTCAGAACCAC-AACTC-TATAGCACTATGATTGTTAATTTTAGGTT

GGGGTGACCGCGGAGCAAAACACAACCTCCACATTGAAAGAATTTTATTCTAAGCCAAGAACCACAACTCA
AAGCATCAATACACTGACATA-ATTGACCCAATAAACTT---GAACAACGAACCAAGTTACCCTAGGGATAAC
AGCGCAATCTACTTCAAGAGCCCCTATCGACAAGTAGGTTTACGACCTCGATGTT-GGATCAGGGTCTCCCA

Osornophryne puruantAGG572

???AGCCAGCCTGC-CCAGTGACTCAATTCAACGGCCGCGGTATCCTAACCGTGCAAA-GGTAGCGTAATCA
CTTGTTCTTTAAATCAGGACTAGTATGAACGGCATCACGAAGGTTATACTGTCTCCTTTTTCCAATCAGTGA
AACT-AATTTCCCCGTGAAGAAGCGGGGATATAACTATAAGACGAGAAGACCCTATGGAGCTTCAAACGAC
ACAACAAATGCTAAACT-CCTTAAAAAT-TTCAGAACCCCCCAACTCACTATAGCACCATGATTGTTAGTTTTA
GGTTGGGGTGACCGCGGAGCAAAACACAACCTCCACATTGAAAGAATTTTATTCTAAGCCAAGAACCACAA
CTCAAAGCATCAATACACTGACATA-ATTGACCCAATAAACTT---GAACAACGAACCAAGTTACCCTAGGGA
TAACAGCGCAATCTACTTCAAGAGCCCCTATCGACAAGTAGGTTTACGACCTCGATGTT-GGATCAGGGTCT
CCCGGTGGTGCAGCCGCTACTAAAGGTTCGTTTGTTCAACGATTAATACCCTACGTGATCTGAGT

Osornophryne antisaniaa Angelin

TTGTTCTTTAAATCAGGACTAGTATGAACGGCATCACGAAGGTTATACTGTCTCCTTTTTCCAATCAGTGAA
ACT-AATTTCCCCGTGAAGAAGCGGGGATAGAACTATAAGACGAGAAGACCCTATGGAGCTTCAAACGACA
CAACAAATGCTAAACT-CCTTAAAAAT-TTCAGAACCCC-AACTCACTATAGCACTATGATTGTCAGTTTTAGG
TTGGGGTGACCGCGGAGCAAAACACAACCTCCACATTGAAAGAATTCCATTCTAAGCCAAGAACCACAACT
CAAAGCATCAATACACTGACATA-ATTGACCCAATACACTT---GAACAACGAACCAAGTTACCCTAGGGATA
ACAGCGCAATCTACTTCAAGAGCCCCTATCGACAAGTAGGTTTACGACCTCGATGTT-GGATCAGGGTCTCC
CAGTGGTGCAGCCGCTACTAAAGGTTCGTTTGTTCAACGATTAATACCCTACGTGATCTGAGT

Osornophryndequador 312

TGTTCTTTAAATCAGGACTAGTATGAACGGCATCACGAAGGTTATACTGTCTCCTTTTTCCAATCAGTGAAA
CT-AATTTCCCCGTGAAGAAGCGGGGATAGAACTATAAGACGAGAAGACCCTATGGAGCTTCAAACGACAC
AACAAATGCTAAACT-CCTTAAAAAT-TTCAGAACCCC-AACTCACTATAGCACTATGATTGTCAGTTTTAGGT
TGGGGTGACCGCGGAGCAAAACACAACCTCCACATTGAAAGAATTCCATTCTAAGCCAAGAACCACAACTC
AAAGCATCAATACACTGACATA-ATTGACCCAATACACTT---GAACAACGAACCAAGTTACCCTAGGGATAA
CAGCGCAATCTACTTCAAGAGCCCCTATCGACAAGTAGGTTTACGACCTCGATGTT-GGATCAGGGTCTCCC
AGTGGTGCAGCCGCTACTAAAGGTTCGTTTGTTCAACGATTAATACCCTACGTGATCTGAGT
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Appendix 7.1. Species records used in this thesis

(given as: Longitude, Latitude, Loclity)

Atelopus eastern

-59.3500, 5.2167, Guyana, Potaro-Siparuni; -59.5669167, Guyana, Potaro-Siparuni; -53.5667,
3.8500, Guyane, Saint-Laurent-du-Maroni, Maripaapul53.5833, 3.9500, Guyane, Saint-Laurent-du-
Maroni, Sadl; -52.4167, 4.5333, Guyane, Cayenneyr&0-55.1667, 4.9167, Suriname, Brokopondo,
Sarakreek; -52.2500, 3.3000, Guyane, Cayenne, Garfap4167, -6.0333, Brazil, Para, Parauapebas,
Parauapebas; -52.3667, 4.8333, Guyane, Cayenn&uiat-54.8500, -3.1500, Brazil, Para, Belterra,
Belterra; -52.3667, 4.8833, Guyane, Cayenne, Mgfot62.1667, 3.3333, Brazil, Amapa, Oiapoque,
Clevelandia do Norte; -60.0833, -1.7500, Brazil, #onas, Presidente Figueiredo, Balbina; -53.3333,
5.0833, Guyane, Cayenne, Iracoubo; -52.4167, 4,1609ane, Cayenne, Régina (-Kaw); -58.4333, 4.7833,
Guyana, Upper Takutu-Upper Essequibo; -61.2667/16., Brazil, Amazonas, Manicore, Manicore; -
59.2500, 4.8333, Guyana, Potaro-Siparuni; -47.050(0333, Brazil, Par4a, Ourém, Ourém; -58.6500,
6.4000, ; -59.2833, 5.3000, Guyana, Potaro-Sipar80.5000, 4.9667, Guyana, Potaro-Siparuni; -53383
6.3500, Guyana, Essequibo Islands-West Demerasadbun / Profit; -52.3333, 4.4833, Guyane, Cagenn
Roura; -54.6000, 2.3167, Brazil, Amapa, Laranjal i, Laranjal do Jari; -60.5000, -3.7500, Brazil,
Amazonas, Manaquiri, Manaquiri; -53.2000, 3.616Wy&he, Saint-Laurent-du-Maroni, Saul; -52.4167,
4.8333, Guyane, Cayenne, Montsinéry-Tonnégrande7eB0, -3.4000, Brazil, Amazonas, Maués, Maués; -
53.2000, 3.6167, Guyane, Saint-Laurent-du-Maroaijl;S-53.0000, 2.4167, Guyane, Cayenne, Camopi; -
55.6333, -4.0667, Brazil, Para, Aveiro, Braziliagag -54.0000, 3.5833, Suriname, Sipaliwini, Tagwamy;
-54.8333, 2.3333, Brazil, Para, Almerim, Monte dumlo; -55.5000, 3.0000, Suriname, Sipaliwini,
Tapanahony; -48.3333, -3.7500, Brazil, Para, Panaigges, Paragominas; -53.6833, 5.3500, Guyane,-Saint
Laurent-du-Maroni, Mana; -51.0833, -6.1667, BraBhra, Parauapebas, Parauapebas; -51.4000, 0.7000,
Brazil, Amapa, Porto Grande, Porto Grande; -51.4800000, Brazil, Amapa, Porto Grande, Porto Grande
59.2833, 5.3333, Guyana, Potaro-Siparuni; -60.0580,167, Brazil, Amazonas, Maués, Segunda R.A.; -
59.7167, -2.4167, Brazil, Amazonas, Rio Preto da,Rio Preto da Eva; -52.5167, -0.8667, BrazilaPar
Almerim, Monte dourado; -52.2500, 1.2500, Brazim#pa, Serra do Navio, Serra do Navio; -57.0000, -
4.0000, Brazil, Para, Itaituba, Itaituba; -59.75@8333, Brazil, Roraima, Uiramuta, Uiramutd; -50Q,
4.0333, Guyane, Cayenne, Régina (-Kaw); -52.6666838, Guyane, Cayenne, Camopi; -52.3333, 4.7500,
Guyane, Cayenne, Matoury; -53.9167, 5.5000, Guy8at-Laurent-du-Maroni, Mana; -53.9167, 3.5833,
Guyane, Saint-Laurent-du-Maroni, Maripasoula; -3B® 1.9167, Brazil, Amapa, Calcoene, Lourenco; -
53.6667, 3.9167, Guyane, Saint-Laurent-du-Maronagriphsoula; -52.3833, 4.1833, Guyane, Cayenne,
Régina (-Kaw); -52.8333, 2.2500, Brazil, Amapa, f@ique, Clevelandia do Norte; -51.8333, 0.5000, iBraz

Amap4d, Porto Grande, Porto Grande.
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Atelopus western

-75.9000, -6.4167, Per(, San Martin, San Martinp@hna; -76.4667, -7.2667, Per(, San Martin,
Bellavista, Alto Biavo; -76.6167, -5.8833, Peru,réim, Alto Amazonas, Balsapuerto; -70.4167, 3.6667,
Colombia, Vichada, San Jose de Ocune; -76.1668338, Peruq, Loreto, Alto Amazonas, Yurimaguas; -
76.3500, -0.7500, Ecuador, Orellana, Aguarico, @ako; -73.7667, -4.9833, Perl, Loreto, Requenarden
Herrera; -72.9667, 0.7333, Colombia, Caqueta, $¢laf8.3333, -3.6667, Perq, Loreto, Maynas, Punghan
-77.7500, -1.0833, Ecuador, Orellana, Tena, PueM@po; -77.5833, -4.4167, Perd, Amazonas,
Condorcanqui, Rio Santiago; -77.7833, -2.6167, HouaMorona Santiago, Morona, Sevilla Don Bosco; -
74.2500, -6.7000, Peru, Loreto, Requena, Alto Trepic73.6667, -4.5000, Perd, Loreto, Loreto, Nauta;
71.8333, -3.3333, Perq, Loreto, Mariscal Ramén itasPebas; -76.3333, -0.6000, Ecuador, Orellana,
Orellana, Taracoa; -72.0000, -3.1667, Peru, LoMuarjscal Ramén Castilla, Pebas; -76.5333, -8.15@0(,
San Martin, Tocache, Tocache; -75.8333, -1.416Vaélwr, Pastaza, Pastaza, Curaray; -70.4333, -3.8167
Colombia, Amazonas, Puerto Narifio; -77.5833, -173X6cuador, Pastaza, Pastaza, Curaray; -75.5833, -
8.0833, Peru, Loreto, Ucayali, Contamana; -69.7333,667, Colombia, Amazonas, Tarapacd; -73.0167, -
11.1667, Pera, Ucayali, Atalaya, Sepahua; -75.3502500, Perd, Loreto, Maynas, Napo; -69.6833, -
13.5167, Perd, Puno, Sandia, Limbani; -74.2167333, Perd, Loreto, Maynas, Putumayo; -73.3333, -
4.1667, Perq, Loreto, Maynas, Fernando Lores; 5003-3.6667, Peru, Loreto, Alto Amazonas, Morona;
69.1833, -12.7333, Perd, Madre de Dios, Tambofatabopata.

Boiga irregularis native

129.6330, -15.6000, Australia, Northern Territal$0.8330, -12.4500, Australia, Northern Territory,
Darwin; 131.1170, -12.9830, Australia, Northern ritery, Coomalie; 131.2000, -13.0500, Australia,
Northern Territory, Coomalie; 131.2500, -12.633Qs#alia, Northern Territory, Litchfield; 131.3830,
13.4500, Australia, Northern Territory; 132.13301.3670, Australia, Northern Territory; 132.2670, -
14.4670, Australia, Northern Territory, Katherin#32.2670, -14.1500, Australia, Northern Territory;
132.3000, -14.5000, Australia, Northern TerritoKatherine; 132.6500, -12.7500, Australia, Northern
Territory; 132.8330, -12.8830, Australia, Northeferritory; 132.9000, -12.5330, Australia, Northern
Territory; 132.9170, -12.5500, Australia, Northeferritory; 132.9500, -12.5170, Australia, Northern
Territory; 133.0670, -14.9330, Australia, Northeferritory; 133.0670, -14.7830, Australia, Northern
Territory; 134.7000, -14.7000, Australia, Northeferritory; 134.7330, -14.7330, Australia, Northern
Territory; 134.8000, -12.4000, Australia, Northeferritory; 134.9000, -12.1000, Australia, Northern
Territory; 135.0000, -12.4000, Australia, Northeferritory; 135.7000, -14.3000, Australia, Northern
Territory; 135.7330, -14.2830, Australia, Northeferritory; 136.4670, -13.9830, Australia, Northern
Territory; 136.6000, -13.8000, Australia, NorthéFerritory; 141.8670, -12.5670, Australia, Queend|an
Cook; 141.9000, -12.6330, Australia, QueenslandkC&42.0500, -12.2500, Australia, Queensland, Cook
142.1330, -11.2170, Australia, Queensland, Cook2.28B0, -10.6170, Australia, Queensland, Torres;
142.6670, -9.3830, Australia, Queensland, Torre$3.4670, -13.8170, Australia, Queensland, Cook;
143.7000, -16.0000, Australia, Queensland, Coolkt.Z5D0, -16.9170, Australia, Queensland, Mareeba,;
144.6830, -17.3500, Australia, Queensland, Mare2h4;8500, -17.9670, Australia, Queensland, Mareeba
145.0000, -17.7500, Australia, Queensland, Herbetd5.0830, -17.0170, Australia, Queensland, Mzge
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145.1330, -16.5330, Australia, Queensland, Maredd;2400, -15.4600, Australia, Queensland, Cook;
145.2400, -15.4600, Australia, Queensland, Cooks.25D0, -15.4670, Australia, Queensland, Cook;
145.2670, -17.7330, Australia, Queensland, Herbetd5.3170, -15.9670, Australia, Queensland, Dasjg|
145.3330, -15.9500, Australia, Queensland, Cool.38B0, -17.3830, Australia, Queensland, Herberton;
145.5700, -17.0000, Australia, Queensland, Mare&h&;5700, -17.0000, Australia, Queensland, Mareeba
145.7670, -16.9170, Australia, Queensland, Caif#.7700, -16.9200, Australia, Queensland, Cairns;
145.7700, -16.9200, Australia, Queensland, Caitd®;, 8900, -17.5800, Australia, Queensland, Joheston
145.9670, -17.5330, Australia, Queensland, Johestal¥6.0170, -17.7500, Australia, Queensland,
Johnstone; 146.0330, -17.5330, Australia, Queedslaiohnstone; 146.0330, -17.5330, Australia,
Queensland, Johnstone; 146.1500, -17.9500, Aust@lieensland, Cardwell; 146.8170, -19.2670, Alistra
Queensland, Townsville; 147.7170, -20.7330, Austr&)ueensland, Bowen; 148.0500, -19.9660, Ausatrali
Queensland, Bowen; 148.0500, -19.9660, Australiaee@sland, Bowen; 149.0330, -20.4500, Australia,
Queensland, Mackay; 149.1830, -21.1500, Austr&liagensland, Mackay; 150.6670, -32.9670, Australia,
New South Wales, Singleton; 150.7330, -33.4330,tralia, New South Wales, Hawkesbury; 150.7330, -
23.2670, Australia, Queensland, Livingstone; 15001 -34.0670, Australia, New South Wales,
Campbelltown; 150.9670, -34.1830, Australia, NewutBoWales, Wollongong; 151.0110, -32.6690,
Australia, New South Wales, Singleton; 151.03303.6830, Australia, New South Wales, Hornsby;
151.0330, -23.6670, Australia, Queensland, Calliaf®l.0500, -33.6500, Australia, New South Wales,
Hornsby; 151.0670, -34.1170, Australia, New Southl&¥, Sutherland; 151.0670, -34.0330, Australiay Ne
South Wales, Sutherland; 151.0670, -33.9830, Alistridew South Wales, Hurstville; 151.1170, -33.950
Australia, New South Wales, Rockdale; 151.1170,.8830, Australia, New South Wales, Ashfield;
151.1170, -33.7170, Australia, New South Wales,ridg-gai; 151.1500, -33.7500, Australia, New South
Wales, Ku-ring-gai; 151.1670, -33.7670, Australdew South Wales, Ku-ring-gai; 151.1830, -33.7170,
Australia, New South Wales, Ku-ring-gai; 151.20688.9000, Australia, New South Wales, South Sydney;
151.2000, -24.0000, Australia, Queensland, Calliadf®l.2170, -33.8000, Australia, New South Wales,
Willoughby; 151.2170, -33.7670, Australia, New SoWales, Warringah; 151.2170, -33.7330, Australia,
New South Wales, Warringah; 151.2170, -33.6500,trialia, New South Wales, Warringah; 151.2340, -
33.4350, Australia, New South Wales, Gosford; 150 -33.8330, Australia, New South Wales, Mosman;
151.2500, -33.7670, Australia, New South Wales, nfdgah; 151.2500, -33.6670, Australia, New South
Wales, Warringah; 151.2670, -33.8000, AustraliawNgouth Wales, Manly; 151.2830, -33.7830, Australia
New South Wales, Warringah; 151.2830, -33.6500,tralia, New South Wales, Pittwater; 151.3000, -
33.7170, Australia, New South Wales, Warringah; .26Q0, -33.6830, Australia, New South Wales,
Pittwater; 151.3000, -33.5500, Australia, New Southles, Gosford; 151.3330, -33.4830, Australia, New
South Wales, Gosford; 151.3500, -33.4330, Austrdllaw South Wales, Gosford; 151.4830, -24.5170,
Australia, Queensland, Miriam Vale; 151.6170, -25®, Australia, Queensland, Gayndah; 151.7500, -
30.5330, Australia, New South Wales, Dumaresq; 9510, -25.0000, Australia, Queensland, Kolan;
152.3330, -29.5330, Australia, New South Wales, e8ev152.4000, -24.9000, Australia, Queensland,
Burnett; 152.4670, -27.1330, Australia, Queensl&rsk; 152.4830, -31.9000, Australia, New South \Wale
Greater Taree; 152.6000, -29.2170, Australia, Newutls Wales, Copmanhurst; 152.6030, -29.9550,
Australia, New South Wales, Nymboida; 152.6170,.5800, Australia, New South Wales, Nymboida;
152.6330, -30.7170, Australia, New South Wales, blacna; 152.7000, -29.5000, Australia, New South
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Wales, Copmanhurst; 152.7170, -31.5170, Austrdliaw South Wales, Hastings; 152.7500, -29.7500,
Australia, New South Wales, Nymboida; 152.7670,5890, Australia, New South Wales, Copmanhurst;
152.8330, -31.0830, Australia, New South Wales, gsey; 152.8330, -30.3670, Australia, New South
Wales, Bellingen; 152.8570, -27.5670, Australia,eéusland, Brisbane; 152.8570, -27.5670, Australia,
Queensland, Brisbane; 152.8830, -30.7670, Austrilew South Wales, Nambucca; 152.9000, -30.4500,
Australia, New South Wales, Bellingen; 152.98300.7330, Australia, New South Wales, Nambucca;
152.9830, -30.0500, Australia, New South Wales, d&thay 153.0500, -28.8670, Australia, New South
Wales, Casino; 153.1000, -30.3000, Australia, Newut® Wales, Coffs Harbour; 153.1160, -30.2600,
Australia, New South Wales, Coffs Harbour; 153.13380.3000, Australia, New South Wales, Coffs
Harbour; 153.1500, -30.2330, Australia, New Southlé¥, Coffs Harbour; 153.1670, -30.1170, Australia,
New South Wales, Coffs Harbour; 153.2000, -29.7@¥stralia, New South Wales, Ulmarra; 153.2000, -
29.4670, Australia, New South Wales, Maclean; 16802 -28.8170, Australia, New South Wales, Lismore;
153.2670, -28.3500, Australia, New South Wales, ddye 53.3500, -29.1000, Australia, New South Wales,
Richmond Valley; 153.3500, -28.5330, Australia, N8auth Wales, Byron; 153.4330, -29.0170, Australia,
New South Wales, Richmond Valley; 153.4330, -2808%ustralia, New South Wales, Ballina; 153.4330, -
28.8330, Australia, New South Wales, Ballina; 153@, -28.8500, Australia, New South Wales, Ballina;
153.4670, -28.2830, Australia, New South Wales, ddye.53.5670, -28.3330, Australia, New South Wales,
Tweed; 153.6170, -28.6500, Australia, New South a§aByron; 120.0000, 0.0000, Indonesia, Sulawesi
Tengah, Parigi Moutong; 120.4170, -3.7330, IndamesSulawesi Selatan, Wajo; 128.2000, 1.1000,
Indonesia, Maluku Utara, Halmahera Tengah; 129.008M000, Indonesia, Maluku, Maluku Tengabh;
129.3500, -3.3330, Indonesia, Maluku, Maluku TengaB3.0500, -5.6000, Indonesia, Maluku, Maluku
Tenggara; 133.0830, -0.8670, Indonesia, Irian Bamat, Manokwari; 134.0830, -0.8670, Indonesianri
Jaya Barat, Manokwari; 134.0830, -0.8670, Indonesian Jaya Barat, Manokwari; 136.0500, -4.0830,
Indonesia, Papua, Nabire; 136.6700, -1.7500, InslanePapua, Yapen Waropen; 138.6000, -3.6300,
Indonesia, Papua, Tolikara; 126.5170, -3.7670, red@, Maluku, Buru; 128.2000, -3.7170, Indonesia,
Maluku, Maluku Tengah; 128.2170, -3.6660, Indonedfaluku, Maluku Tengah; 126.5170, -3.6330,
Indonesia, Maluku, Buru; 126.5330, -3.4330, Ind@meslaluku, Buru; 129.0000, -3.0000, Indonesia,
Maluku, Maluku Tengah; 128.0000, 1.0000, Indonddialuku Utara, Halmahera Tengah; 128.4100, 2.3330,
Indonesia, Maluku Utara, Halmahera Utara; 140.966(06000, Papua New Guinea, Western, North Fly;
141.1830, -3.2330, Papua New Guinea, Sandaun, \fa@Gireen River; 141.2000, -4.5830, Papua New
Guinea, Sandaun, Telefomin; 141.4330, -6.7830, &apew Guinea, Western, Bamu Rural; 141.4330, -
5.1170, Papua New Guinea, Sandaun, Telefomin; 380,6-5.1370, Papua New Guinea, Sandaun,
Telefomin; 142.1000, -3.4170, Papua New Guinead&am, Aitape-Lumi; 142.3500, -3.1330, Papua New
Guinea, Sandaun, Aitape-Lumi; 142.5230, -3.399puBaNew Guinea, Sandaun, Nuku; 142.6750, -4.5230,
Papua New Guinea, East Sepik, Ambunti-Drekikir; .7420, -4.4660, Papua New Guinea, East Sepik,
Ambunti-Drekikir; 142.7330, -9.2670, Papua New GaainWestern, Morehead Rural; 142.7670, -6.2000,
Papua New Guinea, Southern Highlands, Komo-Margariii2.7830, -6.2500, Papua New Guinea,
Southern Highlands, Nipa-Kutubu; 142.8330, -3.80P@pua New Guinea, East Sepik, Wosera Gawi;
142.9000, -8.8500, Papua New Guinea, Western, MaiRural; 142.9000, -8.7000, Papua New Guinea,
Western, Morehead Rural; 142.9500, -3.8500, Papaa Suinea, East Sepik, Wosera Gawi; 142.9570, -
8.0470, Papua New Guinea, Western, Bamu Rural;0008, -3.9670, Papua New Guinea, East Sepik,
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Wosera Gawi; 143.0830, -6.5170, Papua New Guinaath8rn Highlands, Nipa-Kutubu; 143.1830, -9.0330,
Papua New Guinea, Western, Morehead Rural; 143,2000830, Papua New Guinea, Western, Morehead
Rural; 143.6330, -3.7000, Papua New Guinea, EgsikSBoikin-Dagua Rural; 143.6330, -3.5500, Papua
New Guinea, East Sepik, Boikin-Dagua Rural; 143091%.6170, Papua New Guinea, Enga, Wapenamanda;
144.0000, -5.5500, Papua New Guinea, Western HigklaMul-Baiyer; 144.2330, -5.9000, Papua New
Guinea, Western Highlands, Mount Hagen; 144.8380500, Papua New Guinea, Chimbu, Karimui-
Nomane; 144.8500, -6.5330, Papua New Guinea, Chikéimui-Nomane; 145.0370, -6.7890, Papua New
Guinea, Chimbu, Karimui-Nomane; 145.0370, -6.78P@pua New Guinea, Chimbu, Karimui-Nomane;
145.0670, -4.0670, Papua New Guinea, Madang, Bdgi§;3560, -5.5640, Papua New Guinea, Madang,
Usino Bundi; 145.6000, -6.2170, Papua New Guinesstdtn Highlands, Henganofi; 145.7830, -5.2000,
Papua New Guinea, Madang, Madang; 145.7830, -5, B&fua New Guinea, Madang, Madang; 145.9000,
-4.6170, Papua New Guinea, Madang, Sumgilbar Ra#8;9000, -4.6000, Papua New Guinea, Madang,
Sumgilbar Rural; 145.9100, -5.9970, Papua New GuiMorobe, Markham; 145.9100, -4.7000, Papua New
Guinea, Madang, Sumgilbar Rural; 145.9110, -5.9%&pua New Guinea, Morobe, Markham; 145.9160, -
6.0060, Papua New Guinea, Morobe, Markham; 145.9:2208900, Papua New Guinea, Madang, Sumgilbar
Rural; 145.9510, -6.0490, Papua New Guinea, Morderkham; 145.9670, -4.6170, Papua New Guinea,
Madang, Sumgilbar Rural; 146.0000, -4.5670, Papew &uinea, Madang, Sumgilbar Rural; 146.0460, -
6.0110, Papua New Guinea, Morobe, Markham; 146.496G350, Papua New Guinea, Gulf, Kerema;
146.4960, -7.7350, Papua New Guinea, Gulf, Keretd#,.5580, -7.1830, Papua New Guinea, Morobe,
Bulolo; 146.6000, -7.9000, Papua New Guinea, CenBailala; 146.6000, -5.9330, Papua New Guinea,
Madang, Rai Coast; 146.6330, -7.1830, Papua NewedayiMorobe, Bulolo; 146.6390, -7.2030, Papua New
Guinea, Morobe, Bulolo; 146.6810, -7.2740, Papue ielinea, Morobe, Bulolo; 146.7010, -7.3420, Papua
New Guinea, Morobe, Bulolo; 146.7040, -7.3400, RaNew Guinea, Morobe, Bulolo; 146.7060, -7.3500,
Papua New Guinea, Morobe, Bulolo; 146.7070, -7.34/Hpua New Guinea, Morobe, Bulolo; 146.7130, -
7.3430, Papua New Guinea, Morobe, Bulolo; 146.7:7®8330, Papua New Guinea, Morobe, Bulolo;
146.7420, -7.3720, Papua New Guinea, Morobe, Bulbd®.7430, -7.3750, Papua New Guinea, Morobe,
Bulolo; 146.7650, -7.2890, Papua New Guinea, Mordhdolo; 146.7690, -7.2830, Papua New Guinea,
Morobe, Bulolo; 146.7700, -7.2830, Papua New Guiarobe, Bulolo; 146.7740, -7.2780, Papua New
Guinea, Morobe, Bulolo; 147.0830, -2.1170, Papua Kaiinea, Manus, Manus; 147.0930, -7.2960, Papua
New Guinea, Morobe, Huon; 147.1500, -6.6670, Pdgewa Guinea, Morobe, Nabak Rural; 147.3500, -
2.3830, Papua New Guinea, Manus, Manus; 147.36B0570, Papua New Guinea, Manus, Manus;
147.3690, -2.0570, Papua New Guinea, Manus, Mai4ig;4000, -2.0670, Papua New Guinea, Manus,
Manus; 147.4170, -2.0170, Papua New Guinea, Makiasus; 147.8670, -6.6330, Papua New Guinea,
Morobe, Finschafen; 147.9220, -9.4630, Papua Neweay Central, Rigo; 147.9840, -9.4440, Papua New
Guinea, Central, Rigo; 148.1670, -8.9330, Papua Sewea, Northern, ljivitari; 148.2250, -8.7750 pBa
New Guinea, Northern, ljivitari; 148.2350, -8.7648apua New Guinea, Northern, ljivitari; 148.2830, -
8.7080, Papua New Guinea, Northern, ljivitari; P8%0, -8.7070, Papua New Guinea, Northern, ljigitar
148.3170, -8.7080, Papua New Guinea, Northernitdjiy 149.5950, -10.0210, Papua New Guinea, Milne
Bay, Alotau; 150.4000, -10.3000, Papua New Guihdilne Bay, Alotau; 150.5470, -9.4690, Papua New
Guinea, Milne Bay, Esa'ala; 150.6170, -6.1000, Bdpew Guinea, West New Britain, Kandrian-Gloucester
150.7830, -2.5670, Papua New Guinea, New Irelaiadjdfg; 150.7890, -9.4580, Papua New Guinea, Milne
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Bay, Esa'ala; 150.8250, -9.4520, Papua New GuiNdag Bay, Esa'ala; 150.8330, -2.6000, Papua New
Guinea, New lIreland, Kavieng; 150.9720, -10.0528puR New Guinea, Milne Bay, Esa'ala; 150.9810, -
10.0330, Papua New Guinea, Milne Bay, Esa'ala; 9820, -10.0390, Papua New Guinea, Milne Bay,
Esa'ala; 151.0670, -8.5330, Papua New Guinea, Miag, Kiriwina-Goodenough; 151.4630, -5.4470,
Papua New Guinea, East New Britain, Pomio; 151.468@450, Papua New Guinea, East New Britain,
Pomio; 151.4890, -5.5000, Papua New Guinea, East Blétain, Pomio; 151.5020, -5.5190, Papua New
Guinea, East New Britain, Pomio; 152.0000, -4.58B88pua New Guinea, East New Britain, Gazelle;
152.0000, -3.3170, Papua New Guinea, New Irelaraim&hatai; 152.1830, -4.2000, Papua New Guinea,
East New Britain, Rabaul; 152.2000, -4.2000, Pagaw Guinea, East New Britain, Rabaul; 152.4670, -
4.1670, Papua New Guinea, East New Britain, Kokd®,.8330, -10.6670, Papua New Guinea, Milne Bay,
Samarai-Murua; 152.9370, -4.5040, Papua New GuNew, Ireland, Namanatai; 152.9370, -4.5030, Papua
New Guinea, New Ireland, Namanatai; 152.9430, 302Papua New Guinea, Milne Bay, Samarai-Murua;
153.0200, -4.6310, Papua New Guinea, New Irelarain&hatai; 153.4200, -11.4900, Papua New Guinea,
Milne Bay, Samarai-Murua; 154.6830, -5.4000, PaNea Guinea, North Solomons, North Bougainville;
154.9000, -5.7000, Papua New Guinea, North Soloméogh Bougainville; 155.0000, -6.2000, Papua New
Guinea, North Solomons, South Bougainville; 155094.6450, Papua New Guinea, North Solomons,
North Bougainville; 155.1000, -6.2000, Papua Nevwn@a, North Solomons, South Bougainville; 155.3000,
-6.4000, Papua New Guinea, North Solomons, SoutigBiaville; 155.6830, -6.7670, Papua New Guinea,
North Solomons, South Bougainville; 155.7000, -6@0Papua New Guinea, North Solomons, South
Bougainville; 155.7330, -6.8330, Papua New Guindarth Solomons, South Bougainville; 155.5500, -
7.3500, Solomon Islands, Western, 155.5670, -7.3®=flomon Islands, Western, 155.7500, -7.0500,
Solomon lIslands, Western; 156.5330, -6.7670, Sofomstands, Choiseul; 156.7000, -7.9330, Solomon
Islands, Western; 156.7770, -7.0490, Solomon Igarchoiseul; 156.9640, -8.0420, Solomon Islands,
Western; 157.6170, -8.2930, Solomon Islands, West#b7.6170, -8.2930, Solomon lIslands, Western;
157.8170, -8.3170, Solomon Islands, Western; 18®068.0000, Solomon Islands, Isabel; 159.1000, -
9.0500, Solomon Islands, Guadalcanal; 159.533@,17®, Solomon Islands, Isabel; 159.8070, -8.3850,
Solomon Islands, Isabel; 159.9400, -9.4300, Solohstends, Guadalcanal; 159.9670, -9.4670, Solomon
Islands, Guadalcanal; 159.9800, -9.4800, Solomdands, Guadalcanal, 160.0170, -9.8000, Solomon
Islands, Guadalcanal; 160.1980, -9.5860, Solomdands, Guadalcanal, 160.1980, -9.5860, Solomon
Islands, Guadalcanal; 160.2000, -9.5330, Solomdands, Guadalcanal, 160.2670, -9.4170, Solomon
Islands, Guadalcanal; 160.4830, -9.5330, Solomdands, Guadalcanal, 160.6000, -8.4000, Solomon
Islands, Malaita; 160.6760, -8.5950, Solomon Istamdalaita; 160.7600, -8.8900, Solomon Islands,ditaj
160.7700, -8.8800, Solomon Islands, Malaita; 1600798.8900, Solomon Islands, Malaita; 161.0000, -
9.0000, Solomon Islands, Malaita; 127.7000, 0.900®7.9000, 1.0000, Australia; 130.8000, -12.5000,
Australia; 130.8000, -12.4500, Australia; 132.13301.2000, Australia; 132.1330, -11.1170, Austtalia
132.1500, -11.2670, Australia; 132.1500, -11.16K0stralia; 134.2170, -12.0500, Australia; 136.4330,
13.9000, Australia; 136.5000, -1.2500, Australiat1.8000, -12.7000, Australia; 141.8670, -12.6170,
Australia; 143.6000, -12.9000, Australia;143.76704.2330, Australia; 145.7920, -5.1500, Papua New
Guinea; 145.8000, -16.9000, Australia; 145.8000.7200, Australia; 145.8000, -5.1330, Papua New
Guinea; 145.8830, -4.6330, Papua New Guinea; 18b,93.5500, Papua New Guinea; 147.0000, -6.8000,
Papua New Guinea; 147.0000, -6.7500, Papua Newe@uif47.1500, -9.4670, Papua New Guinea;
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147.2000, -9.5000, Papua New Guinea; 147.310066R,0Papua New Guinea; 147.3600, -1.9800, Papua
New Guinea; 147.3670, -2.0330, Papua New Guine@;8%20, -6.6640, Papua New Guinea; 147.8420, -
6.6640, Papua New Guinea; 149.1000, -20.5000, Alistr149.2830, -20.8170, Australia; 150.0170, -
10.6000, Australia; 150.6500, -10.6000, Austral&®1.2170, -33.7830, Australia; 151.2830, -33.8000,
Australia; 151.3330, -33.4330, Australia; 151.68300.0670, Australia; 152.9330, -9.2500, Australia;
153.1500, -30.2830, Australia; 153.6670, -4.083@istAalia; 155.6000, -6.2000, Australia; 155.8670, -
7.0500, Australia; 156.5960, -7.8500, Australia6.B500, -8.1000, Australia; 157.3950, -8.4400, Aalit;
159.5820, -8.1320, Australia; 159.5830, -8.1330stAalia; 159.9430, -9.4250, Australia; 160.0000, -
10.0000, Australia; 160.4170, -9.4330, Australid2 5600, -5.7500, Australia; 128.3000, -2.0330,trlis;
127.4000, 0.8000, Australia.

Boiga irregularis invasive

144.6210, 13.4430, Guam, Santa Rita; 144.6210,498,4Guam, Santa Rita; 144.6210, 13.4430,
Guam, Santa Rita; 144.6210, 13.4490, Guam, Saitta R44.6240, 13.4430, Guam, Santa Rita; 144.6240,
13.4430, Guam, Santa Rita; 144.6740, 13.3540, Gdayat; 144.6740, 13.3540, Guam, Agat; 144.6800,
13.3500, Guam, Agat; 144.6990, 13.3640, Guam, SHit® 144.6990, 13.3640, Guam, Santa Rita;
144.7020, 13.3780, Guam, Santa Rita; 144.7020,788,3Guam, Santa Rita; 144.7350, 13.4750, Guam,
Agana Heights; 144.7670, 13.4780, Guam, Mongmong-Maite; 144.7670, 13.4780, Guam, Mongmong-
Toto-Maite; 144.7700, 13.4100, Guam, Yona; 144.782804830, Guam, Tamuning; 144.7820, 13.4830,
Guam, Tamuning; 144.7950, 13.4900, Guam, Tamuriidg;8000, 13.5000, Guam, Tamuning; 144.8600,
13.5900, Guam, Dededo; 144.8600, 13.6500, Guamededl44.8640, 13.6510, Guam, Yigo; 144.8640,
13.6510, Guam, Yigo; 144.9200, 13.5700, Guam, Yigth7.9190, 21.3290, United States, Hawaii,
Honolulu; -157.9700, 21.3300, United States, Hawiadi4.6240, 13.4490, United States, Hawaii; 1440624
13.4490, United States, Hawaii; 144.9620, 13.6880ted States, Hawaii; 144.9620, 13.6390, UniteuteSt
Hawaii; 145.2000, 14.2000, United States, Haw&i§.8000, 15.2000, United States, Hawaii.

Eleutherodactylus cogunative

-67.1400, 18.2031, Puerto Rico, Mayagiiez; -66.8183967, Puerto Rico, Lares; -66.7922, 18.2922,
Puerto Rico, Utuado; -66.7225, 18.1647, Puerto Ridijuntas; -66.5110, 18.1607, Puerto Rico, Orogpvi
66.5000, 18.3333, Puerto Rico, Ciales; -66.46140788, Puerto Rico, Juana Diaz; -66.4143, 18.2947,
Puerto Rico, Morovis; -66.2664, 18.1419, PuertomRAibonito; -66.2520, 18.1941, Puerto Rico, Comeri
66.2196, 18.3119, Puerto Rico, Naranijito; -66.17089553, Puerto Rico, Guayama; -66.1664, 18.1139,
Puerto Rico, Cayey; -66.1166, 18.2306, Puerto Rdgnas Buenas; -66.1033, 18.2589, Puerto Rico, sgua
Buenas; -66.0489, 18.2361, Puerto Rico, Caguas9363, 18.1224, Puerto Rico, San Lorenzo; -65.8623,
18.2520, Puerto Rico, Juncos; -65.8324, 18.3168tBRico, Rio Grande; -65.8261, 18.3408, Puertm Ri
Rio Grande; -65.8261, 18.3408, Puerto Rico, Rion@#a-65.8200, 18.3217, Puerto Rico, Rio Grande; -
65.7931, 18.2997, Puerto Rico, Rio Grande; -65.798:8133, Puerto Rico, Rio Grande; -65.7917, %31
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Puerto Rico, Rio Grande; -65.7892, 18.3003, PURito, Rio Grande; -65.7858, 18.2969, Puerto Rido, R
Grande; -65.7833, 18.3347, Puerto Rico, Rio Grarfe7594, 18.3692, Puerto Rico, Luquillo; -65.4528
18.1407, Puerto Rico, Vieques.

Eleutherodactylus coguinvasive

-78.0170, 24.7300, Bahamas, North Andros; -91.13004060, Ecuador, Galapagos, Isabela; -
65.3300, 18.3300, Puerto Rico, Culebra; -69.9786060, Republica Dominicana, Santo Domingo; -
154.9020, 19.4830, United States, Hawaii, Hawdi§4-9120, 19.4610, United States, Hawaii, Hawaii;
154.9360, 19.4600, United States, Hawaii, Hawdi§4-9510, 19.4980, United States, Hawaii, Hawaii; -
155.0730, 19.6020, United States, Hawaii, Hawdi§5-0760, 19.5120, United States, Hawaii, Hawaii; -
155.0790, 19.5910, United States, Hawaii, Hawdi§5-0800, 19.5910, United States, Hawaii, Hawaii; -
155.1000, 19.7300, United States, Hawaii, Hawdi§5-1010, 19.6010, United States, Hawaii, Hawaii; -
155.1520, 19.5150, United States, Hawaii, Hawdi§5-2130, 19.4340, United States, Hawaii, Hawaii; -
155.8260, 19.1100, United States, Hawaii, Hawdi§5-9450, 19.6190, United States, Hawaii, Hawaii; -
156.2600, 20.9200, United States, Hawaii, Maui;6-3300, 20.9200, United States, Hawaii, Maui; -
156.3260, 20.9180, United States, Hawaii, Maui;6-3890, 20.8300, United States, Hawaii, Maui; -
156.3400, 20.7800, United States, Hawaii, Maui;6-6540, 21.0000, United States, Hawaii, Maui; -
156.6650, 21.0030, United States, Hawaii, Maui;7-0%20, 21.1740, United States, Hawaii, Kalawao; -
157.7250, 21.3400, United States, Hawaii, Honoltl5;7.8300, 21.2970, United States, Hawaii, Honplul
157.8480, 21.4700, United States, Hawaii, Honolt168.0020, 21.5020, United States, Hawaii, Honplul
158.0330, 21.3320, United States, Hawaii, Honolt168.0850, 21.6140, United States, Hawaii, Honplul
158.0850, 21.6180, United States, Hawaii, Honole®@.1340, 26.0590, United States, Florida, Broward
80.3000, 25.8420, United States, Florida, Miami-©a#0.4540, 25.5020, United States, Florida, Miami
Dade; -64.7480, 17.7660, U.S. Virgin Islands, S&nbix, -64.8820, 17.7140, U.S. Virgin Islands, r&ai
Croix, -156.1570, 20.8630, United States; -157.83704630, United States; -64.8200, 18.3220, United
States; -65.4450, 18.1490, United States.

Eleutherodactylus johnstoneiative

-61.8833, 17.0333, Antigua and Barbuda, Saint M&¥;8000, 17.0500, Antigua and Barbuda, Saint
Paul; -61.7000, 17.0667, Antigua and Barbuda, Jaliiltp; -61.8500, 17.1167, Antigua and BarbudantSa
John; -61.8333, 17.6333, Antigua and Barbuda, Bapu61.6333, 15.9667, Guadeloupe, Basse-Terre; -
61.6833, 15.9833, Guadeloupe, Basse-Terre; -61,5162333, Guadeloupe, Pointe-a-Pitre; -61.7167,
16.2833, Guadeloupe, Basse-Terre; -60.8833, 14,4BR8tinique, Le Marin, Sainte-Anne; -61.1667,
14.7333, Martinique, Saint-Pierre, Saint-Pierret.1833, 14.7333, Martinique, Saint-Pierre, Saimrfe;, -
61.1333, 14.7667, Martinique, Saint-Pierre, Le MoRouge; -61.2167, 14.8000, Martinique, Saint-Rierr
Le Précheur; -61.1167, 14.8667, Martinique, Le if&nBasse-Pointe; -62.2167, 16.7167, Montserrat; -
62.2000, 16.7333, Montserrat; -62.2167, 16.7500nt8krrat; -62.2000, 16.7667, Montserrat; -62.1833,
16.7667, Montserrat; -62.5500, 17.1167, Saint Kitid Nevis, Saint George Gingerland; -62.6167,3331
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Saint Kitts and Nevis, Saint John Figtree; -62.56@7.1333, Saint Kitts and Nevis, Saint George
Gingerland; -62.6167, 17.1667, Saint Kitts and Ne8aint Thomas Lowland; -62.7167, 17.3333, Saitit K
and Nevis, Saint Peter Basseterre; -60.9500, 13,73énta Lucia, Vieux Fort; -61.0500, 13.8500, &ant
Lucia, Soufriere; -61.0000, 13.9667, Santa Luciast@es; -60.9833, 13.9833, Santa Lucia, Castres;
61.0000, 14.0000, Santa Lucia, Castries; -60.9833,333, Santa Lucia, Castries; -61.0333, 14.4661ta
Lucia, Castries; -60.9167, 14.4667, Martinique; .5883, 16.0000, Martinique; -62.2167, 16.7000,
Martinique; -62.2333, 16.7167, Martinique; -62.2198.7819, Martinique; -62.5500, 17.2000, Martirge
62.8333, 17.8833, Martinique.

Eleutherodactylus johnstonenvasive

-66.9167, 10.5000, Venezuela, Distrito CapitakaCas, Isla de Aves; -66.9167, 10.5000, Venezuela,
Distrito Capital, Caracas, Isla de Aves; -79.5383667, Panama, Panama, Panama, La Exposiciébn o
Calidonia; -70.0019, 12.5199, Aruba, -59.5500, 333l Barbados, Saint George, -59.6333, 13.2000,
Barbados, Saint James, -64.7839, 32.2942, Bern@ajlton Municipality, -64.6781, 32.3817, Bermuda,
Saint George municipality, -74.7958, 10.9727, Cdl@n Atlantico, Barranquilla; -73.1258, 7.1297,
Colombia, Santander, Bucaramanga; -76.5225, 3.4@6kmbia, Valle del Cauca, Santiago de Cali; -
75.5144, 10.3997, Colombia, Bolivar, Cartagena wmigiak; -83.9975, 10.0000, Costa Rica, San José,
Véasquez de Coronado; -61.7500, 12.0167, Grenadiat, George, -61.6830, 12.0330, Grenada, Saint David
-61.7167, 12.0333, Grenada, Saint George, -61.668.0333, Grenada, Saint David, -61.7500, 12.0500,
Grenada, Saint George, -61.6833, 12.0500, Gretgadal, David, -61.7330, 12.0670, Grenada, Saint Gsor
-61.7167, 12.0833, Grenada, Saint George, -61.6181333, Grenada, Saint Andrew, -61.6170, 12.1500,
Grenada, Saint Andrew, -61.6333, 12.2167, Gren@dimt Patrick, -58.1667, 6.8000, Guyana, East Berbi
Corentyne, City of Georgetown; -52.7667, 4.7500y&he, Cayenne, Kourou; -52.3333, 4.9333, Guyane,
Cayenne, Rémire-Montjoly; -76.8000, 18.0000, JamaiSaint Andrew, -77.5000, 18.0333, Jamaica,
Manchester, -76.7167, 18.0833, Jamaica, Portlard,2333, 18.1500, Jamaica, Clarendon, -77.4833,
18.1667, Jamaica, Manchester, -77.0833, 18.1838aida, Saint Catherine, -76.4667, 18.1833, Jamaica,
Portland; -77.6167, 18.2500, Jamaica, Trelawny;35@0, 18.2667, Jamaica, Westmoreland; -77.3500,
18.3167, Jamaica, Saint Ann; -76.9000, 18.3667,ailmm Saint Mary; -77.4833, 18.4167, Jamaica,
Trelawny; -77.4000, 18.4500, Jamaica, Saint Anr/.5333, 18.4667, Jamaica, Trelawny; -68.8784,
12.1491, Nederlandse Antillen, Curacao; -68.2588,17267, Nederlandse Antillen, Bonaire; -61.4446,
12.6049, Saint Vincent and the Grenadines, Greeadin61.3282, 12.7254, Saint Vincent and the
Grenadines, Grenadines; -61.1796, 12.8799, Saintevit and the Grenadines, Grenadines; -61.2333,
13.0167, Saint Vincent and the Grenadines, Grepadin61.2000, 13.1333, Saint Vincent and the
Grenadines, Saint George; -61.2330, 13.2000, Santent and the Grenadines, Saint Andrew; -61.2167,
13.2000, Saint Vincent and the Grenadines, Saindréwm; -61.2170, 13.2330, Saint Vincent and the
Grenadines, Saint Patrick, -61.2170, 13.2500, Sdintent and the Grenadines, Saint Patrick; -610250
13.2667, Saint Vincent and the Grenadines, SaitticRa -61.2167, 13.3167, Saint Vincent and the
Grenadines, Saint David; -61.1670, 13.3330, Saint&ht and the Grenadines, Charlotte; -61.516 6500,
Trinidad and Tobago, Port of Spain; -62.8333, 7065¥enezuela, Bolivar, Piar; -62.3989, 8.0861,
Venezuela, Bolivar, Piar; -63.5497, 8.1222, Venkzuénzoategui, Independencia; -71.1450, 8.5983,
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Venezuela, Mérida, Libertador; -71.0922, 9.1544né&miela, Mérida, Tulio Febres Cordero; -69.3228,
10.0739, Venezuela, Lara, Iribarren; -66.2117, @83 Venezuela, Miranda, Acevedo; -64.1833, 10.4667
Venezuela, Sucre, Sucre; -66.9333, 10.6000, Vefwzuistrito Capital, Vargas; -66.9833, 10.6000,
Venezuela, Distrito Capital, Vargas; -64.6167, 162, Venezuela, Anzoategui, Sotillo; -67.5958, 469,
Venezuela, Aragua, Girardot; -62.6528, 8.3533, Yaala, Monagas, Sotillo; -62.7186, 8.2981, Venezuel
Bolivar, Caroni; -68.0186, 10.2600, Venezuela, Babba, Montalban; -71.2000, 8.5667, Venezuela, Mgrid
Campo Elias; -66.9278, 10.3467, Venezuela, Miran@aaicaipuro; -63.4989, 10.1744, Venezuela,
Monagas, Caripe; -63.1767, 9.7500, Venezuela, Masalylaturin; -64.1667, 10.4667, Venezuela, Sucre,
Sucre; -62.5842, 10.5675, Venezuela, Sucre, Marifi;6170, 12.1170, -61.6330, 12.2330, Grenada, -
61.2333, 12.9833, St. Vincent and the Grenadire®,5833, 13.0667, St. Vincent and the Grenadines; -
61.2167, 13.1333, St. Vincent and the Grenadire®,5167, 13.2167, St. Vincent and the Grenadines; -
77.1167, 18.4167, St. Vincent and the Grenadirigs7000, 32.3667, St. Vincent and the Grenadines.

Hemidactylus frenatysative

121.0500, 14.4167, Pilipinas, Metropolitan Manilsluntinlupa, Alabang; 122.1069, 11.4158,
Pilipinas, Antique, Culasi, Alojipan; 99.9394, 9% Thailand, Surat Thani, Ko Samui, Ang Thong;
102.8000, 16.5000, Thailand, Khon Kaen, Muang Kikaen, Ban Kho; 125.0256, 12.0549, Pilipinas,
Samar, San Jose de Buan, Barangay 4; 123.57065).B8ipinas, Cebu, Argao, Bogo; 124.0490, 12.9660
Pilipinas, Sorsogon, Sorsogon, Buhatan; 108.05Q0667, Vietham, Tay Nguyén, Buon Ma Thuot City;
108.0500, 12.6667, Vietnam, Tay Nguyén, Buon Maolhnity; 121.5000, 19.3000, Pilipinas, Cagayan,
Calayan, Cabudadan; 122.6644, 12.4612, Pilipinasnli#on, Cajidiocan, Cambalo; 123.9010, 10.3182,
Pilipinas, Cebu, Cebu City, Camputhaw; 121.9682,7326, Pilipinas, Quezon, Polillo, Canicanian;
119.2500, 10.1500, Pilipinas, Palawan, Roxas, Cayarh25.5737, 10.3619, Pilipinas, Surigao Del Norte
Loreto, Carmen; 109.5500, 19.5000, China, Hainagin&h, Danzhou; 109.6595, 19.2658, China, Hainan,
Hainan, Danzhou; 109.6600, 19.2658, China, Haik@man, Danzhou; 123.3077, 9.3155, Pilipinas, Negro
Oriental, Dumaguete City, Daro; 125.6109, 10.38B#ipinas, Surigao Del Norte, Loreto, Esperanza;
125.6138, 10.3850, Pilipinas, Surigao Del Nortereto, Esperanza; 124.8836, 11.7664, Pilipinas, ama
Catbalogan, Guinsorongan; 105.8500, 21.0333, MietnE5.8500, 21.0333, Vietnam; 88.4600, 22.9500,
India, West Bengal, Nadia, Kalyani; 96.2472, 23®@8Kyanmar, Shan, Shan, Kyaukme, Mong Mit;
96.3421, 23.0711, Myanmar, Shan, Shan, Kyaukme,g\Wdit; 96.3572, 23.0704, Myanmar, Shan, Shan,
Kyaukme, Mong Mit; 96.0080, 21.6434, Myanmar, Mdagia Mandalay, Kyaukse, Kyaukse; 96.1487,
21.6006, Myanmar, Mandalay, Mandalay, Kyaukse, kgeyu 96.2568, 21.3760, Myanmar, Mandalay,
Mandalay, Kyaukse, Myitha; 121.4125, 18.3491, Rily, Cagayan, Abulug, Libertad, 122.7826, 14.0899,
Pilipinas, Camarines Norte, Labo, Lugui, 123.6683,7197, Pilipinas, Camarines Sur, Presentacion,
Maangas; 121.1726, 17.3471, Pilipinas, Kalinga, uagan, Mabilong; 121.4141, 12.7354, Pilipinas,
Oriental Mindoro, Bongabong, Malitbog; 96.1141, ®@%6, Myanmar, Mandalay, Mandalay, Mandalay,
Mandalay; 97.7173, 16.3409, Myanmar, Mon, Mon, Mawjine, Mudon; 122.6556, 10.6925, Pilipinas,
Guimaras, Buenavista, Mclain; 95.9600, 20.9600, mtyar, Mandalay, Mandalay, Meiktila, Wudwin;
95.9652, 20.9686, Myanmar, Mandalay, Mandalay, klaik Wudwin; 95.9700, 20.9700, Myanmar,
Mandalay, Mandalay, Meiktila, Wudwin; 96.0731, 2299, Myanmar, Mandalay, Mandalay, Meiktila,
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Wudwin; 96.3108, 20.7542, Myanmar, Mandalay, MaagaMeiktila, Thazi; 94.4564, 20.1924, Myanmar,
Magway, Magway, Minbu, Pwinbyu; 94.4587, 20.1931yadmar, Magway, Magway, Minbu, Pwinbyu;
94.4632, 20.1915, Myanmar, Magway, Magway, Minbwjryu; 94.4637, 20.1908, Myanmar, Magway,
Magway, Minbu, Pwinbyu; 94.4825, 20.1862, Myanmilagway, Magway, Minbu, Pwinbyu; 94.5254,
20.2634, Myanmar, Magway, Magway, Minbu, Pwinbyd;3814, 20.2373, Myanmar, Magway, Magway,
Minbu, Pwinbyu; 94.5369, 20.2186, Myanmar, Magwdjagway, Minbu, Pwinbyu; 94.5371, 20.2236,
Myanmar, Magway, Magway, Minbu, Pwinbyu; 94.5418,3259, Myanmar, Magway, Magway, Minbu,
Pwinbyu; 94.5509, 20.2899, Myanmar, Magway, Magwdinbu, Pwinbyu; 94.5531, 20.2322, Myanmar,
Magway, Magway, Minbu, Pwinbyu; 94.5547, 20.3143yadmar, Magway, Magway, Minbu, Pwinbyu;
94.5558, 20.2312, Myanmar, Magway, Magway, Minbwjryu; 94.5577, 20.3013, Myanmar, Magway,
Magway, Minbu, Pwinbyu; 94.5681, 20.3197, Myanmilagway, Magway, Minbu, Pwinbyu; 94.5938,
20.0567, Myanmar, Magway, Magway, Minbu, Minbu (8gg94.5975, 20.0579, Myanmar, Magway,
Magway, Minbu, Minbu (Sagu); 94.6107, 20.1156, Myan, Magway, Magway, Minbu, Minbu (Sagu);
94.6211, 20.1233, Myanmar, Magway, Magway, Minbuint (Sagu); 94.6365, 20.1265, Myanmar,
Magway, Magway, Minbu, Minbu (Sagu); 94.6429, 2694Myanmar, Magway, Magway, Minbu, Minbu
(Sagu); 94.6812, 20.3370, Myanmar, Magway, Magwdinbu, Pwinbyu; 94.7465, 20.3243, Myanmar,
Magway, Magway, Minbu, Pwinbyu; 94.7690, 20.3200yadmar, Magway, Magway, Minbu, Pwinbyu;
94.4139, 21.8820, Myanmar, Sagaing, Sagaing, MonyRae; 94.4334, 21.8730, Myanmar, Sagaing,
Sagaing, Monywa, Pale; 94.4756, 22.3185, Myanmagal®g, Sagaing, Monywa, Kani; 94.4757, 22.3182,
Myanmar, Sagaing, Sagaing, Monywa, Kani; 94.48653223, Myanmar, Sagaing, Sagaing, Monywa,
Kani; 94.4874, 22.3207, Myanmar, Sagaing, Sagaitanywa, Kani; 94.6177, 22.2176, Myanmar, Sagaing,
Sagaing, Monywa, Yinmabin; 94.6305, 22.2444, MyanrBagaing, Sagaing, Monywa, Yinmabin; 94.6495,
22.2444, Myanmar, Sagaing, Sagaing, Monywa, Yinma®4.6497, 22.2434, Myanmar, Sagaing, Sagaing,
Monywa, Yinmabin; 94.6517, 22.2569, Myanmar, SagaBagaing, Monywa, Yinmabin; 94.6737, 22.1608,
Myanmar, Sagaing, Sagaing, Monywa, Pale; 94.67212199, Myanmar, Sagaing, Sagaing, Monywa,
Yinmabin; 94.6782, 22.1995, Myanmar, Sagaing, SagaiMonywa, Yinmabin; 94.6833, 22.1863,
Myanmar, Sagaing, Sagaing, Monywa, Yinmabin; 9497@2.0796, Myanmar, Sagaing, Sagaing, Monywa,
Pale; 94.8602, 22.0884, Myanmar, Sagaing, Sagaitanywa, Yinmabin; 94.8620, 22.0893, Myanmar,
Sagaing, Sagaing, Monywa, Yinmabin; 94.9016, 2260®2yanmar, Sagaing, Sagaing, Monywa, Yinmabin;
95.3400, 22.2100, Myanmar, Sagaing, Sagaing, Monywadaw; 95.3413, 22.2182, Myanmar, Sagaing,
Sagaing, Monywa, Ayadaw; 94.8587, 21.1287, MyanmMdandalay, Mandalay, Myingyan, Nyaungu;
95.2421, 20.8998, Myanmar, Mandalay, Mandalay, iyan, Kyaukpadaung; 95.2559, 20.9732, Myanmatr,
Mandalay, Mandalay, Myingyan, Kyaukpadaung; 95.25828.9185, Myanmar, Mandalay, Mandalay,
Myingyan, Kyaukpadaung; 95.7738, 21.3777, MyaniveEmndalay, Mandalay, Myingyan, Natogyi; 95.7773,
21.4081, Myanmar, Mandalay, Mandalay, Myingyan, ddggt; 95.7836, 21.4533, Myanmar, Mandalay,
Mandalay, Myingyan, Natogyi; 95.7856, 21.3996, Mymam, Mandalay, Mandalay, Myingyan, Natogyi;
95.7865, 21.3963, Myanmar, Mandalay, Mandalay, Myan, Natogyi; 95.7977, 21.3992, Myanmar,
Mandalay, Mandalay, Myingyan, Natogyi; 95.8017,40P7, Myanmar, Mandalay, Mandalay, Myingyan,
Natogyi; 95.8064, 21.3907, Myanmar, Mandalay, Mdayga Myingyan, Natogyi; 95.8106, 21.3839,
Myanmar, Mandalay, Mandalay, Myingyan, Natogyi; 8.7, 21.4121, Myanmar, Mandalay, Mandalay,
Myingyan, Natogyi; 94.7332, 16.2770, Myanmar, Ayeyady, Ayeyarwady, Myoungmya, Myaungmya;

256



7. Appendix

94.7541, 16.2778, Myanmar, Ayeyarwady, Ayeyarwabljyoungmya, Myaungmya; 94.7687, 16.2806,
Myanmar, Ayeyarwady, Ayeyarwady, Myoungmya, Myaurygm 94.7706, 16.2910, Myanmar,
Ayeyarwady, Ayeyarwady, Myoungmya, Myaungmya; 907,7 16.2791, Myanmar, Ayeyarwady,
Ayeyarwady, Myoungmya, Myaungmya; 94.7732, 16.278lyanmar, Ayeyarwady, Ayeyarwady,
Myoungmya, Myaungmya; 98.3000, 7.9000, Thailandukeh Kathu, Pa Tong; 94.1597, 21.0079,
Myanmar, Magway, Magway, Pakokku, Saw; 94.16492£40, Myanmar, Magway, Magway, Pakokku,
Saw; 95.0656, 21.5930, Myanmar, Magway, Magway,oRlak, Myaing; 95.1010, 21.5896, Myanmar,
Magway, Magway, Pakokku, Yesagyo; 95.2278, 21.584&nmar, Magway, Magway, Pakokku, Yesagyo;
123.2477, 13.6151, Pilipinas, Camarines Sur, Pililestina; 124.2717, 7.3697, Pilipinas, Maguindanao
Parang, Poblacion Il; 122.1341, 12.5670, PilipifRsmblon, San Agustin, Poblacion; 124.0014, 12.9695
Pilipinas, Sorsogon, Sorsogon, Polvorista; 95.98728898, Myanmar, Mandalay, Mandalay, Pyin-Oo-
Lwin, Thabeikkyin; 96.0493, 23.0120, Myanmar, Malagya Mandalay, Pyin-Oo-Lwin, Thabeikkyin;
96.0508, 23.0140, Myanmar, Mandalay, Mandalay, #daLwin, Thabeikkyin; 96.1041, 22.9129,
Myanmar, Mandalay, Mandalay, Pyin-Oo-Lwin, Thabegikk 96.1071, 22.9783, Myanmar, Mandalay,
Mandalay, Pyin-Oo-Lwin, Thabeikkyin; 96.1469, 234@8 Myanmar, Mandalay, Mandalay, Pyin-Oo-Lwin,
Thabeikkyin; 96.1519, 23.1012, Myanmar, Mandalayanélalay, Pyin-Oo-Lwin, Thabeikkyin; 96.2407,
22.9547, Myanmar, Mandalay, Mandalay, Pyin-Oo-LwMopgok; 110.4167, 19.2500, China, Hainan,
Hainan, Qionghai; 110.4170, 19.2500, China, Haimdainan, Qionghai; 109.6640, 19.0563, China, Hainan
Hainan, Qiongzhong Li and Miao; 109.6643, 19.0568ina, Hainan, Hainan, Qiongzhong Li and Miao;
109.7400, 19.2196, China, Hainan, Hainan, Qiongghionand Miao; 109.9550, 19.1622, China, Hainan,
Hainan, Qiongzhong Li and Miao; 106.6700, 10.7508tnam, Béng Nam B?, H? Chi Minh city; 122.0617,
12.6179, Pilipinas, Romblon, Calatrava, San Rodi;.7249, 12.9156, Pilipinas, Romblon, Concepcion,
San Vicente; 125.0231, 11.9396, Pilipinas, Samantidvig, Sarao; 95.7380, 23.5740, Myanmar, Sagaing,
Sagaing, Shwebo, Kanbalu; 122.5909, 12.4916, RidigiRomblon, Magdiwang, Silum; 124.3000, 13.8000,
Pilipinas, Catanduanes, Gigmoto, Sioron; 92.8780)274, Myanmar, Rakhine, Rakhine, Sittwe, Kyauktaw
92.9807, 21.0065, Myanmar, Rakhine, Rakhine, Sjtifyeauktaw; 92.9987, 21.0066, Myanmar, Rakhine,
Rakhine, Sittwe, Kyauktaw; 122.6928, 10.9217, Rikg, lloilo, Barotac Nuevo, Sohoton; 108.4830,
15.5667, Vietnam, Nam Trung B, Qung Nam, Tam K;.4883, 15.5667, Vietnam, Nam Trung B, Qung
Nam, Tam K; 96.8910, 20.0788, Myanmar, Shan, Sfiaonggye, Pinlaung; 96.1700, 18.8600, Myanmar,
Bago, Bago, Taungoo, Thoungoo; 96.1726, 18.856(&rvhar, Bago, Bago, Taungoo, Thoungoo; 96.1732,
18.8545, Myanmar, Bago, Bago, Taungoo, Thoungoo5429, 17.7248, Myanmar, Rakhine, Rakhine,
Thandwe, Gwa; 94.5888, 17.6160, Myanmar, Rakhinakhihe, Thandwe, Gwa; 94.6086, 17.5164,
Myanmar, Rakhine, Rakhine, Thandwe, Gwa; 123.4@28291, Pilipinas, Cebu, Moalboal, Tomonoy;
120.1597, 13.7955, Pilipinas, Occidental Mindorajbang, Vigo; 96.0926, 17.0462, Myanmar, Yangon,
Yangon, Yangon-N, Hmawbi; 96.0934, 17.0455, Myannvangon, Yangon, Yangon-N, Hmawbi; 96.0950,
17.0475, Myanmar, Yangon, Yangon, Yangon-N, Hmawbi0971, 17.0456, Myanmar, Yangon, Yangon,
Yangon-N, Hmawbi; 96.0984, 17.0406, Myanmar, Yangtengon, Yangon-N, Hmawbi; 96.0997, 17.0427,
Myanmar, Yangon, Yangon, Yangon-N, Hmawbi; 96.1161.0432, Myanmar, Yangon, Yangon, Yangon-
N, Hlegu; 96.1174, 17.0434, Myanmar, Yangon, Yangéangon-N, Hlegu; 96.1186, 17.0425, Myanmar,
Yangon, Yangon, Yangon-N, Hlegu; 96.1193, 17.0489anmar, Yangon, Yangon, Yangon-N, Hlegu;
96.2519, 17.0630, Myanmar, Yangon, Yangon, Yangorddgu; 96.1379, 16.8596, Myanmar, Yangon,
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Yangon, Yangon-W, Yangon (Rangoon); 96.1386, 16&839lyanmar, Yangon, Yangon, Yangon-W,
Yangon (Rangoon); 96.1400, 16.8600, Myanmar, Yangéangon, Yangon-W, Yangon (Rangoon);
96.1413, 16.8580, Myanmar, Yangon, Yangon, Yangqn¥engon (Rangoon); 105.5800, -10.5000,
Christmas Island; 105.5830, -10.5000, Christmaantl 177.4198, -17.7700, Fiji, Western, Ba; 144623
13.4431, Guam, Santa Rita; 144.6622, 13.3831, Guayat; 144.6710, 13.4600, Guam, Piti; 144.6889,
13.3789, Guam, Santa Rita; 144.6942, 13.4592, GRith, 144.7067, 13.4689, Guam, Piti; 144.7669,
13.4778, Guam, Mongmong-Toto-Maite; 144.8000, 1806@5uam, Tamuning; 144.8489, 13.6331, Guam,
Dededo; 144.8600, 13.5900, Guam, Dededo; 144.8606500, Guam, Dededo; 144.8639, 13.6511, Guam,
Yigo; 102.2708, -5.3474, Indonesia, Bengkulu, BangkUtara; 102.2710, -5.3474, Indonesia, Bengkulu,
Bengkulu Utara; 102.2740, -5.3484, Indonesia, BahgkBengkulu Utara; 102.2743, -5.3484, Indonesia,
Bengkulu, Bengkulu Utara; 102.2766, -5.3483, InagimeBengkulu, Bengkulu Utara; 102.2770, -5.3483,
Indonesia, Bengkulu, Bengkulu Utara; 102.2810,688 Indonesia, Bengkulu, Bengkulu Utara; 102.2812,
5.3628, Indonesia, Bengkulu, Bengkulu Utara; 1025285.3573, Indonesia, Bengkulu, Bengkulu Utara;
102.2830, -5.3573, Indonesia, Bengkulu, Bengkuliaréjt 102.2830, -5.3584, Indonesia, Bengkulu,
Bengkulu Utara; 102.2834, -5.3584, Indonesia, BahgkBengkulu Utara; 106.8000, -6.1700, Indonesia,
Jakarta Raya, Jakarta Barat; 135.4830, -3.367Mnkwla, Papua, Nabire; 136.1000, -1.1700, Indonesia
Papua, Biak Numfor; 136.2300, -1.8800, IndonesepuR, Yapen Waropen; 140.6200, -2.6000, Indonesia,
Papua, Jayapura; 113.8000, 3.8000, Malaysia, Skradwah Suai; 151.8440, 7.4292, Micronesia, Chuuk,
158.2030, 6.9667, Micronesia, Pohnpei, 158.208®6K., Micronesia, Pohnpei, 158.2080, 6.9667,
Micronesia, Pohnpei, 162.9810, 5.2866, Microned{msrae, 162.9815, 5.2866, Micronesia, Kosrae,
164.9330, -20.6833, New Caledonia, Nord, Hiengheb&4.9333, -20.6833, New Caledonia, Nord,
Hienghéne; 166.8330, -22.3000, New Caledonia, dnt-Dore; 127.7747, 26.3478, Nippon, Saga;
127.7750, 26.3478, Nippon, Saga; 128.0240, 26.5RBipon, Saga; 128.0244, 26.5781, Nippon, Saga;
135.7756, 34.9481, Nippon, Kyoto; 135.7760, 34.94RBippon, Kyoto; 145.1294, 14.1311, Northern
Mariana Islands, Rota; 145.1417, 14.1419, Northderiana Islands, Rota; 145.2406, 14.1775, Northern
Mariana Islands, Rota; 145.2414, 14.1783, Northderiana Islands, Rota; 145.7461, 15.0961, Northern
Mariana Islands, Saipan; 145.7480, 15.1925, NantMariana Islands, Saipan; 145.7481, 15.1925, onth
Mariana Islands, Saipan; 134.4539, 7.3331, PalamK134.4739, 7.3350, Palau, Koror; 134.47804033
Palau, Koror; 134.4790, 7.3417, Palau, Koror; 18d04 7.3353, Palau, Koror; 134.4950, 7.3339, Palau,
Koror; 134.4950, 7.3381, Palau, Koror; 134.5014581, Palau, Aimeliik; 134.5170, 7.3600, Palauahir
134.6000, 7.5000, Palau, Melekeok; 134.6290, 7.4B&Mu, Melekeok; 134.6340, 7.5520, Palau, Ngiwal;
141.5850, -3.3890, Papua New Guinea, Sandaun, \fa@Gireen River; 145.8000, -5.1600, Papua New
Guinea, Madang, Madang; 145.8820, -5.9538, Papua Nainea, Madang, Usino Bundi; 145.9100, -
5.9968, Papua New Guinea, Morobe, Markham; 146.5486840, Papua New Guinea, Morobe, Bulolo;
146.6387, -7.2029, Papua New Guinea, Morobe, Bulbd®.6390, -7.2028, Papua New Guinea, Morobe,
Bulolo; 146.6650, -6.7906, Papua New Guinea, Mordhdolo; 146.7010, -7.3420, Papua New Guinea,
Morobe, Bulolo; 146.7050, -7.3410, Papua New Guidarobe, Bulolo; 146.7270, -6.5680, Papua New
Guinea, Morobe, Huon; 147.0010, -6.7342, Papua Kainea, Morobe, Lae; 147.1410, -7.8760, Papua
New Guinea, Morobe, Bulolo; 147.5980, -9.4380, Raplew Guinea, Central, Kairuku-Hiri; 150.3070, -
10.4184, Papua New Guinea, Milne Bay, Alotau; 162( -5.5190, Papua New Guinea, East New Britain,
Pomio; 152.0000, -4.3333, Papua New Guinea, East Bhitain, Gazelle; 152.6870, -10.6588, Papua New
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Guinea, Milne Bay, Samarai-Murua; 152.6940, -104632apua New Guinea, Milne Bay, Samarai-Murua;
152.8420, -10.6899, Papua New Guinea, Milne Baga@ai-Murua; 152.9430, -9.2233, Papua New Guinea,
Milne Bay, Samarai-Murua; 153.0130, -4.6410, Paeav Guinea, New Ireland, Namanatai; 153.2340, -
11.3161, Papua New Guinea, Milne Bay, Samarai-Mull.0940, -5.6449, Papua New Guinea, North
Solomons, North Bougainville; 121.4141, 12.0228ipRias, Antique, Caluya; 120.6330, 23.0000, Taiwan

Taiwan, Kaohsiung; 120.6333, 23.0000, Taiwan, Taijwsaohsiung; 120.9500, 23.9667, Taiwan, Taiwan,
Nantou; 120.9500, 23.9667, Taiwan, Taiwan, Nant®®.9330, 13.3333, Thailand, Chon Buri, Muang Chon
Buri; 100.9333, 13.3333, Thailand, Chon Buri, Muga@igon Buri; 101.2887, 14.2703, Thailand, Nakhon
Nayok, Muang Nakhon Nayok; 101.2890, 14.2703, ®mai|] Nakhon Nayok, Muang Nakhon Nayok;

101.3786, 14.4097, Thailand, Nakhon Nayok, Muanghda Nayok; 101.3790, 14.4097, Thailand, Nakhon
Nayok, Muang Nakhon Nayok; 120.2044, 14.4144; 19872 14.7500; 120.2170, 14.7500; 121.8403,
20.2903; 122.9700, -12.1700; 123.0300, -12.500@;3314, 10.6730; 127.7000, 0.9000; 127.9000, 1.0000
128.0000, 1.1000; 134.2670, -1.3500; 134.4470,503234.4470, -7.3250; 134.4489, 7.3261; 134.4720,
7.3333; 144.6169, 13.4461; 144.6439, 13.4131, MomttMariana Islands; 144.6481, 13.3761, Northern
Mariana Islands; 144.6489, 13.3781, Northern Maridslands; 144.6500, 13.2400; 144.7039, 13.2431,
Northern Mariana Islands; 144.7669, 13.4911, Northlariana Islands; 144.9619, 13.6389; 145.6000,
14.8000; 147.2920, -2.0180; 149.5330, -6.2333; AER), -4.5350; 158.2639, 6.9819; 158.2640, 6.9819;
163.0090, 5.3785; 165.8090, -21.8453, New Caleddrti&.4390, -22.3056; 166.4394, -22.3056; 166.6300,
19.3000; 94.5321, 17.7177; 98.2833, 7.8955, Thdilan

Hemidactylus frenatysnvasive

48.3600, -13.6600, Madagascar, Antsiranana, Diakabanja, Ankatafa; 44.3300, -22.4500,
Madagascar, Toliary, Atsimo-Andrefana, Ankazoabd,SAnkazoabo; 50.2100, -14.7500, Madagascar,
Antsiranana, Sava, Antalaha, Ampahana; 44.61007008, Madagascar, Mahajanga, Melaky, Antsalova,
Antsalova; 49.2000, -12.4800, Madagascar, Antsitan®iana, Antsiranana Rural, Joffreville; 49.3600,
12.3600, Madagascar, Antsiranana, Diana, AntsimrRoral, Ramena; 44.5000, -16.4600, Madagascar,
Mahajanga, Melaky, Besalampy, Soananga; 44.7606.4600, Madagascar, Mahajanga, Melaky,
Besalampy, Ankasakasa Tsibiray; -170.7000, -14.300f@erican Samoa, Eastern, Ituau, Faganeanea,
46.5600, -18.5000, Madagascar, Antananarivo, Ba@wggl Fenoarivo-Centre, Fenoarivobe; 76.0000,
13.5000, India, Karnataka, Chikmagalur, Kadur; 46( -15.7100, Madagascar, Mahajanga, Boeny,
Mahajanga Urban, Mahajanga |; 43.8600, -21.7600dddascar, Toliary, Menabe, Manja, Ankiliabo;
47.0300, -16.1500, Madagascar, Mahajanga, Boenyrowday, Ankazomborona; 45.4600, -19.5100,
Madagascar, Toliary, Menabe, Miandrivazo, Miandzva43.6100, -21.9500, Madagascar, Toliary, Atsimo-
Andrefana, Morombe, Basibasy; 76.5000, 10.0000jaln&erala, Ernakulam, Perumbavur, 47.6100, -
15.5600, Madagascar, Mahajanga, Sofia, Port BeogiziBy CR; 44.5330, -22.9000, Madagascar, Toliary,
Atsimo-Andrefana, Sakaraha, Sakaraha; 49.5000,0000, Madagascar, Antsiranana, Sava, Sambava,
Bevohotra; 47.2100, -24.7600, Madagascar, Toliangsy, Taolagnaro, Mahatalaky; 43.7600, -23.5500,
Madagascar, Toliary, Atsimo-Andrefana, Toliary, i@aiugustin; 43.6600, -23.3500, Madagascar, Toliary
Atsimo-Andrefana, Toliary Urban, Toliara I; 130.30613.6300, Australia, Northern Territory; 130.630
11.4000, Australia, Northern Territory; 130.670Q1.4200, Australia, Northern Territory; 130.8300, -
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12.4500, Australia, Northern Territory, Darwin; 18830, -12.4500, Australia, Northern Territory, ar;
130.8330, -12.4583, Australia, Northern Territoparwin; 130.8500, -11.8500, Australia, Northern
Territory; 130.8500, -12.3833, Australia, Northefrerritory, Darwin; 130.8500, -12.4167, Australia,
Northern Territory, Darwin; 130.8500, -12.4500, &aa, Northern Territory, Darwin; 130.8500, -1&00,
Australia, Northern Territory, Darwin; 130.85002-4700, Australia, Northern Territory, Darwin; 18670,
-12.3833, Australia, Northern Territory, Darwin;8700, -12.4200, Australia, Northern Territory,rdi;
130.8800, -12.4200, Australia, Northern Territoarwin; 130.8800, -12.4300, Australia, Northern
Territory, Darwin; 130.8900, -11.7700, Australia,ofthern Territory; 130.9000, -12.3833, Australia,
Northern Territory, Darwin; 130.9200, -12.4200, &aa, Northern Territory, Darwin; 130.9200, -1200,
Australia, Northern Territory; 130.9700, -12.7008ystralia, Northern Territory, Litchfield; 131.01,70
12.5167, Australia, Northern Territory, Litchfieldt31.0330, -12.0500, Australia, Northern Territory;
131.0500, -12.4500, Australia, Northern Territotyfchfield; 131.1170, -13.2500, Australia, Northern
Territory, Coomalie; 131.1200, -15.6200, Australidorthern Territory; 131.3200, -12.6500, Australia,
Northern Territory, Litchfield; 131.7200, -12.670@ustralia, Northern Territory; 132.1500, -11.1500,
Australia, Northern Territory; 132.2700, -14.4708stralia, Northern Territory, Katherine; 132.5700,
11.1500, Australia, Northern Territory; 132.88302.6500, Australia, Northern Territory; 133.0700, -
14.9300, Australia, Northern Territory; 133.38306.3000, Australia, Northern Territory; 133.4200, -
22.0800, Australia, Northern Territory; 133.420@2.1300, Australia, Northern Territory; 134.1830, -
19.6500, Australia, Northern Territory, Tennant €ke134.3700, -14.6700, Australia, Northern Teryito
134.8830, -12.0833, Australia, Northern Territoty34.9200, -12.1100, Australia, Northern Territory;
135.4000, -19.4300, Australia, Northern Territoty35.5670, -12.0333, Australia, Northern Territory;
135.8280, -19.7114, Australia, Northern Territoty36.3000, -16.0700, Australia, Northern Territory;
136.7300, -11.0300, Australia, Northern Territoty39.4830, -20.7333, Australia, Queensland, Mouat Is
144.1920, -20.8500, Australia, Queensland, Flindb4g¢.3190, -18.1483, Australia, Queensland, Edger;
145.7670, -16.9333, Australia, Queensland, Cait1§;,8170, -19.2667, Australia, Queensland, Towlgsvil
146.8170, -19.2670, Australia, Queensland, Towlesvid67.4800, 6.1800, Colombia, Vichada, Puerto
Carrefio; 43.3278, -11.3812, Comoros, Njazidja,2@83-11.3812, Comoros, Njazidja, -149.8263, -10649
French Polynesia, -100.0106, 17.9325, México, GuerrGeneral Heliodoro Castillo; -100.0110, 17.9325
México, Guerrero, General Heliodoro Castillo; -1366, 19.0517, México, Colima, Manzanillo; -104.816
19.0517, México, Colima, Manzanillo; -92.6903, 18.2, México, Chiapas, Acapetahua; -92.6903, 15.2814
México, Chiapas, Acapetahua; -99.0097, 21.9819, iddéxSan Luis Potosi, Ciudad Valles; -99.0097,
21.9819, México, San Luis Potosi, Ciudad Valle8;9936, 16.8969, México, Guerrero, Acapulco deelar
-99.9536, 16.8969, México, Guerrero, Acapulco dérdz; 49.1788, 11.2855, Somalia, Bari, Bosaaso; -
155.0874, 19.7004, United States, Hawaii, Hawdi§5-0930, 19.2969, United States, Hawaii, Hawaii; -
155.0980, 19.2951, United States, Hawaii, Hawdi§5-1470, 19.2915, United States, Hawaii, Hawaii; -
155.8180, 20.0243, United States, Hawaii, Hawdi§5-9050, 19.4143, United States, Hawaii, Hawaii; -
155.9080, 19.4187, United States, Hawaii, Hawdi§5-9743, 19.6037, United States, Hawaii, Hawaii; -
156.0210, 19.6815, United States, Hawaii, Hawdi§6-0210, 19.6843, United States, Hawaii, Hawaii; -
156.0220, 19.6827, United States, Hawaii, Hawdib6-4440, 20.8935, United States, Hawaii, Maui; -
156.4560, 20.8964, United States, Hawaii, Maui;6-6%60, 20.5417, United States, Hawaii, Maui; -
156.9200, 20.8255, United States, Hawaii, Maui;7-0%20, 21.1401, United States, Hawaii, Maui; -
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157.7888, 21.4324, United States, Hawaii, Honoltl57.7890, 21.4324, United States, Hawaii, Honplul
157.8000, 21.4113, United States, Hawaii, Honoltl5;7.8690, 21.3370, United States, Hawaii, Honplul
157.8710, 21.3332, United States, Hawaii, Honolt158.0350, 21.6795, United States, Hawaii, Honplul
158.1000, 21.4313, United States, Hawaii, Honoltl58.1290, 21.4758, United States, Hawaii, Honplul
158.1300, 21.4389, United States, Hawaii, Honolt168.1320, 21.4700, United States, Hawaii, Honplul
158.1340, 21.4714, United States, Hawaii, Honolt168.1390, 21.4340, United States, Hawaii, Honplul
158.1410, 21.4270, United States, Hawaii, Honolt168.1440, 21.4520, United States, Hawaii, Honplul
158.2740, 21.5737, United States, Hawaii, HonoluB0.4872, 25.4836, United States, Florida, Miami-
Dade; -176.4794, 0.1947, United States Minor Ongyisland, Baker, -177.3900, 28.2000, United States
Minor Outlying Island, Midway, -71.8881, 10.5531eMezuela, Zulia, Jesus Enrique Lossada; -72.0778,
11.1220, Venezuela, Zulia, P4ez; -156.4320, 20.90Bited States; -156.4350, 20.9067, United States;
156.4360, 20.9053, United States; -156.4410, 2A.9QMited States; -156.8200, 20.0284; -157.4140,
1.9860, Kiribati; -157.7210, 21.4000, United Statds1.8000, -13.8000, -177.3700; 28.2000, -178300
28.4000, -178.3130 28.3875; 43.6100, -23.1500, Maskzar; 72.4167, -7.3333; 72.4631, -7.3494; -80200
15.9000, Honduras; -89.3167, 13.4833, El Salvad80.0300, -13.0200, 130.2000, -11.6500, Australia;
130.8200, -12.4000, Australia; 132.1700, -11.23R0stralia; 132.5700, -11.3500, Australia; 133.0200,
10.9000, Australia; 133.0300, -10.9200, Austrdl@?2.2000, -17.9500, Australia.

Hemidactylus maboujanative

3.3800, 6.4400, Nigeria, Lagos, Apapa, Apapa; 30873.5360, Kenya, Coast, Kilifi, Bahari, Tezo,
Mtondia Majaoni; 39.8750, -3.5360, Kenya, CoastifiKBahari, Tezo, Mtondia Majaoni; 39.8750, -368
Kenya, Coast, Kilifi, Bahari, Tezo, Mtondia Majapr87.1120, 1.5800, Kenya, Rift Valley, Samburu,
Baragoi, Ndoto, Latakweny; 37.1120, 1.5800, Kerfydt Valley, Samburu, Baragoi, Ndoto, Latakweny;
31.8770, -0.3560, Uganda, Masaka, Bukoto, Bukakitagwe; 31.8770, -0.3560, Uganda, Masaka, Bukoto,
Bukakata/Mpugwe; 31.8770, -0.3560, Uganda, Masd&kakoto, Bukakata/Mpugwe; 31.8780, -0.3530,
Uganda, Masaka, Bukoto, Bukakata/Mpugwe; 31.878@.3530, Uganda, Masaka, Bukoto,
Bukakata/Mpugwe; 31.8780, -0.3530, Uganda, MasBk&kpto, Bukakata/Mpugwe; 20.3000, 3.3000, The
Democratic Republic of the Congo, Equateur, Norcuuth, Businga; 20.3000, 3.3000, The Democratic
Republic of the Congo, Equateur, Nord-Ubangi, Bgain36.6230, -1.9270, Kenya, Rift Valley, Nakuru,
Central, Loodokilani, Elangata-Wuas; 36.6230, -T®XKenya, Rift Valley, Nakuru, Central, Loodokilan
Elangata-Wuas; 36.6230, -1.9270, Kenya, Rift Vall®akuru, Central, Loodokilani, Elangata-Wuas;
36.8160, -1.2750, Kenya, Nairobi, Nairobi, Centidg¢jara, Ngara West; 36.8160, -1.2750, Kenya, Nairob
Nairobi, Central, Ngara, Ngara West; 36.8160, -3(®7Kenya, Nairobi, Nairobi, Central, Ngara, Ngara
West; 36.9100, -1.2800, Kenya, Nairobi, Nairobi,dakasi, Njiru, Umoja; 38.3300, 0.0830, Kenya, Easte
Isiolo, Garba Tulla, Kinna, Rapsu; 32.9000, -2.5108nzania, Mwanza, Nyamagana, Isamilo; 39.5500, -
3.9000, Kenya, Coast, Kilifi, Kalolenli, Rabai, Kahg'ombe/Jimba; 39.5500, -3.9000, Kenya, Coadifj,Ki
Kalolenli, Rabai, Kaliang'ombe/Jimba; 27.9100, 1B00, The Democratic Republic of the Congo, Katanga
Haut-Shaba, Kasenga; 29.6160, -0.9890, Uganda, i¢pnKinkizi, Kayonza; 29.6160, -0.9890, Uganda,
Kanungu, Kinkizi, Kayonza; 29.6160, -0.9890, Ugandanungu, Kinkizi, Kayonza; 15.3150, -4.3300, The
Democratic Republic of the Congo, Kinshasa Cityndkiasa, Kinshasa Urban; 15.3150, -4.3300, The
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Democratic Republic of the Congo, Kinshasa Cityhdfiasa, Kinshasa Urban; 38.6330, -5.1000, Tanzania,
Tanga, Muheza, Kisiwani; 38.6330, -5.1000, Tanzafianga, Muheza, Kisiwani; 38.6330, -5.1000,
Tanzania, Tanga, Muheza, Kisiwani; 40.8380, -1.7#€énya, Coast, Lamu, Kiunga, Kiunga, Milimani;
40.8380, -1.7760, Kenya, Coast, Lamu, Kiunga, Kajnhlilimani; 30.1420, -0.0250, Uganda, Kasese,
Busongora, Lake Katwe; 30.1420, -0.0250, UgandaeKa, Busongora, Lake Katwe; 46.3100, -15.7100,
Madagascar, Mahajanga, Boeny, Mahajanga Urban, jslad@ |; 46.3200, -15.7200, Madagascar,
Mahajanga, Boeny, Mahajanga Urban, Mahajanga 873, -3.1770, Kenya, Coast, Kilifi, Malindi, Jiir
Makobeni; 39.8740, -3.1770, Kenya, Coast, Kilifialhdi, Jilore, Makobeni; 39.8740, -3.1780, Kenya,
Coast, Kilifi, Malindi, Jilore, Makobeni; 36.0000,5000, Kenya, Rift Valley, Baringo, Marigat, Maaig
Perkerra; 46.6300, -16.1000, Madagascar, MahajaBgeny, Marovoay, Marovoay; 39.1000, -13.3830,
Mozambique, Cabo Delgado, Namuno, Meloco; 39.1608.,3830, Mozambique, Cabo Delgado, Namuno,
Meloco; 36.7850, 3.2400, Kenya, Eastern, Mars&lotth Horr, North Horr, Galas; 36.7850, 3.2400, &n
Eastern, Marsabit, North Horr, North Horr, Galad;5800, -0.5000, Kenya, Nyanza, Homa Bay, Rangwe,
East Kanyada, Kothidha; 34.7500, 0.0700, Kenya, té¥es Vihiga, Sabatia, North Maragoli, Kivagala;
34.7500, 0.0700, Kenya, Western, Vihiga, SabatiartiN Maragoli, Kivagala; -8.7000, 7.3620, Liberia,
Nimba, Sanniquelleh-Mahn, Sehyi; 47.2100, -24.7600adagascar, Toliary, Anosy, Taolagnaro,
Mahatalaky; 37.9100, -2.9100, Kenya, Coast, Ta@gsefa, Tsavo National Park (E&W); 38.5670, -3.3830,
Kenya, Coast, Taita Taveta, Voi, Voi, Mwangea; 88® -3.3830, Kenya, Coast, Taita Taveta, Voi, Voi,
Mwangea; 38.5670, -3.3830, Kenya, Coast, Taita fBawxoi, Voi, Mwangea; 37.3170, 1.5670, Kenya, Rift
Valley, Samburu, Wamba, Ngilai, Ngare Narok; 37(17.5670, Kenya, Rift Valley, Samburu, Wamba,
Ngilai, Ngare Narok; 37.5570, 0.8540, Kenya, Riftldy, Samburu, Wamba, Wamba, Koiting; 37.5570,
0.8540, Kenya, Rift Valley, Samburu, Wamba, WamKaijting; 37.5570, 0.8540, Kenya, Rift Valley,
Samburu, Wamba, Wamba, Koiting; 23.1000, -19.1@a@swana, North-West, Ngamiland West; 23.1000, -
19.1000, Botswana, North-West, Ngamiland West; 1005 3.8000, Cameroun, Centre, Méfou; 11.5100,
3.9000, Cameroun, Centre, Mfoundi; 11.5100, 3.900@meroun, Centre, Mfoundi; 13.7110, 9.5160,
Cameroun, Nord, Bénoué; 9.7000, 4.0500, Cameraittoyal, Moungo; 9.7000, 4.0500, Cameroun, Littpral
Moungo; 9.7500, 3.7500, Cameroun, Littoral, Wol#i9100, 2.9500, Cameroun, Sud, Océan; 8.5520,
3.4610, Equatorial Guinea, Bioko Sur; 8.5520, 3046Equatorial Guinea, Bioko Sur; 8.5520, 3.4610,
Equatorial Guinea, Bioko Sur; 8.7810, 3.7570, Equalt Guinea, Bioko Norte; 8.7810, 3.7570, Equatiori
Guinea, Bioko Norte; 8.7810, 3.7570, Equatorialr@ai Bioko Norte; 8.7830, 3.7520, Equatorial Guinea
Bioko Norte; 8.7830, 3.7520, Equatorial Guinea, idNorte; 8.7830, 3.7520, Equatorial Guinea, Bioko
Norte; 10.5920, -2.3370, Gabon, Nyanga, Mougout$i;5920, -2.3370, Gabon, Nyanga, Mougoutsi;
10.7340, -2.5580, Gabon, Nyanga, Douigny; 10.732®580, Gabon, Nyanga, Douigny; 12.8600, 0.5600,
Gabon, Ogooué-lvindo, lvindo; 9.6000, -2.3000, Gab®gooué-Maritime, Ndougou; 9.6000, -2.3000,
Gabon, Ogooué-Maritime, Ndougou; 9.8810, -1.9374b@, Ogooué-Maritime, Etimboué; 9.8810, -1.9370,
Gabon, Ogooué-Maritime, Etimboué; 0.0380, 5.8800ara, Greater Accra, Dangbe East; 0.0380, 5.8800,
Ghana, Greater Accra, Dangbe East; 0.5090, 8.25B8na, Volta, Nkwanta; 0.5090, 8.2580, Ghana, VYolta
Nkwanta; 0.5550, 8.3250, Ghana, Volta, Nkwanta58® 8.3250, Ghana, Volta, Nkwanta; 0.5560, 8.3230,
Ghana, Volta, Nkwanta; 0.5560, 8.3230, Ghana, Vdltavanta; -2.6490, 5.2840, Ghana, Western, Jomoro;
-2.6490, 5.2840, Ghana, Western, Jomoro; 6.651510, Sdo Tomé and Principe, S0 Tomé; 6.6510,
0.2610, S&o Tomé and Principe, Sdo Tomé; 6.6526,10, S0 Tomé and Principe, Sdo Tomé; 6.6770,
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0.1710, S&o Tomé and Principe, Sdo Tomé; 6.6710,10, S0 Tomé and Principe, Sdo Tomé; 6.6770,
0.1710, S&o Tomé and Principe, Sdo Tomé; 6.718040, Sdo Tomé and Principe, Sdo Tomé; 6.7170,
0.3740, Sdo Tomé and Principe, Sdo Tomé; 6.718040, Sdo Tomé and Principe, Sdo Tomé; 6.7290,
0.3300, S&do Tomé and Principe, Sdo Tomé; 6.729300, S&o Tomé and Principe, Sdo Tomé; 6.7290,
0.3300, Sao Tomé and Principe, Sao Tomé; 7.42@31Q, Sdo Tomé and Principe, Principe; 7.4200,
1.6410, Sdo Tomé and Principe, Principe; 7.420841D, Sao Tomé and Principe, Principe; 28.1660, -
25.7500, South Africa, Gauteng, Pretoria; 29.832Q,7100, South Africa, Limpopo, Messina; 29.8300,
22.7100, South Africa, Limpopo, Messina; 30.002.4100, South Africa, Limpopo, Messina; 30.0000, -
22.4100, South Africa, Limpopo, Messina; 30.51080.6600, South Africa, KwaZulu-Natal, Port
Shepstone; 30.6080, -30.2730, South Africa, KwaZldtial, Umzinto; 30.6080, -30.2730, South Africa,
KwaZulu-Natal, Umzinto; 30.8300, -24.0700, Southiéd, Limpopo, Phalaborwa; 30.8300, -24.0700, South
Africa, Limpopo, Phalaborwa; 32.2190, -27.5990, tBolfrica, KwaZulu-Natal, Ubombo; 32.2190, -
27.5990, South Africa, KwaZulu-Natal, Ubombo; 3282 -27.0430, South Africa, KwaZulu-Natal,
Ingwavuma; 32.4230, -27.0430, South Africa, KwaZNMatal, Ingwavuma; 24.2810, -17.4850, Zambia,
Western; 24.2810, -17.4850, Zambia, Western; 242817.4850, Zambia, Western; 25.8600, -17.8500,
Zambia, Southern; 32.7760, -17.6040, Zimbabwe, Biand, Nyanga; 32.7760, -17.6040, Zimbabwe,
Manicaland, Nyanga.

Hemidactylus maboujanvasive

-52.2000, -3.2000, Brazil, Para, Altamira, Altamird2.2000, -3.2000, Brazil, Para, Altamira,
Altamira; -50.0000, -0.5000, Brazil, Para, Anajasgjas; -50.0000, -0.5000, Brazil, Para, Anajasajas; -
48.4800, -1.4500, Brazil, Para, Belém, Belém; -883} -1.4500, Brazil, Para, Belém, Belém; -48.4833,
1.4500, Brazil, Para, Belém, Belém; -60.7000, 208razil, Roraima, Boa Vista, Boa Vista; -60.7000,
2.8000, Brazil, Roraima, Boa Vista, Boa Vista; 40, -23.6100, Brazil, Sdo Paulo, Caraguatatuba,
Caraguatatuba; -42.2000, -22.4800, Brazil, Rioadeito, Casimiro de Abreu, Casimiro de Abreu; -80(%
-9.1600, Brazil, Mato Grosso, Aripuand, Colniza7.5617, -24.6956, Brazil, Sdo Paulo, Iguape, Iguape
47.5617, -24.6956, Brazil, Sdo Paulo, Iguape, lguag5.3000, -23.8000, Brazil, Sdo Paulo, Ilhabela,
llhabela; -45.3000, -23.8000, Brazil, Sdo Paulsaliela, llhabela; -73.2500, -3.7600, Per(, Loretaynas,
Iquitos; -66.9100, 10.5000, Venezuela, Distrito i@dp Caracas, Isla de Aves; -66.9100, 10.5000,
Venezuela, Distrito Capital, Caracas, Isla de Avd8.1000, -22.4000, Brazil, Rio de Janeiro, Peilidp
Itaipava; -43.1000, -22.4000, Brazil, Rio de JameRetrépolis, ltaipava; -46.7800, -24.1800, Bra3iio
Paulo, Itanhaém, Itanhaém; -42.8100, -22.9100, iBfaio de Janeiro, Maric4, Maric4; -73.9500, -863
Per(, Loreto, Loreto, Nauta; -55.5100, -1.9000zBr®ara, Obidos, Obidos; -50.4000, -19.9000, Br&&o
Paulo, Ouroeste, Ouroeste; -50.4000, -19.9000,ilB&o Paulo, Ouroeste, Ouroeste; -45.5337, -B3.50
Brazil, Sdo Paulo, Paraibuna, Paraibuna; -45.5383.5067, Brazil, Sdo Paulo, Paraibuna, Paraibuna;
51.1800, -30.0600, Brazil, Rio Grande do Sul, Pdktegre, Porto Alegre; -40.6000, -19.9100, Brazil,
Espirito Santo, Santa Teresa, Santa Teresa; -39.858.7300, Brazil, Espirito Santo, S8o Mateusy S&
Mateus; -60.0200, -3.1133, Brazil, Amazonas, Ma@sxta R.A.; -60.0253, -3.1133, Brazil, Amazonas,
Maués, Sexta R.A.; -60.0253, -3.1133, Brazil, Anmamy Maués, Sexta R.A.; -75.1781, -0.9706, Peru,
Loreto, Maynas, Torres Causana; -75.1781, -0.97a8y, Loreto, Maynas, Torres Causana; -76.1600, -
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2.5100, Perd, Loreto, Loreto, Trompeteros; -70.03005100, Aruba; -64.6000, 18.4500, British Virgin
Islands; -76.5500, 3.4167, Colombia, Valle del Gaudgantiago de Cali; -76.5500, 3.4167, ColombidlevVa
del Cauca, Santiago de Cali; -76.5500, 3.4167, iGbia, Valle del Cauca, Santiago de Cali; -75.2000,
20.1450, Cuba, Guantanamo; -61.4600, 12.4600, @sen@arriacou; -61.5800, 16.2500, Guadeloupe,
Basse-Terre; -61.6000, 15.8600, Guadeloupe, Basge;T-57.8589, 5.6819, Guyana, Upper Takutu-Upper
Essequibo, Berbice River settlements; -57.85881R6 Guyana, Upper Takutu-Upper Essequibo, Berbice
River settlements; -58.0000, 6.7000, Guyana, EastiBe-Corentyne, Grove / Haslington; -58.00000607
Guyana, East Berbice-Corentyne, Grove / Haslingt68;2000, 6.8000, Guyana, Demerara-Mahaica, Meer
Zorgen / Malgre Tout; -58.2000, 6.8000, Guyana, Bera-Mahaica, Meer Zorgen / Malgre Tout; -65.4100,
18.1250, Puerto Rico, Vieques, -65.4664, 18.141&rtB Rico, Vieques; -65.4664, 18.1415, Puerto Rico
Vieques; -66.8594, 17.9556, Puerto Rico, Yauco;8884, 17.9557, Puerto Rico, Yauco; -66.8594, 15695
Puerto Rico, Yauco; -61.2333, 13.1667, Saint Viheenl the Grenadines, Saint Andrew; -61.2333, B3.16
Saint Vincent and the Grenadines, Saint Andrew;9%00, 14.0660, Santa Lucia, Gros lIslet; -61.0000,
14.0160, Santa Lucia, Castries; -57.3000, 4.800@jn&me, Sipaliwini, Kabalebo; -57.3000, 4.8000,
Suriname, Sipaliwini, Kabalebo; -60.5000, 11.3000inidad and Tobago, Tobago; -60.5000, 11.3000,
Trinidad and Tobago, Tobago; -60.8300, 11.1500idad and Tobago, Tobago; -80.4711, 25.4472, United
States, Florida, Miami-Dade; -80.4711, 25.4472,téthiStates, Florida, Miami-Dade; -80.5844, 25.3944,
United States, Florida, Miami-Dade; -80.5844, 2889United States, Florida, Miami-Dade; -80.6567,
25.4017, United States, Florida, Miami-Dade; -86.6525.4017, United States, Florida, Miami-Dade; -
80.9228, 25.1425, United States, Florida, Monr@$,.9228, 25.1425, United States, Florida, Monroe; -
81.7408, 24.5722, United States, Florida, Monr@d;. 7828, 24.5553, United States, Florida, Monroe; -
63.1400, 10.6100, Venezuela, Sucre, Benitez; -68,140.6100, Venezuela, Sucre, Benitez; -63.1800,
10.2500, Venezuela, Sucre, Andrés Eloy Blanco;1&®0, 10.2500, Venezuela, Sucre, Andrés Eloy Blanco
-63.9400, 11.0300, Venezuela, Nueva Esparta, D&8z9400, 11.0300, Venezuela, Nueva Esparta, Diaz;
64.5000, 9.0000, Venezuela, Anzoategui, Aragua;5@D, 9.0000, Venezuela, Anzoategui, Aragua; -
64.7200, 10.0260, Venezuela, Anzoategui, Boliva#.7200, 10.0260, Venezuela, Anzoategui, Bolivar; -
66.4500, 10.5300, Venezuela, Miranda, Zamora; 5#8410.5300, Venezuela, Miranda, Zamora; -66.8500,
10.5500, Venezuela, Distrito Capital, Vargas; -66@ 10.5500, Venezuela, Distrito Capital, Vargas;
67.1800, 10.3600, Venezuela, Aragua, José FéliaRRik67.1800, 10.3600, Venezuela, Aragua, José& Féli
Ribas; -67.4800, 10.4400, Venezuela, Aragua, SgmtMarifio; -67.4800, 10.4400, Venezuela, Aragua,
Santiago Marifio; -67.8600, 10.3800, Venezuela, i@#ya, Guacara; -67.8600, 10.3800, Venezuela,
Carabobo, Guacara; -68.3200, 10.2100, VenezueleabGho, Miranda; -68.3200, 10.2100, Venezuela,
Carabobo, Miranda; -68.4100, 9.4700, Venezuelaedsy, San Carlos; -68.4100, 9.4700, Venezuela,
Cojedes, San Carlos; -68.4700, 10.3400, VeneziYaecuy, Autonomo San Felipe; -68.4700, 10.3400,
Venezuela, Yaracuy, Autonomo San Felipe; -68.8900,7000, Venezuela, Lara, Urdaneta; -68.8900,
10.7000, Venezuela, Lara, Urdaneta; -69.5200, 00,1%enezuela, Lara, Iribarren; -69.5200, 10.1900,
Venezuela, Lara, Iribarren; -69.5900, 11.4100, ee&, Falcén, Colina; -69.5900, 11.4100, Venezuela
Falcon, Colina; -70.8900, 9.3700, Venezuela, TinjjiRafael Rangel; -70.8900, 9.3700, Venezuelajillru
Rafael Rangel; -71.8200, 10.8000, Venezuela, ZMiara; -71.8200, 10.8000, Venezuela, Zulia, Mara; -
61.1160, 16.1600; -61.1300, 14.6300; -61.1600, 502 Guadeloupe; -61.2500, 13.0000; -61.2500,
13.0000; -61.3800, 12.5100; -61.4800, 16.2000;2B%7, 16.7000; -62.2167, 16.7000; -62.2167, 16.7600
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66.2064, 17.9476, Puerto Rico; -66.2064, 17.947&rt® Rico; -69.7890, 18.0830; -85.2000, 15.9000,
Honduras; -85.2000, 15.9000, Honduras; -39.2500750D0, Brazil.

Hemidactylus turcicusative

-0.4150, 38.5970, Espafia, Comunidad ValencianacaAle, Alacanti, Torremanzanas; -0.4200,
38.4200, Espafia, Comunidad Valenciana, Alicantaca#ti, Sant Joan d'Alacant; -0.4200, 38.5100, fizspa
Comunidad Valenciana, Alicante, Alacanti, Busot;53D0, 38.5100, Espafia, Comunidad Valenciana,
Alicante, Alacanti, Jijona; -0.5400, 38.3300, Espaiomunidad Valenciana, Alicante, Alacanti, Alitgn
0.5400, 38.4200, Espafia, Comunidad Valencianaaié& Alacanti, San Vicente del Raspeig; -0.6500,
38.4200, Espafia, Comunidad Valenciana, Alicantacaiti, Agost; -0.6500, 38.5100, Espafia, Comunidad
Valenciana, Alicante, Alcoia, Tibi; -0.4800, 39.950Espafia, Comunidad Valenciana, Castell6n, Alt
Palancia, Matet; -0.4900, 39.7700, Espafia, ComdniMalenciana, Castellén, Alt Palancia, Segorbe; -
0.6100, 39.7700, Espafia, Comunidad Valencianagliast Alt Palancia, Altura; -0.9890, 38.6080, Hipa
Comunidad Valenciana, Alicante, Alt Vinalopo, Vitig; -0.9900, 38.6100, Espafia, Comunidad Valenciana,
Alicante, Alt Vinalopo, Villena; -0.9900, 38.606Hspafia, Comunidad Valenciana, Alicante, Alt Vinalop
Villena; -1.1000, 38.6100, Espafia, Region de Murlarcia, Altiplano, Yecla; -1.1100, 38.3400, Espaf
Regién de Murcia, Murcia, Altiplano, Jumilla; -1@2 38.4300, Espafa, Regién de Murcia, Murcia,
Altiplano, Jumilla; -1.2300, 38.3400, Espafia, Raegie Murcia, Murcia, Altiplano, Jumilla; -1.3400,
38.5200, Espafia, Region de Murcia, Murcia, Altipladumilla; -1.5810, 37.7150, Espafia, Region de
Murcia, Murcia, Alto Guadalentin, Lorca; -1.58207.3140, Espafia, Region de Murcia, Murcia, Alto
Guadalentin, Lorca; -1.5900, 37.4400, Espafia, Redi® Murcia, Murcia, Alto Guadalentin, Aguilas; -
1.7000, 37.4400, Espafia, Region de Murcia, Mumkim Guadalentin, Lorca; -1.8100, 37.5400, Espafia,
Region de Murcia, Murcia, Alto Guadalentin, Puettombreras; -1.8100, 37.7200, Espafia, Regién de
Murcia, Murcia, Alto Guadalentin, Lorca; -3.17007.8000, Espafia, Andalucia, Jaén, Alto Guadalquivir,
Peal de Becerro; -3.6200, 37.8100, Espafia, Andaldeién, Area metropolitana de Jaén, Mancha Real; -
3.7400, 37.7200, Espafia, Andalucia, Jaén, Areaopwitana de Jaén, Jaén; -3.7400, 37.8100, Espaia,
Andalucia, Jaén, Area metropolitana de Jaén, J&8500, 37.7200, Espafia, Andalucia, Jaén, Area
metropolitana de Jaén, Los Villares; -3.8500, 3008 Espafia, Andalucia, Jaén, Area metropolitaniada,
Torre del Campo; -3.8510, 37.7190, Espafa, Andajutdén, Area metropolitana de Jaén, Los Villares;
3.8510, 37.7210, Espafa, Andalucia, Jaén, Areaopwitana de Jaén, Los Villares; -3.9600, 37.6300,
Espafia, Andalucia, Jaén, Area metropolitana de, Jagérios; -4.1900, 37.7200, Espafia, Andalucia, ,Jaén
Area metropolitana de Jaén, Santiago de Calatra&4900, 37.8100, Espafia, Andalucia, Jaén, Area
metropolitana de Jaén, Porcuna; -6.1500, 36.52§@afta, Andalucia, Cadiz, Bahia de Cadiz, Puertfi Rea
6.1500, 36.6100, Espafa, Andalucia, Cadiz, Bahi€dattz, El Puerto de Santa Maria; -6.1600, 36.4300,
Espafia, Andalucia, Cadiz, Bahia de Cadiz, Chicten#a Frontera; -6.2600, 36.6100, Espafia, Andalucia
Cadiz, Bahia de Cadiz, El Puerto de Santa Marid21®, 40.3970, Espafia, Comunidad Valenciana,
Castellén, Baix Maestrat, Pefiiscola; 0.3220, 4@3%spafia, Comunidad Valenciana, Castellén, Baix
Maestrat, Pefiiscola; 0.4600, 40.4900, Espafia, GdadiValenciana, Castellén, Baix Maestrat, Vinaros;
0.6600, 38.0600, Espafia, Comunidad Valencianaaile; Baix Segura, Guardamar del Segura; -0.7700,
38.1500, Espafia, Comunidad Valenciana, Alicanteix Bsegura, Dolores; -0.7800, 37.8800, Espafia,
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Comunidad Valenciana, Alicante, Baix Segura, Riada Horadada; -0.7800, 37.9700, Espafia, Comunidad
Valenciana, Alicante, Baix Segura, San Miguel ddings; -0.8900, 38.0600, Espafia, Comunidad
Valenciana, Alicante, Baix Segura, Orihuela; -0®988.1500, Espafia, Comunidad Valenciana, Alicante,
Baix Segura, Granja de Rocamora; -0.8900, 38.28§Pafia, Comunidad Valenciana, Alicante, Baix Segura
Albatera; -1.0000, 38.1600, Espafia, Comunidad ‘&édea, Alicante, Baix Segura, Benferri; -1.0020,
38.1570, Espafia, Comunidad Valenciana, Alicantex Esegura, Benferri; -1.0030, 38.1560, Espafia,
Comunidad Valenciana, Alicante, Baix Segura, Beinfet.0100, 38.0700, Espafia, Comunidad Valenciana,
Alicante, Baix Segura, Orihuela; -1.4600, 37.89B6pafia, Region de Murcia, Murcia, Bajo Guadalentin,
Alhama de Murcia; -1.4700, 37.8000, Espafa, RegiénMurcia, Murcia, Bajo Guadalentin, Totana; -
1.5800, 37.8900, Espafia, Regién de Murcia, MuB&@o Guadalentin, Totana; -0.2600, 39.6700, Espafa,
Comunidad Valenciana, Valencia, Camp de MorvediaguBto; -0.3800, 39.6800, Espafia, Comunidad
Valenciana, Valencia, Camp de Morvedre, Segar49@D, 39.6800, Espafia, Comunidad Valenciana,
Valencia, Camp de Tiuria, Serra; -0.5000, 39.590paBa, Comunidad Valenciana, Valencia, Camp de
Taria, Bétera; -0.6100, 39.5900, Espafia, ComunMaénciana, Valencia, Camp de Tdria, Benaguasil; -
0.6100, 39.6800, Espafia, Comunidad Valenciana, n¢ele Camp de Tdria, Lliria; -0.7300, 39.6800,
Espafia, Comunidad Valenciana, Valencia, Camp d&,TGasinos; -3.8560, 38.1720, Espafia, Andalucia,
Jaén, Campifia, Villanueva de la Reina; -3.856Q1 38, Espafia, Andalucia, Jaén, Campifia, Villandeva

la Reina; -3.9700, 38.2600, Espafia, Andalucia, ,J&ampifia, Anddjar; -3.9700, 38.3500, Espafia,
Andalucia, Jaén, Campifia, Andudjar; -4.0800, 38.083pafa, Andalucia, Jaén, Campifia, Andudjar; -9.080
38.1700, Espafia, Andalucia, Jaén, Campifia, Andi§&200, 36.6100, Espafia, Andalucia, Cadiz, Campifi
de Jerez, Jerez de la Frontera; -5.6300, 36.61§8affa, Andalucia, Cadiz, Campifia de Jerez, Jeréz de
Frontera; -5.9700, 36.6900, Espafia, Andalucia, ZZ&ampifia de Jerez, Jerez de la Frontera; -6.1500,
36.7000, Espafia, Andalucia, Cadiz, Campifia de Jdeez de la Frontera; -0.7900, 37.6100, Espafia,
Regién de Murcia, Murcia, Campo de Cartagena, Gana; -0.9000, 37.6100, Espafia, Regién de Murcia,
Murcia, Campo de Cartagena, Cartagena; -1.010@180@, Espafia, Regién de Murcia, Murcia, Campo de
Cartagena, Cartagena; -1.0140, 37.7070, EspafaidrRete Murcia, Murcia, Campo de Cartagena,
Cartagena; -1.0150, 37.7060, Espafia, Region deid]wiurcia, Campo de Cartagena, Cartagena; -1.0200,
37.6200, Espafia, Region de Murcia, Murcia, Campc&ddagena, Cartagena; -1.1300, 37.6200, Espafia,
Regién de Murcia, Murcia, Campo de Cartagena, Gana; -1.2400, 37.8000, Espafia, Region de Murcia,
Murcia, Campo de Cartagena, Fuente Alamo de Mu5i8900, 36.2600, Espafia, Andalucia, Cadiz, Campo
de Gibraltar, San Roque; -5.4000, 36.3500, EspAfidalucia, Cadiz, Campo de Gibraltar, Jimena de la
Frontera; -5.4000, 36.4400, Espafia, Andalucia, Z&hmpo de Gibraltar, Jimena de la Frontera; €050
36.1600, Espafia, Andalucia, Cadiz, Campo de Gilordlbs Barrios; -5.5000, 36.2500, Espafia, Andaluci
Céadiz, Campo de Gibraltar, Los Barrios; -5.50703880, Espafia, Andalucia, Cadiz, Campo de Gibraltar
Castellar de la Frontera; -5.5070, 36.3460, EspAfidalucia, Cadiz, Campo de Gibraltar, Castellatade
Frontera; -5.5100, 36.3400, Espafia, Andalucia,ZC&Himpo de Gibraltar, Castellar de la Fronter&1:30,
36.4300, Espafia, Andalucia, Cadiz, Campo de Gaoralimena de la Frontera; -5.6100, 36.0700, Espafia
Andalucia, Cadiz, Campo de Gibraltar, Tarifa; -8®136.1600, Espafa, Andalucia, Cadiz, Campo de
Gibraltar, Tarifa; -5.6200, 36.2500, Espafia, Andiu Céadiz, Campo de Gibraltar, Los Barrios; -50720
36.0700, Espafia, Andalucia, Cadiz, Campo de Gilrrafarifa; -0.8600, 39.0500, Espafia, Comunidad

Valenciana, Valencia, Canal de Navarres, Bicorp3800, 39.5000, Espafia, Comunidad Valenciana,
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Valencia, Ciutat de Valencia, Valencia; -0.4100,7880, Espafia, Comunidad Valenciana, Alicante, @gmt
Muro de Alcoy; -0.5200, 38.9600, Espafia, Comunidadenciana, Valencia, Costera, Xativa; -0.7500,
38.8700, Espafia, Comunidad Valenciana, Valenciateta, Mogente; -3.0600, 38.3500, Espafia, Andalucia
Jaén, El Condado, Montizén; -3.1700, 38.2600, Empdfndalucia, Jaén, EI Condado, Santisteban del
Puerto; -3.2850, 38.1740, Espafia, Andalucia, JBEiGondado, Navas de San Juan; -3.2850, 38.1730,
Espafia, Andalucia, Jaén, El Condado, Navas de (&an $8.4000, 38.3500, Espafia, Andalucia, Jaén, El
Condado, Vilches; -3.5100, 38.2600, Espafia, Andalugaén, EI Condado, Vilches; -0.6200, 39.5000,
Espafia, Comunidad Valenciana, Valencia, Foia dey@urCheste; -0.3370, 39.4960, Espafia, Comunidad
Valenciana, Valencia, Horta Nord, Alboraya; -0.3330.4940, Espafia, Comunidad Valenciana, Valencia,
Horta Nord, Alboraya; -0.3800, 39.5900, Espafia, @udad Valenciana, Valencia, Horta Nord, Museros; -
0.5000, 39.4100, Espafia, Comunidad Valenciana,n¢eeHorta Oest, Torrent; -0.5000, 39.5000, Espafia
Comunidad Valenciana, Valencia, Horta Oest, Manisg&$100, 39.3200, Espafa, Comunidad Valenciana,
Valencia, Horta Sud, Picassent; -1.0100, 37.98Gpaka, Region de Murcia, Murcia, Huera de Murcia,
Murcia; -1.1200, 37.8900, Espafia, Regién de Mufdiarcia, Huera de Murcia, Murcia; -1.1200, 37.9800,
Espafia, Region de Murcia, Murcia, Huera de Muidiarcia; -1.1200, 38.0700, Espafia, Region de Murcia,
Murcia, Huera de Murcia, Murcia; -1.2400, 37.8988pafia, Regién de Murcia, Murcia, Huera de Murcia,
Murcia; -1.2400, 37.9800, Espafia, Region de MurMarcia, Huera de Murcia, Alcantarilla; -5.6200,
36.3400, Espafa, Andalucia, Cadiz, La Janda, Aldalibs Gazules; -5.6200, 36.4300, Espafa, Andgluci
Cédiz, La Janda, Alcala de los Gazules; -5.62028®, Espafia, Andalucia, Cadiz, La Janda, Alcaltbsl
Gazules; -5.7300, 36.2500, Espafia, Andalucia, Cédidanda, Medina-Sidonia; -5.7300, 36.3400, Espafi
Andalucia, Cadiz, La Janda, Benalup-Casas Viefag300, 36.4300, Espafia, Andalucia, Cadiz, La Janda
Alcala de los Gazules; -5.7400, 36.5200, Espafnalaucia, Cadiz, La Janda, Alcala de los Gazules; -
5.8400, 36.2500, Espafia, Andalucia, Céadiz, La Javidger de la Frontera; -5.9600, 36.4200, Esparia,
Andalucia, Cadiz, La Janda, Medina-Sidonia; -6.0582400, Espafa, Andalucia, Cadiz, La Janda,rVeje
de la Frontera; -3.4000, 38.0800, Espafia, Andaluzién, Lalomay Lasvillas, Ubeda; -0.9000, 37.7900,
Espafia, Region de Murcia, Murcia, Mar Menor, Tdeeheco; -0.0700, 38.7700, Espafia, Comunidad
Valenciana, Alicante, Marina Alta, Murla; -0.18088.7700, Espafia, Comunidad Valenciana, Alicante,
Marina Alta, Castell de Castells; 0.0600, 38.8@B8pafia, Comunidad Valenciana, Alicante, Marina ,Alta
Dénia; 0.0700, 38.6800, Espafia, Comunidad ValeaciAlicante, Marina Alta, Benissa; 0.0700, 38.7700,
Espafia, Comunidad Valenciana, Alicante, Marina ,Alzata de Gorgos; 0.1800, 38.7700, Espaiia,
Comunidad Valenciana, Alicante, Marina Alta, Javeéaf700, 38.5900, Espafia, Comunidad Valenciana,
Alicante, Marina Baixa, Altea; -0.1900, 38.5900p&8a, Comunidad Valenciana, Alicante, Marina Baixa,
Finestrat; -0.3000, 38.5900, Espafia, Comunidad né&ea, Alicante, Marina Baixa, Relleu; -0.3520,
38.5940, Espafia, Comunidad Valenciana, AlicanterifdaBaixa, Relleu; 2.6960, 42.2290, Espafia,
Catalufia, Girona, Beuda; 2.6970, 42.2270, Espa@#l@ia, Girona, Beuda; 2.6970, 42.3900, Espafia,
Cataluiia, Girona, Macanet de Cabrenys; 3.0570,90Q,3Espafia, Catalufia, Girona, Rabos; 3.0600,
42.3200, Espafa, Cataluiia, Girona, Garriguella8(142.3200, Espafia, Catalufia, Girona, La Selva de
Mar; 3.3000, 42.3200, Espafia, Catalufia, GironaaQaék; 2.6990, 41.7790, Espafia, Catalufia, Girona,
Macanet de la Selva; 2.6990, 41.7770, Espafa, WatalGirona, Macanet de la Selva; 2.8200, 41.6900,
Espafia, Catalufia, Girona, Lloret de Mar; 0.2900930, Espafia, Aragon, Huesca, San Esteban de&jLiter
0.2970, 41.7470, Espafa, Aragon, Huesca, Espl2870, 41.7450, Espafa, Aragdn, Huesca, Esplis; -
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6.2100, 37.8700, Espafa, Andalucia, Huelva, SataaGlel Cala; -6.2100, 37.9600, Espafia, Andalucia
Huelva, Santa Olalla del Cala; -6.2200, 37.780(0haBa, Andalucia, Huelva, Zufre; -6.3300, 37.7800,
Espafia, Andalucia, Huelva, Zufre; -6.3300, 37.8 Xpafia, Andalucia, Huelva, Zufre; -6.4400, 37.7800
Espafia, Andalucia, Huelva, Zufre; -6.4400, 37.9@&¥pafia, Andalucia, Huelva, Arroyomolinos de Ledn;
6.6700, 37.7900, Espafia, Andalucia, Huelva, Almmnas Real; -6.6700, 37.8800, Espafia, Andalucia,
Huelva, Castafio del Robledo; -6.6700, 37.9700, fisspAndalucia, Huelva, Valdelarco; -6.7800, 37.8800
Espafia, Andalucia, Huelva, Almonaster la Real;8®07 37.9700, Espafia, Andalucia, Huelva, La Nava,; -
6.7800, 38.0600, Espafia, Andalucia, Huelva, CumbieesSan Bartolomé; -6.7900, 37.7900, Espafia,
Andalucia, Huelva, Almonaster la Real; -6.8900,9300, Espafia, Andalucia, Huelva, Aroche; -6.8900,
38.0600, Espafia, Andalucia, Huelva, Encinasol89d8, 38.1500, Espafia, Andalucia, Huelva, Enciaasol
-6.9000, 37.7900, Espafia, Andalucia, Huelva, Cartag-6.9000, 37.8800, Espafia, Andalucia, Huelva,
Cortegana; -7.0100, 37.8000, Espafa, Andalucialvelu€ortegana; -7.0100, 37.8900, Espafia, Andalucia
Huelva, Aroche; -7.0100, 37.9800, Espafia, Andalutiaelva, Aroche; -7.1200, 37.8900, Esparfia,
Andalucia, Huelva, Aroche; -7.1200, 37.9800, Espaialalucia, Huelva, Rosal de la Frontera; -7.2400,
37.8900, Espafa, Andalucia, Huelva, Rosal de latEra; -7.2400, 37.9800, Espafia, Andalucia, Huelva,
Rosal de la Frontera; -7.0100, 37.7100, Espafaalnth, Huelva, El Cerro de Andévalo; -7.0200, 30
Espafia, Andalucia, Huelva, Alosno; -7.0200, 37.6E3pafa, Andalucia, Huelva, Villanueva de las €suc
-7.1300, 37.4400, Espafia, Andalucia, Huelva, SartoBamé de la Torre; -7.1300, 37.5300, Espafia,
Andalucia, Huelva, Alosno; -7.1300, 37.6200, Espafiadalucia, Huelva, Alosno; -7.1300, 37.7100,
Espafa, Andalucia, Huelva, Cabezas Rubias; -7.1308000, Espafia, Andalucia, Huelva, Cabezas Rubias
-7.2400, 37.6200, Espafia, Andalucia, Huelva, Pudbld&uzman; -7.2400, 37.7100, Espafia, Andalucia,
Huelva, Paymogo; -7.2400, 37.8000, Espafia, Andaluitielva, Santa Barbara de Casa; -7.2500, 37.4400,
Espafia, Andalucia, Huelva, Villanueva de los degis; -7.2500, 37.5300, Espafia, Andalucia, Huet¥a,
Almendro; -7.3500, 37.7100, Espafia, Andalucia, tyePaymogo; -7.3500, 37.8000, Espafia, Andalucia,
Huelva, Paymogo; -7.3600, 37.2600, Espafia, Andaluduelva, Ayamonte; -7.3600, 37.3500, Espafia,
Andalucia, Huelva, Ayamonte; -7.3600, 37.4400, Bap#&ndalucia, Huelva, El Granado; -7.3600, 37.5300
Espafa, Andalucia, Huelva, EI Almendro; -7.3600630@0, Espafia, Andalucia, Huelva, Puebla de Guzman;
-7.4700, 37.5300, Espafia, Andalucia, Huelva, En&da; -7.4700, 37.6200, Espafia, Andalucia, Huelva,
Puebla de Guzman; -6.4500, 37.6000, Espafa, Ardalttuelva, Berrocal; -6.5600, 37.6100, Espafia,
Andalucia, Huelva, Zalamea la Real; -6.5600, 3707@}spafia, Andalucia, Huelva, Minas de Riotinto; -
6.5600, 37.7900, Espafa, Andalucia, Huelva, Cariggo#®.6700, 37.7000, Espafia, Andalucia, Huelva, El
Campillo; -6.6800, 37.5200, Espafia, Andalucia, WeValverde del Camino; -6.6800, 37.6100, Espafia,
Andalucia, Huelva, Zalamea la Real; -6.7900, 3705&spafia, Andalucia, Huelva, Valverde del Camino;
6.7900, 37.6100, Espafa, Andalucia, Huelva, Vakvetel Camino; -6.7900, 37.7000, Espafia, Andalucia,
Huelva, Zalamea la Real; -6.9000, 37.6100, Espafidalucia, Huelva, Calafas; -6.9000, 37.7000, Espafi
Andalucia, Huelva, Calafas; -6.9100, 37.2500, Esp#fdalucia, Huelva, Moguer; -6.9100, 37.3400,
Espafia, Andalucia, Huelva, Moguer; -6.9100, 37.43Xpafia, Andalucia, Huelva, Gibrale6n; -7.0200,
37.3500, Espafia, Andalucia, Huelva, Gibraledn;2000 37.4400, Espafia, Andalucia, Huelva, Gibraleén;
7.0300, 37.2600, Espafa, Andalucia, Huelva, Aljaeag7.1400, 37.2600, Espafia, Andalucia, Huelva,
Cartaya; -7.1400, 37.3500, Espafa, Andalucia, Hyelartaya; -6.4600, 37.3300, Espafa, Andalucia,
Huelva, Hinojos; -6.4620, 37.2470, Espafia, Andaludiiuelva, Almonte; -6.4630, 37.2440, Espafa,
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Andalucia, Huelva, Almonte; -6.5800, 37.1600, Espafindalucia, Huelva, Almonte; -6.5800, 37.2500,
Espafia, Andalucia, Huelva, Almonte; -6.6900, 370]l8Bspafa, Andalucia, Huelva, Almonte; -6.8000,
37.1600, Espafia, Andalucia, Huelva, Moguer; -6.92Z101600, Espafa, Andalucia, Huelva, Moguer; -
6.3400, 37.4200, Espafia, Andalucia, Huelva, Eseadeh Campo; -6.4500, 37.5100, Espafia, Andalucia,
Huelva, Paterna del Campo; -6.5700, 37.3400, Espafidalucia, Huelva, Bollullos Par del Condado; -
6.5700, 37.4300, Espafia, Andalucia, Huelva, La Ralel Condado; -6.5700, 37.5200, Espafia, Andalucia,
Huelva, Paterna del Campo; -6.6900, 37.2500, Espafidalucia, Huelva, Bonares; -6.6900, 37.3400,
Espafia, Andalucia, Huelva, Bonares; -6.8000, 3D.3&3pafia, Andalucia, Huelva, Trigueros; -6.8000,
37.4300, Espafia, Andalucia, Huelva, Beas; -6.93@(200, Espafa, Andalucia, Huelva, Beas; -5.5600,
37.9600, Espafia, Andalucia, Sevilla, Constantifa,6700, 37.8700, Espafia, Andalucia, Sevilla,
Constantina; -5.6800, 37.9600, Espafia, Andaluaajll§, Alanis; -5.7800, 37.7800, Espafa, Andalucia
Sevilla, El Pedroso; -5.7900, 37.8700, Espafa, Awda Sevilla, EI Pedroso; -5.8900, 37.6900, Eapaf
Andalucia, Sevilla, Castilblanco de los Arroyos9@00, 37.7800, Espafa, Andalucia, Sevilla, Cdatittp

de los Arroyos; -5.9000, 37.9600, Espafia, Andaju®éxilla, Cazalla de la Sierra; -5.9100, 38.0%Xpafia,
Andalucia, Sevilla, Guadalcanal; -5.9990, 37.6%4pafa, Andalucia, Sevilla, Castilblanco de loo¥aus;
-6.1000, 37.7800, Espafa, Andalucia, Sevilla, Alémade la Plata; -6.1000, 37.8700, Espafa, Andalucia
Sevilla, Almadén de la Plata; -6.1000, 37.9600,dfsp Andalucia, Sevilla, El Real de la Jara; -60110
37.6000, Espafa, Andalucia, Sevilla, Guillena; 2680, 37.6900, Espafia, Andalucia, Sevilla, Guillena;
6.1200, 37.5100, Espafia, Andalucia, Sevilla, Gered2200, 37.6900, Espafia, Andalucia, Sevilla, El
Castillo de las Guardas; -6.2300, 37.5100, Espéfmalucia, Sevilla, Aznalcollar; -6.3300, 37.6900,
Espafia, Andalucia, Sevilla, El Castillo de las @aar -6.3400, 37.5100, Espafia, Andalucia, Sevilla,
Aznalcéllar; -6.4500, 37.6900, Espafia, Andaluciayil®, ElI Madrofio; -5.5400, 37.2400, Espafia,
Andalucia, Sevilla, Arahal; -5.6400, 36.9700, Espafndalucia, Sevilla, Utrera; -5.7700, 37.330ydm=,
Andalucia, Sevilla, Alcala de Guadaira; -5.7700,5300, Espafa, Andalucia, Sevilla, Carmona; -5.8800
37.3300, Espafia, Andalucia, Sevilla, Alcala de @ira¢g -5.6700, 37.6900, Espafia, Andalucia, Sevilla,
Villanueva del Rio y Minas; -5.7800, 37.6900, Espafindalucia, Sevilla, Villanueva del Rio y Minas;
5.8800, 37.5100, Espafia, Andalucia, Sevilla, Laa®iada; -5.9900, 37.3200, Espafia, Andalucia, Sevill
Sevilla; -6.0100, 37.4100, Espafia, Andalucia, \ievilla; -6.0100, 37.3200, Espafa, AndalucéyilB,
Gelves; -6.3500, 37.3300, Espafia, Andalucia, $evifluévar del Aljarafe; -6.1300, 37.2400, Espania,
Andalucia, Sevilla, La Puebla del Rio; -6.3500,1300, Espafia, Andalucia, Sevilla, Aznalcazar; @053
37.1500, Espafia, Andalucia, Sevilla, Moron de nfera; 1.3800, 41.4100, Espafia, Catalufia, Tareagon
Querol; 1.5060, 41.3190, Espafia, Catalufia, TareagehMontmell; 1.5070, 41.3170, Espafia, Catalufia,
Tarragona, ElI Montmell; 1.5100, 41.2300, Espafiaaldfda, Tarragona, El Vendrell; 1.2700, 41.1300,
Espafa, Catalufia, Tarragona, Tarragona; 1.390Q04@Q, Espafia, Catalufia, Tarragona, Torredembarra;
0.5500, 41.2100, Espafa, Cataluiia, Tarragona, &B800, 41.1200, Espafia, Catalufia, Tarragona,jasarc
0.3130, 40.8470, Espafia, Catalufia, Tarragona, Himmt&Sant Joan; 0.3140, 40.8450, Espafia, Cataluia,
Tarragona, Horta de Sant Joan; 0.3300, 40.760GfasCataluiia, Tarragona, Mas de Barberans; 0.5700,
40.6700, Espaiia, Catalufia, Tarragona, Amposta00,540.7600, Espafia, Cataluiia, Tarragona, Tortosa;
0.6900, 40.6700, Espafia, Cataluiia, Tarragona, Ap0%5900, 40.7600, Espafia, Catalufia, Tarragona,
Deltebre; 0.6900, 40.8500, Espafia, Catalufia, TamegEl Perellé; 0.7000, 40.5800, Espafia, Catalufia,

Tarragona, Sant Carles de la Rapita; 0.8100, 40,6BSpafia, Catalufia, Tarragona, Sant Jaume d'Enveja
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0.2000, 41.2000, Espafa, Aragon, Zaragoza, Nonadg&00, 41.6000, Espafia, Catalufia, Barcelona,
Dosrius; 2.5800, 41.6000, Espafa, Catalufia, BartaglGanet de Mar; 2.2200, 41.6800, Espafia, Cataluiia
Barcelona, Bigues i Riells; 2.3400, 41.5900, Espdfwtalufia, Barcelona, La Roca del Vallés; 2.0980,
41.7730, Espafa, Catalufia, Barcelona, Castellter2@l980, 41.7750, Espafia, Catalufia, Barcelona,
Castelltercol; 1.7300, 41.8600, Espafia, Cataluf@acddona, Navas; 1.8600, 41.7700, Espafia, Catalufia,
Barcelona, Sant Fruités de Bages; 1.8600, 41.5B8fafia, Catalufia, Barcelona, Esparreguera; 1.9800,
41.3200, Espafia, Catalufia, Barcelona, Sant Clirdentlobregat; 1.9800, 41.4100, Espafia, Catalufia,
Barcelona, La Palma de Cervelld; 1.9800, 41.500¢paka, Catalufia, Barcelona, Castellbisbal; 2.1000,
41.3200, Espafa, Catalufia, Barcelona, El Prat dlerégat; 2.1000, 41.4100, Espafa, Cataluiia, Bar@elo
Barcelona; 2.1030, 41.3240, Espafa, Cataluiia, BaaeEl Prat de Llobregat; 2.1040, 41.3230, Espafia
Catalufia, Barcelona, El Prat de Llobregat; 2.22004100, Espafia, Catalufia, Barcelona, BarcelonapQ,
41.2300, Espafia, Catalufia, Barcelona, Sant PeRibas; 1.8600, 41.4100, Espafia, Catalufia, Barcelona
Gelida; 1.8600, 41.5000, Espafia, Catalufia, BaraelSant Esteve Sesrovires; -6.9800, 38.8800, Espafia
Extremadura, Badajoz, Badajoz; -6.1700, 38.950pafs, Extremadura, Badajoz, San Pedro de Mérida; -
6.1800, 38.7700, Espafia, Extremadura, Badajoza@lésMérida; -6.2800, 39.0400, Espafia, Extremadura,
Badajoz, Mérida; -6.2900, 38.9500, Espafia, ExtremsmdBadajoz, Mérida; -6.3430, 39.0460, Espafia,
Extremadura, Badajoz, Aljucén; -6.3440, 39.0440pdfa, Extremadura, Badajoz, Aljucén; -6.4000,
38.9600, Espafia, Extremadura, Badajoz, Méridal@®438.8700, Espafia, Extremadura, Badajoz, Mérida;
6.0700, 38.5900, Espafa, Extremadura, Badajoz, ad¢bos; -6.0800, 38.5000, Espafia, Extremadura,
Badajoz, Hornachos; -6.4200, 38.4200, Espafia, izinera, Badajoz, Zafra; -6.5300, 38.5100, Espaiia,
Extremadura, Badajoz, Feria; -6.5300, 38.6900, EspBxtremadura, Badajoz, Aceuchal; -6.6400, 38690
Espafia, Extremadura, Badajoz, Santa Marta; -6.538@200, Espafa, Extremadura, Badajoz, Burguillos
del Cerro; -6.6600, 38.1500, Espafia, Extremadurdaf®z, Fregenal de la Sierra; -6.7700, 38.1500afs
Extremadura, Badajoz, Higuera la Real; -6.770033®), Espafia, Extremadura, Badajoz, Jerez de los
Caballeros; -7.0000, 38.3400, Espafia, Extremad@agajoz, Zahinos; -5.9100, 38.1400, Espafia,
Extremadura, Badajoz, Fuente del Arco; -5.99901488), Espafa, Extremadura, Badajoz, Fuente del, Arco
6.4300, 38.3300, Espafia, Extremadura, Badajoz, Mdedie las Torres; -5.5700, 38.1500, Espafia,
Extremadura, Badajoz, Azuaga; -5.6800, 38.2300afzmpExtremadura, Badajoz, Azuaga; -5.8000, 38,2300
Espafia, Extremadura, Badajoz, Valverde de Llerén@560, 39.0460, Espafia, Extremadura, Badajoz, Don
Benito; -5.6560, 39.0440, Espafia, Extremadura, BadaDon Benito; -5.8300, 38.9500, Espafia,
Extremadura, Badajoz, Don Benito; 3.8780, 39.97E6pafia, Islas Baleares, Baleares, Ciutadella de
Menorca; 3.8780, 39.9720, Espafia, Islas BalearataBes, Ciutadella de Menorca; 3.8800, 39.9700,
Espafia, Islas Baleares, Baleares, Ciutadella deoidan4.0000, 40.0000, Espafia, Islas BalearesaBele
Ferreries; 1.3300, 38.8800, Espafia, Islas Bale@algares, Sant Josep de sa Talaia; 1.3300, 38.9700
Espafa, Islas Baleares, Baleares, Sant Antoni démBoy; 1.4400, 39.0600, Espafia, Islas Baleares,
Baleares, Sant Joan de Labritja; 1.4500, 38.70@Pafla, Islas Baleares, Baleares, Formentera; 1.5540
39.0670, Espafia, Islas Baleares, Baleares, Santdiméabritja; 1.5550, 39.0650, Espafa, Islas Befa
Baleares, Sant Joan de Labritja; 1.5600, 39.078paffa, Islas Baleares, Baleares, Sant Joan detjagabri
4.1100, 39.8800, Espafia, Islas Baleares, Balealasy; 4.2300, 39.8800, Espafia, Islas Baleareledeas,
Mahén; 3.2900, 39.5260, Espafia, Islas BaleareseaBsd, Manacor; 3.2910, 39.5240, Espafia, Islas
Baleares, Baleares, Manacor; 3.1700, 39.3400, Bspsias Baleares, Baleares, Santanyi; 3.1700330,4
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Espafia, Islas Baleares, Baleares, Felanitx; 2.4806200, Espafia, Islas Baleares, Baleares, C2\G800,
39.6100, Espafia, Islas Baleares, Baleares, Puigptin®.7100, 39.7900, Espafa, Islas Baleares, ialea
Soller; 2.8200, 39.8000, Espafia, Islas BaleareleaBes, Escorca; 2.9400, 39.8900, Espafia, |slasakss,
Baleares, Pollenca; 2.7100, 39.6100, Espafia, Bddesares, Baleares, Marratxi; 2.9400, 39.8000, fizspa
Islas Baleares, Baleares, Campanet; -5.6000, 39, Espafia, Extremadura, Caceres, Madrigalejo; 68,73
39.3100, Espafia, Extremadura, Caceres, Zorita;700,2 39.3100, Espafia, Extremadura, Caceres,
Torreorgaz; -6.2700, 39.4000, Espafia, Extremad@aceres, Céceres; -6.2800, 39.2200, Espafia,
Extremadura, Caceres, Casas de Don Antonio; -6,3388960, Espafia, Extremadura, Caceres, Céaceres; -
6.3370, 39.4940, Espafia, Extremadura, Caceresy&3ac6.3800, 39.5000, Espafia, Extremadura, Caceres
Céceres; -5.6630, 39.4960, Espafia, Extremaduraer€icAldeacentenera; -5.6630, 39.4940, Espafia,
Extremadura, Caceres, Aldeacentenera; -1.6900838,0Espafia, Region de Murcia, Murcia, Noroeste,
Bullas; -1.6900, 38.2600, Espafia, Regién de MurMarcia, Noroeste, Calasparra; -1.8000, 38.0800,
Espafia, Region de Murcia, Murcia, Noroeste, Cehegiri430, 38.1720, Espafia, Region de Murcia,
Murcia, Noroeste, Moratalla; -2.1440, 38.1700, EspaRegion de Murcia, Murcia, Noroeste, Moratalla;
1.0000, 38.2500, Espafia, Region de Murcia, Mu@rgntal, Abanilla; -1.1100, 38.2500, Espafia, Regio
de Murcia, Murcia, Oriental, Abanilla; -1.1200, 3800, Espafia, Regién de Murcia, Murcia, Oriental,
Fortuna; -0.0100, 40.0300, Espafia, Comunidad Valeac Castellén, Plana Alta, Castellén de la Plana;
0.0100, 40.1200, Espafia, Comunidad Valenciana,elfast Plana Alta, Vilafamés; -0.0200, 39.9400,
Espafia, Comunidad Valenciana, Castell6n, Plana, Allmazora; 0.0100, 40.0300, Espafia, Comunidad
Valenciana, Castelldn, Plana Alta, Castellon dPl&na; 0.0100, 40.1200, Espafia, Comunidad Valeacian
Castellén, Plana Alta, La Pobla Tornesa; 0.12001. 2D, Espafia, Comunidad Valenciana, CastellomaPla
Alta, Cabanes; -0.1300, 39.9400, Espafia, Comuni¢énciana, Castellén, Plana Baixa, Villarreal; -
0.2500, 39.9400, Espafia, Comunidad Valencianagel@ast Plana Baixa, Onda; -0.3290, 39.9460, Espafia,
Comunidad Valenciana, Castell6n, Plana Baixa, Sye@a3290, 39.9440, Espafa, Comunidad Valenciana,
Castellén, Plana Baixa, Tales; -0.3700, 39.950@aBs, Comunidad Valenciana, Castellon, Plana Baixa,
Sueras; -1.0900, 39.3300, Espafia, Comunidad ValeaciValencia, Requena-Utiel, Requena; -0.5100,
39.2300, Espafia, Comunidad Valenciana, Valencideri Alta, Carlet; -0.6200, 39.2300, Espafa,
Comunidad Valenciana, Valencia, Ribera Alta, Tos2800, 39.1300, Espafia, Comunidad Valenciana,
Valencia, Ribera Baixa, Favara; -0.2800, 39.22pafa, Comunidad Valenciana, Valencia, Ribera Baixa
Sueca; -1.4600, 37.9800, Espafia, Region de Muktimcia, Rio Mua, Mula; -1.4600, 38.0700, Espafia,
Region de Murcia, Murcia, Rio Mua, Mula; -1.5708,.@700, Espafia, Region de Murcia, Murcia, Rio Mua,
Mula; -1.5720, 38.1660, Espafia, Regién de Murciaydi4, Rio Mua, Mula; -1.5730, 38.1640, Espafia,
Regién de Murcia, Murcia, Rio Mua, Mula; -0.730®.5900, Espafia, Comunidad Valenciana, Valencia,
Serranos, Pedralba; -0.8400, 39.6800, Espafa, GdatlNalenciana, Valencia, Serranos, Chulilla; 60®,
39.6900, Espafia, Comunidad Valenciana, ValenciaraS@s, Domefio; -5.3000, 36.8900, Espafia,
Andalucia, Céadiz, Sierra de Cadiz, Olvera; -5.308®9800, Espafia, Andalucia, Cadiz, Sierra de Cadiz
Olvera; -5.4100, 36.7100, Espafia, Andalucia, C&liemra de Cadiz, Benaocaz; -5.5200, 36.7000, Bspa
Andalucia, Céadiz, Sierra de Cadiz, Benaocaz; -®538.7940, Espafia, Andalucia, Cadiz, Sierra dezCad
Prado del Rey; -5.5220, 36.7960, Espafia, AndaluCéaliz, Sierra de Cadiz, Prado del Rey; -5.6300,
36.7000, Espafa, Andalucia, Cadiz, Sierra de Cafliecos de la Frontera; -5.7500, 36.7900, Espafa,
Andalucia, Céadiz, Sierra de Cadiz, Arcos de la fenan -5.7500, 36.8800, Espafia, Andalucia, Cadkzrss
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de Cédiz, Espera; -5.8600, 36.7900, Espafia, Andal@adiz, Sierra de Cadiz, Arcos de la Frontera; -
3.2830, 37.7240, Espafa, Andalucia, Jaén, SiergindaCabra del Santo Cristo; -3.2840, 37.7220aBap
Andalucia, Jaén, Sierra Magina, Cabra del Santst&;ri3.6200, 37.6300, Espafa, Andalucia, Jaém;aSie
Magina, Carcheles; -3.6200, 37.7200, Espafia, Aotgldaén, Sierra Magina, Pegalajar; -3.5200, 88,35
Espafa, Andalucia, Jaén, Sierra Norte, Santa Ei8rg@800, 38.1700, Espafia, Andalucia, Jaén, S\orte,
Guarroman; -3.6300, 38.2600, Espafia, Andalucia, Biérra Norte, La Carolina; -3.7400, 38.0800,d#sp
Andalucia, Jaén, Sierra Norte, Bailén; -3.74001380, Espafia, Andalucia, Jaén, Sierra Norte, Bdéda
Encina; -3.8500, 37.6300, Espafia, Andalucia, J8&atra Sur, Valdepefias de Jaén; -4.1900, 37.6300,
Espafia, Andalucia, Jaén, Sierra Sur, Alcaudet#®100, 38.8700, Espafia, Comunidad Valenciana, Viaenc
Vall d'Albaida, Rafol de Salem; -0.5200, 38.8706pé&fia, Comunidad Valenciana, Valencia, Vall d'Albai
Albaida; -1.0900, 39.2400, Espafia, Comunidad Ve Valencia, Vall de Confrents, Cofrentes; -0(84
38.1600, Espafia, Region de Murcia, Murcia, ValleRieote, Ojos; -1.3500, 38.0700, Espafia, Regién de
Murcia, Murcia, Valle de Ricote, Ojos; -1.4600, Z80, Espafia, Region de Murcia, Murcia, Vega Alta,
Cieza; -1.5700, 38.2500, Espafia, Region de Muliacia, Vega Alta, Cieza; -1.2300, 38.0700, Espafia,
Region de Murcia, Murcia, Vega Media, Molina de &®g -1.2300, 38.1600, Espafia, Region de Murcia,
Murcia, Vega Media, Molina de Segura; -0.5400, 88(® Espafia, Comunidad Valenciana, Alicante,
Vinalopo, Santa Pola; -0.6500, 38.3300, Espafia,®adad Valenciana, Alicante, Vinalopo, Elche; -@66
38.1500, Espafia, Comunidad Valenciana, Alicantealpo, Elche; -0.6600, 38.2400, Espafia, Comunidad
Valenciana, Alicante, Vinalopo, Elche; -0.7700, 280, Espafia, Comunidad Valenciana, Alicante,
Vinalopo, Elche; -0.7600, 38.5100, Espafia, Comuhidfalenciana, Alicante, Vinalopo Mitja, Petrer; -
0.7700, 38.3300, Espafia, Comunidad Valencianaadtle; Vinalopo Mitja, Aspe; -0.7700, 38.4200, Espafi
Comunidad Valenciana, Alicante, Vinalopo Mitja, Mdtda; -1.0000, 38.4300, Espafia, Comunidad
Valenciana, Alicante, Vinalopo Mitja, Pinoso; 19148 41.3600, Albania, Durrés, Durrés; -0.6420, 3505
Algeria, Oran, -0.7410, 35.6120, Algeria, Oran, 500, 35.7000, Algeria, Relizane, 2.4000, 36.3830,
Algeria, Ain Defla, 3.0510, 36.7630, Algeria, Alge3.2500, 34.6600, Algeria, Djelfa, 3.6890, 36.1500
Algeria, Bouira, 4.3000, 36.3000, Algeria, Bouira;7330, 34.8500, Algeria, Biskra; 7.7670, 36.9000,
Algeria, Annaba; 14.6100, 45.3300, Croatia, Pritkor&oranska; 14.8760, 45.1550, Croatia, Primorsko-
Goranska; 14.9440, 44.7980, Croatia, Licko-Senjdka1190, 44.5700, Croatia, Licko-Senjska; 15.4150,
44.0920, Croatia, Zadarska; 15.6120, 43.9250, @rodiadarska; 15.8100, 43.8180, Croatia, Sibensko-
Kninska; 16.0450, 43.6130, Croatia, Sibensko-Krinsks.1440, 43.0510, Croatia, Splitsko-Dalmatinska;
16.2660, 43.3930, Croatia, Splitsko-Dalmatinskaf%80, 43.3170, Croatia, Splitsko-Dalmatinska; I8,
42.9300, Croatia, Dubrovacko-Neretvanska; 16.93209370, Croatia, Dubrovacko-Neretvanska; 17.9140,
42.8010, Croatia, Dubrovacko-Neretvanska; 18.3@205580, Croatia, Dubrovacko-Neretvanska; 33.1800,
34.7300, Cyprus, Limassol; 33.3520, 35.2020, CypKlisosia; 27.2300, 31.2500, Egypt, Matruh; 27.2330
31.3500, Egypt, Matruh; 29.7500, 31.0000, Egypt, lakandariyah; 29.8500, 31.1500, Egypt, Al
Iskandariyah; 30.0670, 31.3170, Egypt, Al Iskangar 30.9100, 29.4500, Egypt, Al Fayyum; 30.9800,
30.3800, Egypt, Al Minufiyah; 31.3000, 29.7670, BgyAl Jizah; 31.3330, 30.1000, Egypt, Al Qahirah;
32.3000, 30.5830, Egypt, Al Isma’iliyah; 32.3100,3.00, Egypt, Al Isma’iliyah; 32.5500, 29.9800yRg

As Suways; 32.8670, 24.9670, Egypt, Aswan, 33.83002300, Egypt, Al Bahr al Ahmar, 34.3600,
30.6600, Egypt, Shamal Sina’, -0.0900, 41.0200aiaspAragon, Teruel, Alcafiz; -0.1700, 38.9500,d8sp

Comunidad Valenciana, Valencia, Bellreguard; -0Q,991.4700, Espafia, Aragon, Zaragoza, Bujaraloz; -
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0.2000, 41.1100, Espafia, Aragon, Teruel, Alcafiz2900, 38.9500, Espafia, Comunidad Valenciana,
Valencia, Ador; -0.2960, 41.7470, Espafia, Aragouesta, Sarifiena; -0.2970, 41.7450, Espafia, Aragon,
Huesca, Sarifiena; -0.3130, 40.8470, Espafia, Ardgdmel, Castellote; -0.3140, 40.8450, Espafia, é&mag
Teruel, Castellote; -0.3210, 40.3970, Espafia, Arageruel, Mosqueruela; -0.3220, 40.3950, Espafa,
Aragoén, Teruel, Mosqueruela; -0.3300, 40.9400, BapaAragon, Teruel, Alcorisa; -0.3440, 39.0460,
Espafia, Comunidad Valenciana, Valencia, Simat déalidigna; -0.3440, 39.0440, Espafia, Comunidad
Valenciana, Valencia, Simat de la Valldigna; -0@002.1100, Espafa, Aragon, Huesca, Huesca; -0,4300
41.3000, Espafia, Aragoén, Teruel, La Puebla de ;H{)a4300, 41.3900, Espafia, Aragon, Zaragoza, [¥elil
de Ebro; -0.4400, 41.0300, Espafia, Aragon, Teruedlorra; -0.4400, 41.1200, Espafia, Aragén, Teruel,
Hijar; -0.4400, 41.2100, Espafia, Aragén, Teruel,Pugbla de Hijar; -0.5300, 41.7500, Espafia, Aragon,
Zaragoza, Perdiguera; -0.5400, 41.4800, EspafiagbAraZaragoza, Quinto; -0.5600, 41.0300, Espafa,
Aragon, Teruel, Arifio; -0.5600, 41.1200, Espafiaag®n, Teruel, Albalate del Arzobispo; -0.7700, 600,
Espafia, Aragbén, Zaragoza, Zaragoza; -0.7800, 4Q,9B§pafa, Aragon, Zaragoza, El Burgo de Ebro; -
0.7800, 41.6700, Espafa, Aragon, Zaragoza, Zarag@z&940, 41.7600, Espafia, Aragon, Zaragoza,
Zaragoza; -0.8950, 41.7580, Espafia, Aragon, Zaeagdaragoza; -0.9000, 41.6700, Espafa, Aragon,
Zaragoza, Zaragoza; -1.3800, 41.5000, Espafia, Arafgragoza, La Almunia de Dofia Godina; -1.5630,
38.6160, Espafa, Castilla-La Mancha, Albacete, frabal.5640, 38.6150, Espafia, Castilla-La Mancha,
Albacete, Tobarra; -1.7000, 37.3500, Espafa, AmdaluAlmeria, Pulpi; -1.8100, 37.3600, Espafia,
Andalucia, Almeria, Cuevas del Almanzora; -1.81804500, Espafia, Andalucia, Almeria, Pulpi; -1.8200
37.2700, Espafia, Andalucia, Almeria, Cuevas del afltora; -1.9300, 37.0000, Espafa, Andalucia,
Almeria, Carboneras; -1.9300, 37.0900, Espafia, lan@dg Almeria, Turre; -1.9300, 37.1800, Espafia,
Andalucia, Almeria, Los Gallardos; -1.9300, 37.27B€fpafia, Andalucia, Almeria, Antas; -1.9300, 30036
Espafia, Andalucia, Almeria, Huércal-Overa; -2.08¥00000, Espafia, Andalucia, Almeria, Lucainena de
las Torres; -2.0400, 37.0900, Espafia, Andaluciaefila, Sorbas; -2.0400, 37.1800, Espafia, Andalucia,
Almeria, Lubrin; -2.0400, 37.2700, Espafia, Anda@ucAlmeria, Lubrin; -2.0400, 37.3600, Espafa,
Andalucia, Almeria, Zurgena; -2.0400, 37.5400, BapaAndalucia, Almeria, Vélez-Rubio; -2.0500,
36.8200, Espafa, Andalucia, Almeria, Nijar; -2.05889100, Espafa, Andalucia, Almeria, Nijar; -80,4
37.7210, Espafia, Andalucia, Almeria, Maria; -2.18907190, Espafia, Andalucia, Almeria, Maria; Q015
37.2700, Espafia, Andalucia, Almeria, Albanchez5@0, 37.3600, Espafia, Andalucia, Almeria, Albox; -
2.1500, 37.4500, Espafia, Andalucia, Almeria, Alb2x1500, 37.5400, Espafia, Andalucia, Almeria, Albo
-2.1580, 36.8200, Espafia, Andalucia, Almeria, Niail590, 36.8180, Espafia, Andalucia, Almeriaamli
2.1600, 36.7300, Espafia, Andalucia, Almeria, Niai600, 36.8200, Espafia, Andalucia, Almeria, iNfja
2.1600, 36.9100, Espafia, Andalucia, Almeria, Nia#600, 37.0000, Espafia, Andalucia, Almeria, iNfja
2.1600, 37.0900, Espafa, Andalucia, Almeria, SoH2at600, 37.1800, Espafia, Andalucia, Almeriajléle
del Campo; -2.2600, 38.1700, Espafia, Castilla-Landla, Albacete, Nerpio; -2.2700, 36.8200, Espafia,
Andalucia, Almeria, Almeria; -2.2700, 36.9100, E&paAndalucia, Almeria, Almeria; -2.2700, 37.0000,
Espafia, Andalucia, Almeria, Turrillas; -2.2700,09D0, Espafia, Andalucia, Almeria, Tabernas; -2.2700
37.2700, Espafia, Andalucia, Almeria, Chercos; €028B7.3600, Espafia, Andalucia, Almeria, Fines; -
2.2700, 37.4500, Espafia, Andalucia, Almeria, G2&8800, 36.9100, Espafia, Andalucia, Almeria, Yjato
2.3800, 37.0900, Espafia, Andalucia, Almeria, TaserA2.3800, 37.1800, Espafia, Andalucia, Almeria,
Velefique; -2.4900, 37.0000, Espafia, Andalucia, el Gador; -2.4900, 37.0900, Espafia, Andalucia,
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Almeria, Gérgal; -2.6100, 37.0900, Espafia, Andalué&lmeria, Alboloduy; -2.6100, 37.1800, Espafia,
Andalucia, Almeria, Gérgal; -2.7190, 36.8230, EspaAndalucia, Almeria, Vicar; -2.7200, 36.8210,
Espafia, Andalucia, Almeria, Dalias; -2.8300, 3873bspafia, Andalucia, Almeria, El Ejido; -2.9400,
36.8200, Espafia, Andalucia, Almeria, Berja; -2.94889100, Espafia, Andalucia, Almeria, Berja; @04
37.3600, Espafia, Andalucia, Granada, Gor; -3.08608200, Espafia, Andalucia, Almeria, Berja; -3.1700
36.8200, Espafia, Andalucia, Granada, Albufiol; €0286.8230, Espafia, Andalucia, Granada, Sonvlan;
3.2800, 36.8200, Espafia, Andalucia, Granada, @arvi3.2800, 36.8210, Espafia, Andalucia, Granada,
Sorvilan; -3.2810, 37.2730, Espafia, Andalucia, &tanLa Peza; -3.2820, 37.2710, Espafia, Andalucia,
Granada, La Peza; -3.3900, 36.7300, Espafia, Aridal@Branada, Gualchos; -3.3900, 36.9100, Espafia,
Andalucia, Granada, Carataunas; -3.5000, 36.7388&afia, Andalucia, Granada, Motril; -3.5000, 36.8200
Espafia, Andalucia, Granada, Vélez de BenaudalB108, 36.9100, Espafia, Andalucia, Granada, Lamjar6
-3.6200, 36.8200, Espafia, Andalucia, Granadadir&6200, 37.0900, Espafa, Andalucia, GranadaaQt
-3.6200, 37.1800, Espafia, Andalucia, Granada, Geaand.7300, 36.7300, Espafia, Andalucia, Granada,
Almufiécar; -3.7300, 36.8200, Espafia, Andalucian&ta, Otivar; -3.7300, 37.3600, Espafia, Andalucia,
Granada, Colomera; -3.8400, 36.8200, Espafia, Aci@gliMalaga, Nerja; -3.8410, 36.8180, Espafia,
Andalucia, Malaga, Nerja; -3.8460, 37.2700, Espaiaalucia, Granada, lllora; -3.8460, 37.2690, Bspa
Andalucia, Granada, lllora; -3.9500, 36.8200, Espafindalucia, Malaga, Competa; -3.9600, 37.1800,
Espafa, Andalucia, Granada, Moraleda de Zafaydna700, 36.8200, Espafia, Andalucia, Malaga, Arenas;
-4.0700, 37.1800, Espafa, Andalucia, Granada, HUégar; -4.1800, 36.7300, Espafia, Andalucia, M&lag
Vélez-Mélaga; -4.1800, 36.8200, Espafia, Andalublalaga, Benamargosa; -4.1800, 36.9100, Espafia,
Andalucia, Malaga, Periana; -4.1800, 37.0000, EmpaAifdalucia, Granada, Zafarraya; -4.1800, 37.1800,
Espafia, Andalucia, Granada, Loja; -4.1800, 37.2E3pafia, Andalucia, Granada, Algarinejo; -4.2900,
36.7200, Espafia, Andalucia, Malaga, Rincon de &ovig; -4.2900, 36.8100, Espafia, Andalucia, M3laga
Mélaga; -4.2900, 36.9000, Espafia, Andalucia, Mal&jagordo; -4.3000, 37.1700, Espafa, Andalucia,
Granada, Loja; -4.3000, 37.4400, Espafia, AndaluCirdoba, Carcabuey; -4.3000, 37.5300, Espafia,
Andalucia, Cérdoba, Zuheros; -4.3100, 37.8100, f@mpandalucia, Cérdoba, Baena; -4.3100, 37.9900,
Espafia, Andalucia, Cdérdoba, Villa del Rio; -4.3188,0800, Espafia, Andalucia, Cérdoba, Montoro; -
4.4000, 36.8100, Espafia, Andalucia, Malaga, Malagd990, 37.2650, Espafia, Andalucia, Malaga, Gueva
de San Marcos; -4.4100, 37.2630, Espafia, Andaliiddaga, Cuevas de San Marcos; -4.4100, 37.0800,
Espafia, Andalucia, Mélaga, Archidona; -4.4360, B®06 Espafia, Castilla-La Mancha, Ciudad Real,
Almoddvar del Campo; -4.4360, 38.6160, Espafia,izaka Mancha, Ciudad Real, Almodévar del Campo;
-4.5100, 36.6300, Espafia, Andalucia, Malaga, Taliews; -4.6200, 36.5400, Espafia, Andalucia, M3alaga
Fuengirola; -4.6200, 36.6300, Espafia, Andalucidalyga Alhaurin de la Torre; -4.6600, 38.5200, Espafi
Andalucia, Cérdoba, Torrecampo; -4.7300, 36.54G{paBa, Andalucia, Malaga, Mijas; -4.7400, 36.9000,
Espafia, Andalucia, Malaga, Alora; -4.7400, 36.99Bépafa, Andalucia, Malaga, Antequera; -4.7600,
37.8900, Espafia, Andalucia, Cordoba, Cérdoba; 80,787.9800, Espafia, Andalucia, Cordoba, Cérdoba; -
4.7700, 38.0700, Espafia, Andalucia, Cérdoba, Obdjd:700, 38.1600, Espafia, Andalucia, Cérdoba,
Pozoblanco; -4.7800, 38.7000, Espafia, Castilla-landla, Ciudad Real, Alamillo; -4.8400, 36.5400,
Espafia, Andalucia, Malaga, Ojén; -4.8500, 36.7Z2P€pafia, Andalucia, Malaga, Alozaina; -4.8500,
36.9000, Espafia, Andalucia, Malaga, Ardales; -0886.9900, Espafia, Andalucia, Malaga, Teba; -9.860
37.1700, Espafia, Andalucia, Malaga, Sierra de Yeg4ha8800, 37.8900, Espafia, Andalucia, Cdrdoba,
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Cérdoba; -4.8800, 38.0700, Espafa, Andalucia, Gadd/illaviciosa de Cordoba; -4.8800, 38.1600,
Espafia, Andalucia, Cérdoba, Pozoblanco; -4.9008,188, Espafia, Andalucia, Cérdoba, Santa Eufemia; -
4.9000, 38.7000, Espafia, Castilla-La Mancha, Ciuel, Guadalmez; -4.9500, 36.5300, Espafa,
Andalucia, Malaga, Marbella; -4.9600, 36.6200, HBspaAndalucia, Malaga, Istan; -4.9600, 36.8000,
Espafia, Andalucia, Malaga, El Burgo; -4.9600, 3808%Espafia, Andalucia, Malaga, Cafiete la Real; -
4.9850, 37.7070, Espafia, Andalucia, Cérdoba, L#otaar4.9850, 37.7060, Espafia, Andalucia, Cérdoba,
La Carlota; -4.9970, 38.1560, Espafia, Andaluciad@lia, Espiel; -4.9980, 38.1570, Espafia, Andalucia,
Cérdoba, Espiel; -5.0000, 38.1600, Espafia, Andalu€iérdoba, Espiel; -5.0000, 38.3400, Espafia,
Andalucia, Cérdoba, Villanueva del Duque; -5.118®.1500, Espafia, Andalucia, Cérdoba, Espiel; -®,110
38.2400, Espafa, Andalucia, Cérdoba, VillanuevaRisf; -5.1200, 38.4200, Espafia, Andalucia, Cérdoba,
Hinojosa del Duque; -5.1200, 38.6000, Espafia, Amda) Cérdoba, Belalcazar; -5.1300, 38.6900, Espafia
Andalucia, Cérdoba, El Viso; -5.1400, 39.2300, Espa&Extremadura, Badajoz, Valdecaballeros; -5.1800,
36.4400, Espafia, Andalucia, Mélaga, Estepona; 06,186.7100, Espafia, Andalucia, Mélaga, Ronda; -
5.1900, 36.8000, Espafia, Andalucia, Malaga, Ror8£300, 38.1500, Espafia, Andalucia, Cordoba,
Villanueva del Rey; -5.2300, 38.2400, Espafia, Amcial Cérdoba, Belmez; -5.2400, 38.6900, Espafia,
Extremadura, Badajoz, Cabeza del Buey; -5.280@586, Espafia, Andalucia, Malaga, Manilva; -5.2900,
36.4400, Espafia, Andalucia, Malaga, Casares; -8,2806200, Espafia, Andalucia, Malaga, Benadalid; -
5.3000, 36.7100, Espafia, Andalucia, Malaga, Mogteja-5.3000, 36.8000, Espafia, Andalucia, Malaga,
Ronda; -5.3100, 37.0700, Espafia, Andalucia, Sewlarén de la Frontera; -5.4000, 36.5300, Espafia,
Andalucia, Malaga, Gaucin; -5.4000, 36.6200, EspAfdalucia, Malaga, Cortes de la Frontera; -5.4200
36.9800, Espafia, Andalucia, Sevilla, Coripe; -5042%7.1600, Espafia, Andalucia, Sevilla, Morén de la
Frontera; -5.4200, 37.2500, Espafia, Andalucia,ll8eWlarchena; -5.4400, 37.7900, Espafia, Andalucia,
Sevilla, La Puebla de los Infantes; -5.4500, 3801 %spafia, Andalucia, Cérdoba, Fuente Obejunal 08,5
36.5200, Espafia, Andalucia, Malaga, Cortes dedatéira; 2.6950, 42.6790, France, Languedoc-Roassill
Pyrénées-Orientales, 2.6950, 42.6770, France, lesltguRoussillon, Pyrénées-Orientales, 3.7770, 48,47
France, Languedoc-Roussillon, Hérault, 3.9280, Z&05 France, Languedoc-Roussillon, Hérault, 3.9290,
43.5740, France, Languedoc-Roussillon, Héraultb@¥05 44.0200, France, Languedoc-Roussillon, Gard,
4.5600, 44.0180, France, Languedoc-Roussillon, Garti670, 43.5570, France, Provence-Alpes-Cote-
d'Azur, Bouches-Du-Rhéne, 5.1670, 43.5590, Framreyence-Alpes-Céte-d'Azur, Bouches-Du-Rhone,
5.5770, 43.2900, France, Provence-Alpes-Coéte-d,ARouches-Du-Rhéne, 5.7370, 43.5470, France,
Provence-Alpes-Cote-d'Azur, Var; 5.7380, 43.545@anEe, Provence-Alpes-Coéte-d'Azur, Var; 6.2970,
43.1100, France, Provence-Alpes-Cote-d'Azur, V88980, 43.0050, France, Provence-Alpes-Cote-d'Azur,
Var; 19.8500, 39.5480, Hellas, lonioi Nisoi, Corfl).6070, 38.6500, Hellas, lonioi Nisoi, Levkas;ZB50,
38.5620, Hellas, Dytiki Ellada, Aitolia and Akarnan21.6460, 37.0750, Hellas, Peloponnisos, Measini
22.2790, 36.8990, Hellas, Peloponnisos, Messin4210, 36.8280, Hellas, Peloponnisos, Laconia;
22.5170, 36.7490, Hellas, Peloponnisos, Laconi&33D, 37.6380, Hellas, Peloponnisos, Argolis; 2328
39.3630, Hellas, Thessalia, Magnesia; 22.9830,73®.2Hellas, Attiki, Attica; 23.1240, 37.9900, Hs
Peloponnisos, Corinth; 23.1510, 37.3740, Hellasogdmnisos, Argolis; 23.3000, 35.8870, Hellas, l4fti
Attica; 23.4150, 37.4880, Hellas, Attiki, Attica35950, 35.2750, Hellas, Kriti, Khania; 23.6000,48®0,
Hellas, Sterea Ellada, Euboea; 23.6790, 39.1430ad]elThessalia, Magnesia; 23.8110, 38.5790, Hellas
Stered Elldda, Euboea; 24.0350, 35.2530, Hellasi, Khania; 24.0920, 35.5920, Hellas, Kriti, Khani
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24.1490, 35.5740, Hellas, Kriti, Khania; 24.2516,3%40, Hellas, Kriti, Khania; 24.3800, 38.0660 &k
Sterea Ellada, Euboea; 24.4130, 37.4010, HellaipMagaio, Cyclades; 24.5320, 38.9230, Hellasr&ie
Ellada, Euboea; 24.6470, 40.6830, Hellas, Anatdiikikedonia kai Thraki, Kavala; 24.7790, 35.0730,
Hellas, Kriti, Heraklion; 24.9160, 37.4150, Hell&tio Aigaio, Cyclades; 24.9900, 36.9650, Helldstio
Aigaio, Cyclades; 25.0410, 37.0010, Hellas, Noti@alo, Cyclades; 25.1010, 36.6760, Hellas, Notio
Aigaio, Cyclades; 25.1500, 37.0800, Hellas, Noti@alo, Cyclades; 25.2190, 37.4080, Hellas, Notio
Aigaio, Cyclades; 25.3220, 36.7130, Hellas, Noti@galo, Cyclades; 25.4480, 36.3810, Hellas, Notio
Aigaio, Cyclades; 25.4780, 37.0680, Hellas, Notigato, Cyclades; 25.5880, 40.4720, Hellas, Anatolik
Makedonia kai Thraki, Evros; 25.6060, 35.2530, &tellKriti, Lasithi; 25.6400, 36.8910, Hellas, Notio
Aigaio, Cyclades; 25.6980, 35.1470, Hellas, Kiigsithi; 25.7070, 35.3000, Hellas, Kriti, Lasitl’.7990,
35.0510, Hellas, Kriti, Lasithi; 25.8690, 36.824kxllas, Notio Aigaio, Cyclades; 26.1600, 37.580@)|l&k,
Voreio Aigaio, Samos; 26.2980, 36.5430, Hellas, ilN@tigaio, Dodecanese; 26.5910, 41.3870, Hellas,
Anatoliki Makedonia kai Thraki, Evros; 27.1180, 8840, Hellas, Notio Aigaio, Dodecanese; 34.7520,
32.0530, Israel, Tel Aviv; 34.7830, 31.2500, Isr&tdDarom; 34.8570, 32.2470, Israel, HaMerkaz; 3308
32.1600, lIsrael, HaMerkaz; 34.8900, 32.1900, Isr&Merkaz; 34.9170, 31.5000, Israel, HaDarom;
34.9830, 32.8170, Israel, Haifa; 35.0330, 32.7%)@el, Haifa; 35.2170, 32.9830, Israel, HaZafah 1000,
45.6000, Italia, Lombardia, Brescia; 10.5000, 48(B0ltalia, Toscana, Livorno; 11.0000, 43.9000lidta
Toscana, Pistoia; 11.3000, 43.7000, Italia, Toscai@ence; 11.3000, 43.8000, Italia, Toscana, €floe;
11.4000, 42.4000, Italia, Toscana, Grosseto; 1D588.5000, ltalia, Veneto, Vicenza; 11.7000, 4280
Italia, Lazio, Viterbo; 11.7000, 45.1000, Italiagheto, Rovigo; 11.8000, 42.4000, ltalia, Lazio,evib;
12.0000, 42.0000, ltalia, Lazio, Rome; 12.000028Q0, Italia, Lazio, Viterbo; 12.0000, 42.7000li&a
Umbria, Terni; 12.1000, 42.7000, Italia, Umbriarfie12.1000, 44.3000, Italia, Emilia-Romagna, Ranee
12.2000, 42.3000, ltalia, Lazio, Viterbo; 12.20@@,4000, Italia, Lazio, Viterbo; 12.3000, 42.200@Jia,
Lazio, Viterbo; 12.4000, 41.7000, lItalia, Lazio, rRe; 12.4000, 41.8000, ltalia, Lazio, Rome; 12.4000,
41.9000, ltalia, Lazio, Rome; 12.4000, 43.5000ljidtaMarche, Pesaro e Urbino; 12.5000, 41.6000ialta
Lazio, Rome; 12.5000, 41.7000, ltalia, Lazio, Rori&;5000, 41.8000, Italia, Lazio, Rome; 12.5000,
41.9000, Italia, Lazio, Rome; 12.5000, 42.0000lidfaLazio, Rome; 12.5000, 43.5000, Italia, Marche,
Pesaro e Urbino; 12.6000, 41.5000, Italia, Laziome; 12.7000, 37.6000, Italia, Sicily, Trapani; 7100,
41.6000, ltalia, Lazio, Rome; 12.7000, 42.0000lidfaLazio, Rome; 12.7000, 43.8000, Italia, Marche,
Pesaro e Urbino; 12.9000, 41.7000, Italia, Laziomi; 12.9000, 42.3000, Italia, Lazio, Rieti; 12.000
43.9000, Italia, Marche, Pesaro e Urbino; 13.0@1104000, Italia, Lazio, Latina; 13.0000, 41.600@Ji#,
Lazio, Latina; 13.0000, 41.7000, Italia, Lazio, Rgnmi3.2000, 41.3000, ltalia, Lazio, Latina; 13.2000
41.4000, ltalia, Lazio, Latina; 13.2000, 41.500@li4, Lazio, Latina; 13.2000, 41.6000, Italia, l|z
Frosinone; 13.2000, 43.6000, Italia, Marche, An¢di&3000, 41.4000, Italia, Lazio, Frosinone; 18@0
41.6000, ltalia, Lazio, Frosinone; 13.3000, 43.6008lia, Marche, Ancona; 13.5000, 43.5000, ltalia,
Marche, Ancona; 13.5000, 43.6000, Italia, Marchecdna; 13.6000, 41.3000, Italia, Lazio, Latina,6080,
41.7000, Italia, Lazio, Frosinone; 13.6000, 45.80€4ia, Friuli-Venezia Giulia, Gorizia; 13.70081.3000,
Italia, Lazio, Latina; 13.7000, 41.4000, Italia,Zi@ Frosinone; 14.2000, 40.8000, Italia, CampaN&poli;
14.2000, 40.9000, Italia, Campania, Napoli; 14.200103000, Italia, Campania, Caserta; 14.5000,00D,7
Italia, Campania, Napoli; 14.5000, 40.8000, Italtmmpania, Napoli; 14.6000, 41.0000, Italia, Canman
Avellino; 14.7000, 40.7000, Italia, Campania, Sader 14.8000, 40.8000, Italia, Campania, Avellino;
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14.9000, 37.0000, Italia, Sicily, Syracuse; 14.9@®¥4000, Italia, Sicily, Syracuse; 15.1000, 30@dtalia,
Sicily, Catania; 15.3000, 40.7000, Italia, CamparSalerno; 15.3000, 41.5000, Italia, Apulia, Foggia
15.3000, 41.6000, ltalia, Apulia, Foggia; 15.40@0,0000, Italia, Campania, Salerno; 15.5000, 4@]100
Italia, Campania, Salerno; 15.5000, 41.5000, It&jaulia, Foggia; 15.5000, 41.9000, Italia, Apulmggia;
15.6000, 40.1000, Italia, Campania, Salerno; 18768.1000, Italia, Calabria, Reggio di Calabria;7D00,
40.0000, Italia, Basilicata, Potenza; 16.0000, @80) Italia, Calabria, Reggio di Calabria; 16.0088.6000,
Italia, Calabria, Vibo Valentia; 16.0000, 41.300@lia, Apulia, Barletta-Andria-Trani; 16.0000, Z000,
Italia, Apulia, Foggia; 16.1000, 38.1000, Italiaal@bria, Reggio di Calabria; 16.1000, 38.2000,idtal
Calabria, Reggio di Calabria; 16.1000, 38.3000ialt&alabria, Reggio di Calabria; 16.1000, 38.40€4ia,
Calabria, Reggio di Calabria; 16.1000, 39.3000iat&alabria, Cosenza; 16.1000, 39.7000, Itala@abria,
Cosenza; 16.3000, 38.3000, Italia, Calabria, Redgi@alabria; 16.3000, 39.3000, Italia, Calabriasé€nza;
16.3000, 39.6000, Italia, Calabria, Cosenza; 18339.7000, Italia, Calabria, Cosenza; 16.30003@QH0,
Italia, Apulia, Barletta-Andria-Trani; 16.4000, 3900, Italia, Calabria, Catanzaro; 16.5000, 39.50@{ia,
Calabria, Cosenza; 16.5000, 39.6000, Italia, C&allfosenza; 16.5000, 39.7000, Italia, Calabrisze@na;
16.6000, 40.7000, Italia, Basilicata, Matera; 16@041.1000, Italia, Apulia, Bari; 16.7000, 41.100@lia,
Apulia, Bari; 16.8000, 41.1000, Italia, Apulia, Bat6.9000, 40.7000, Italia, Apulia, Taranto; 1600
41.1000, Italia, Apulia, Bari; 17.0000, 39.300@lit, Calabria, Crotone; 17.1000, 39.0000, Itallalabria,
Crotone; 17.1000, 40.6000, Italia, Apulia, Taranid..1000, 40.7000, ltalia, Apulia, Taranto; 17.3000
40.6000, Italia, Apulia, Taranto; 17.3000, 40.70R8lja, Apulia, Taranto; 17.3000, 40.8000, Italfgulia,
Bari; 17.3000, 40.9000, Italia, Apulia, Bari; 17080 40.3000, ltalia, Apulia, Taranto; 17.6000, 400,
Italia, Apulia, Brindisi; 17.6000, 40.6000, Italidpulia, Brindisi; 17.7000, 40.6000, Italia, ApuliBrindisi;
17.8000, 40.5000, Italia, Apulia, Brindisi; 18.106%.3000, Italia, Apulia, Lecce; 8.2000, 44.1008lia,
Liguria, Savona; 8.3000, 41.1000, Italia, Sardedpassari; 8.4000, 39.0000, Italia, Sardegna, Cé&bon
Iglesias; 8.4000, 39.1000, Italia, Sardegna, Casblmiesias; 8.4000, 39.4000, Italia, SardegnabGaia-
Iglesias; 8.4000, 44.3000, Italia, Liguria, Savo®a6000, 39.0000, ltalia, Sardegna, Carbonia-lg&si
8.7000, 39.2000, Italia, Sardegna, Carbonia-lgtesta7000, 39.3000, Italia, Sardegna, Cagliari0807
39.7000, ltalia, Sardegna, Oristano; 8.8000, 3890flia, Sardegna, Cagliari; 8.8000, 39.0000lidta
Sardegna, Cagliari; 8.8000, 44.5000, lItalia, LigurGenoa; 8.9000, 39.0000, Italia, Sardegna, Qgglia
9.0000, 39.0000, Italia, Sardegna, Cagliari; 9.0@RD4000, Italia, Liguria, Genoa; 9.1000, 39.50@4lja,
Sardegna, Cagliari; 9.1000, 44.4000, ltalia, LigurGenoa; 9.1000, 45.5000, Italia, Lombardia, Milan
9.6000, 39.5000, Italia, Sardegna, Cagliari; 9.6@@03000, Italia, Sardegna, Nuoro; 9.6000, 40.50@0a,
Sardegna, Nuoro; 9.6000, 40.9000, ltalia, Sarde@ihia-Tempio; 9.6000, 44.2000, Italia, Liguria, La
Spezia; 9.7000, 40.6000, Italia, Sardegna, Nuo@Q@, 44.2000, Italia, Toscana, Massa-Carrard;308,
32.8930, Libya, Tripoli, 20.0670, 32.1170, Libyaerghazi, 21.9670, 32.9000, Libya, Al Jabal al Akhda
24.4720, 26.6910, Libya, Al Kufrah, 24.5170, 29.05Dibya, Tobruk, -2.4120, 35.0680, Morocco, Orant
Nador; -3.1990, 34.3030, Morocco, Taza - Al Hocelfaounate, Taza; -3.8550, 35.1110, Morocco, Faza
Al Hoceima - Taounate, Al Hoceima; -5.3800, 35.90Mbrocco, Tanger - Tétouan, Tétouan; -5.5380,
34.7180, Morocco, Gharb - Chrarda - Béni Hssen, Isadem; -5.8440, 34.9150, Morocco, Gharb - Chrarda
- Béni Hssen, Sidi Kacem; -6.0620, 35.1550, Morgctanger - Tétouan, Larache; -7.3950, 33.5600,
Morocco, Grand Casablanca, Sidi Bern./Moham.-Znafe6160, 33.5930, Morocco, Grand Casablanca,
Casa-Anfa; -6.9760, 39.0580, Portugal, Portale@€;780, 39.0570, Portugal, Portalegre; -7.0000] &0,
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Portugal, Beja; -7.0100, 38.0700, Portugal, Beja1200, 38.0700, Portugal, Beja; -7.4700, 37.4400,
Portugal, Faro; -7.4700, 37.7100, Portugal, Bejaa#00, 37.8000, Portugal, Beja; -7.4800, 37.2600,
Portugal, Faro; -7.4800, 37.3500, Portugal, Fa5630, 38.6160, Portugal, Evora; -7.5640, 38.6150,
Portugal, Evora; -7.5810, 37.7150, Portugal, Befa5820, 37.7140, Portugal, Beja; -7.5890, 37.2650,
Portugal, Faro; -7.5900, 37.2630, Portugal, Fa31370, 38.6220, Portugal, Evora; -8.1380, 38.6200,
Portugal, Evora; -8.1530, 37.2700, Portugal, FaB1540, 37.2690, Portugal, Faro; -8.7170, 37.2730,
Portugal, Faro; -8.7180, 37.2710, Portugal, Faro0&30, 32.8000, Syria, As Suwayda'; 10.7580, 3074
Tunisia, Sfax; 8.6660, 35.5830, Tunisia, Kassérthe580, 36.5160, Tunisia, Zaghouan; 27.4300, IR0
Turkey, Manisa; 27.4300, 39.8800, Turkey, Canakk&l®.7500, 36.6000, Turkey, Antalya; 30.5500,
38.7500, Turkey, Afyon; 31.4300, 36.7800, Turkewytalya; 32.8130, 36.0340, Turkey, Mersin; 32.8300,
36.1000, Turkey, Mersin; 35.7800, 37.0600, Turkaglana; 36.0800, 37.3800, Turkey, Adana; 36.0810,
36.0980, Turkey, Hatay; 36.1100, 36.2300, Turkewtall; 36.6700, 37.2300, Turkey, Adana; 36.8000,
37.1100, Turkey, Gaziantep; 36.8500, 36.9500, Twrk&aziantep; 36.9100, 37.6000, Turkey, K. Maras;
36.9500, 36.8800, Turkey, Gaziantep; 37.0580, /T urkey, K. Maras; 37.0800, 36.7300, Turkey,
Gaziantep; 37.1500, 38.7900, Turkey, Sivas; 37.188(B000, Turkey, Sivas; 37.2300, 38.4500, Turkey,
Maras; 37.6600, 36.7500, Turkey, Gaziantep; 37.888500, Turkey, Malatya; -0.1700, 39.1300, Spain
0.1900, 38.5000, Spain; -0.2700, 39.3100, SpaiBs9D, 38.1430, Spain; -0.4300, 38.1500, Spaid3dD,
38.3300, Spain; -0.4310, 38.1470, Spain; -0.55@1590, Spain; -0.6170, 35.7170, Algeria; -0.6700,
37.9700; -0.7900, 37.7000; -0.7900, 37.7900; -10287.5300; -1.5890, 37.2650; -1.5900, 37.2637.000,
37.2600; -1.8200, 37.0900; -1.8200, 37.1800, Sp&r)500, 36.7300, Spain; -2.3800, 36.8200, Spain;
2.5000, 36.8200, Spain; -2.9400, 36.7300, Spaifs®, 36.7300, Spain; -3.1700, 36.7300, Spai28aR,
36.7300, Spain; -3.8400, 36.7300, Spain; -4.06087300, Spain; -4.2600, 35.1900, Spain; -4.3930,
36.3640, Spain; -4.3930, 36.3620, Spain; -4.400®7200, Spain; -4.5100, 36.5400, Spain; -4.9500,
36.4400, Spain; -4.9500, 36.3560, Spain; -4.95003%0, Spain; -5.0600, 36.4400, Spain; -5.2700,
35.9000, Spain; -5.2800, 36.2600, Spain; -5.390R08D0, Spain; -5.3900, 36.1700, Spain; -5.4930,
35.8960, Spain; -5.4930, 35.8930, Spain; -5.610R98D0, Spain; -5.8300, 36.0700, Spain; -6.2700,
36.4300, Spain; -6.3700, 36.6100, Spain; -6.370®7/90, Spain; -6.4760, 36.7960, Spain; -6.4780,
36.7940, Spain; -6.5800, 36.9800, Spain; -6.69@@ 700, Spain; 0.0000, 38.5910, Spain; -7.0300, 73N,
Spain; -8.1580, 36.8200, Spain; -8.1590, 36.818@jr5 0.0200, 39.9400, Spain; 0.0700, 38.5900, r&pai
0.1300, 40.0300, Spain; 0.1800, 38.6800, SpairB0D,138.8600, Spain; 0.3290, 39.9440, Spain; 0.3290
39.9460, Spain; 0.3440, 39.0460, Spain; 0.344M43®, Spain; 0.3520, 38.5940, Spain; 0.4160, 38597
Spain; 0.5800, 40.5800, Spain; 0.9230, 40.8590jnS1%29240, 40.8570, Spain; 0.9760, 39.0580, Spain;
0.9780, 39.0570, Spain; 1.2100, 38.9700, Spairg0D339.0600, Spain; 1.3300, 38.6100, Spain; 1.4400
38.8800, Spain; 1.4500, 38.7900, Spain; 1.5500,684®, Spain; 1.5600, 38.7000, Spain; 1.5600, 38.980
Spain; 1.5630, 38.6160, Spain; 1.5640, 38.6150jnSda8700, 41.2300, Spain; 1.9900, 41.2300, Spain;
10.0000, 42.6000, Spain; 10.1000, 42.9000, Spain20D0, 42.3000, Spain; 10.5000, 42.9000, Spain;
11.1000, 42.3000, Spain; 11.7000, 42.2000, Ita?y1000, 41.9000, Italy; 12.2000, 37.9000, Italy;40D0,
37.9000, Italy; 12.5000, 41.5000, Italy; 12.9008,9B00, Italy; 12.9000, 40.9000, Italy; 13.0000,18®0,
Italy; 13.0000, 41.3000, ltaly; 13.2000, 43.800@&lyt 13.3000, 43.7000, Italy; 13.5000, 43.700@/yit
13.6000, 43.6000, Italy; 13.7000, 43.4000, Italy;7D00, 45.7000, Italy; 13.8000, 40.7000, Italy;80®0,
40.8000, lItaly; 14.0000, 40.8000, Italy; 14.1000,8000, Italy; 14.2000, 40.5000, Italy; 14.4000,5880,
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Italy; 14.4000, 40.7000, ltaly; 14.5000, 40.600@&lyt 14.7000, 36.7000, Italy; 14.8000, 38.600@/yit
14.9000, 40.3000, Italy; 14.9000, 40.4000, Italy;1D00, 37.4000, Italy; 15.3000, 37.2000, Italy;30®0,
37.3000, Italy; 15.3000, 37.7000, Italy; 15.6008,0800, Italy; 15.6000, 38.2000, Italy; 15.7000,3880,
Italy; 15.7000, 42.3000, Italy; 16.0000, 37.900@&lyt 16.0000, 39.4000, Italy; 16.1000, 37.900@yit
16.1000, 41.7000, Italy; 16.3000, 38.1000, Ital§;3D00, 38.2000, Italy; 16.4000, 38.3000, Italy;5080,
41.3000, Italy; 16.6000, 38.4000, Italy; 16.6008,6800, Italy; 16.6000, 38.7000, Italy; 16.7000,24000,
Italy; 16.7000, 41.4000, Italy; 16.8000, 41.200@y;; 16.9000, 41.2000, Italy; 17.0000, 43.000@/yit
17.1000, 41.1000, ltaly; 17.3000, 41.1000, Italg;1D00, 39.8000, Italy; 18.2000, 39.8000, Italy22R0,
41.3200; 2.4600, 41.5100; 2.5900, 39.5200; 2.7@3809770; 2.7070, 39.9750; 2.7080, 39.5260; 2.7090,
39.5240; 2.7110, 39.0750; 2.7110, 39.0740; 2.83008900; 2.9400, 39.1600; 20.7040, 39.0110; 20.9500
32.7170, Libya; 23.5290, 35.3230; 23.6170, 35.52@ece; 24.0170, 35.5210, Greece; 24.0970, 39;3540
24.4000, 36.7500; 25.1000, 31.7660; 25.1090, 39.34%5.9000, 36.7300; 26.9600, 37.7600; 3.0600,
41.7800; 3.1800, 42.1400; 3.1800, 42.2300; 3.18004100, Spain; 3.2900, 39.4300, Spain; 3.3000,
41.7790, Spain; 3.3010, 41.7770, Spain; 3.302®280, Spain; 3.3030, 42.2270, Spain; 3.3050, 42,679
Spain; 3.3050, 42.6770, Spain; 3.3070, 43.1300jnS3a3070, 43.1270, Spain; 3.8800, 40.0600, Spain;
30.3500, 32.1800, Spain; 30.7000, 36.8800, Spar6130, 28.2330, Egypt; 35.0830, 33.0170; 35.1200,
33.2100; 4.0000, 40.0600, Spain; 4.1100, 40.060@jnS 4.2300, 40.0600, Spain; 4.3400, 39.8800, r&pai
4.4630, 39.9680, Spain; 4.4640, 39.9660, Spairb1®,143.1090, Spain; 5.1510, 43.1080, Spain; 5.7280
43.0970, Spain; 5.7290, 43.0950, Spain; 6.270M%A, Spain; 6.2710, 43.0950, Spain; 7.7000, 48,700
Italy; 7.8000, 43.7000, Italy; 8.1000, 43.9000)t&.2000, 39.2000, Italy; 8.2000, 39.3000, IteBy2000,
41.1000, Italy; 8.3000, 38.8000, Italy; 8.3000,2880, Italy; 8.3000, 39.3000, Italy; 8.3000, 41.@0Raly;
8.4000, 39.3000, Italy; 8.4000, 39.6000, Italy; 0®@, 40.3000, Italy; 8.9000, 44.4000, Italy; 9.1000
44.3000, Italy; 9.4000, 41.2000, Italy; 9.6000,2880, Italy; 9.7000, 43.0000, Italy; 9.7000, 44.00Raly;
9.9000, 43.4000, Italy.

Hemidactylus turcicusnvasive

-48.9330, -27.1000, Brazil, Santa Catarina, BrusdBmisque; -15.4600, 28.0700, Espafia, Islas
Canarias, Las Palmas, Las Palmas de Gran CandBi&500, -19.9830, Brazil, Minas Gerais, Nova Lima,
Nova Lima; -81.5780, 23.0410, Cuba, Matanzas, #%423.0770, Cuba, Ciudad de la Habana, -100.1830,
26.5000, México, Nuevo Ledn, Sabinas Hidalgo; -2820, 26.0900, México, Coahuila, Parras; -102.0670,
26.9830, México, Coahuila, Cuatrociénegas; -1020086.9500, México, Coahuila, Cuatrociénegas; -
103.4300, 26.0300, México, Coahuila, Franciscoadito; -103.9200, 24.0100, México, Durango, Poanas;
104.0300, 24.8400, México, Durango, Pefion Blané64-0700, 24.4800, México, Durango, Guadalupe
Victoria; -105.9100, 27.0800, México, Chihuahuag&lgo del Parral; -108.9800, 27.4000, México, Sanor
Alamos; -110.7600, 29.2100, México, Sonora, Hertimsil11.3500, 26.0170, México, Baja CaliforniarSu
Comondu; -89.4100, 20.3000, México, Yucatan, Ma8@.0300, 21.1600, México, Yucatan, Hunucma; -
90.4000, 20.8500, México, Yucatan, Celestin; -9004(®0.8600, México, Yucatan, Celestun; -93.3500,
16.3300, México, Chiapas, Villaflores; -96.1600,13D0, México, Veracruz, Medellin; -97.0600, 168,10
México, Oaxaca, Dist. Ejutla; -97.1830, 18.2500xMé, Puebla, San José Miahuatlan; -97.7340, 29,379
México, Tamaulipas, Matamoros; -97.7900, 22.980@&xigb, Tamaulipas, Aldama; -97.8130, 22.2840,
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México, Tamaulipas, Ciudad Madero; -98.7800, 210280éxico, San Luis Potosi, Tamazunchale; -98.9500,
20.6800, México, Hidalgo, Cardonal; -99.1400, 19@l4México, Distrito Federal, Azcapotzalco; -99.@10
27.5500, México, Tamaulipas, Nuevo Laredo; -99.7581800, México, Nuevo Le6n, Montemorelos; -
100.3100, 28.7900, United States, Texas, Maveridk].1600, 29.9400, United States, Texas, Val Vierde
103.2500, 29.8300, United States, Texas, Brewst66.9200, 32.9000, United States, New Mexico, @ter
106.2300, 31.7900, United States, Texas, El P4§7,.2600, 33.1200, United States, New Mexico, Sjerr
107.2600, 33.1300, United States, New Mexico, 8jefr09.5400, 31.3400, United States, Arizona, @ech
-110.9330, 32.2670, United States, Arizona, Pimd,0-9670, 32.2670, United States, Arizona, Pima; -
110.9760, 32.2760, United States, Arizona, Pim&;1-3330, 32.0000, United States, Arizona, Pima; -
111.7900, 31.9100, United States, Arizona, Pima}1-8400, 33.3000, United States, Arizona, Maricopa,;
111.9090, 33.4150, United States, Arizona, Mari¢opbl2.1300, 33.4400, United States, Arizona,
Maricopa; -112.7120, 32.9480, United States, ArgoMaricopa; -114.2400, 33.5700, United States,
Arizona, La Paz; -114.2960, 34.1660, United Sta@edifornia, San Bernardino; -114.3010, 34.1650ité¢h
States, California, San Bernardino; -114.6300, 3207 United States, Arizona, Yuma; -114.6600, 34066
United States, California, San Bernardino; -11405783.7000, United States, California, Riverside; -
115.1020, 36.1570, United States, Nevada, Clark.8520, 32.7780, United States, California, Imgderi
115.5940, 32.7860, United States, California, Ingher-115.7200, 33.0600, United States, California,
Imperial; -115.9930, 32.7390, United States, Catbifn, Imperial; -116.2200, 33.8000, United States,
California, Riverside; -116.9100, 32.7600, Unitedt8s, California, San Diego; -76.7100, 39.2500itedh
States, Maryland, Baltimore; -76.9300, 39.1100,téhiStates, Maryland, Montgomery; -77.1800, 38.8700
United States, Virginia, Fairfax; -79.2500, 37.37QMhited States, Virginia, Bedford; -80.1700, 2&05
United States, Florida, Broward; -80.3400, 27.4800ited States, Florida, Saint Lucie; -80.42002200,
United States, Virginia, Montgomery; -80.9500, 0@, United States, Florida, Okeechobee; -81.5700,
29.2200, United States, Florida, Volusia; -81.6230,4800, United States, Florida, Duval; -81.7100,
26.0500, United States, Florida, Collier; -81.7628.,5300, United States, Florida, Lake; -82.00@)2200,
United States, Florida, Polk; -82.0300, 29.7800jté¢h States, Florida, Clay; -82.0500, 29.7000, énbhit
States, Florida, Putnam; -82.0700, 29.7000, UnB¢ates, Florida, Alachua; -82.0800, 27.3100, United
States, Florida, Manatee; -82.0800, 29.3000, UnBéates, Florida, Marion; -82.3300, 28.8380, United
States, Florida, Citrus; -82.3700, 28.8900, Uni&dtes, Florida, Citrus; -82.4300, 29.7000, Uni&dtes,
Florida, Alachua; -82.4900, 30.1100, United Stafderida, Columbia; -82.5000, 27.5800, United 3tate
Florida, Manatee; -82.5700, 28.5100, United Stafésrida, Hernando; -82.5800, 28.9100, United State
Florida, Citrus; -82.6000, 29.9900, United Statelrida, Columbia; -82.6900, 29.3900, United States
Florida, Levy; -82.7200, 28.1100, United Statesyridh, Pinellas; -82.8300, 29.7900, United Stafémida,
Gilchrist; -82.9400, 30.4400, United States, FlaritHamilton; -83.0300, 29.3000, United States, iftor
Levy; -83.5000, 30.6000, United States, Florida,dian; -84.7500, 30.2400, United States, Florida,
Liberty; -84.7600, 30.0000, United States, Florifaanklin; -84.9830, 29.7260, United States, Flarid
Franklin; -85.0200, 29.7400, United States, FlariBleanklin; -85.5500, 30.6500, United States, Eayi
Washington; -87.3500, 31.4600, United States, AfadaMonroe; -88.6500, 31.6800, United States,
Mississippi, Wayne; -88.8300, 30.4800, United Statdississippi, Jackson; -88.9500, 30.4900, United
States, Mississippi, Harrison; -89.0100, 31.170Mjtédl States, Mississippi, Perry; -89.1400, 30.8200
United States, Mississippi, Stone; -89.1800, 3101 1fited States, Mississippi, Forrest; -89.2500;1800,
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United States, Mississippi, Forrest; -89.2900, BA® United States, Mississippi, Forrest; -89.3100,
31.2900, United States, Mississippi, Forrest; -89 31.2900, United States, Mississippi, Lama®;4800,
30.8900, United States, Mississippi, Pearl Riv88.5800, 30.2600, United States, Mississippi, Hakce
89.5800, 34.3600, United States, Mississippi, Lefi®y -89.6300, 30.3500, United States, Mississippi
Hancock; -89.6700, 30.4900, United States, MiggmsiPearl River; -89.7200, 30.2700, United States,
Louisiana, Saint Tammany; -89.7900, 33.4800, Unigtdtes, Mississippi, Carroll; -89.8300, 30.3300,
United States, Louisiana, Saint Tammany; -89.932%400, United States, Mississippi, Madison; -20@
29.9200, United States, Louisiana, Orleans; -90080.5100, United States, Louisiana, Saint Tammany
90.1300, 29.7200, United States, Louisiana, Jeffers90.1600, 29.8600, United States, Louisiana,
Jefferson; -90.1700, 29.9200, United States, Lanii Jefferson; -90.2900, 32.1900, United States,
Mississippi, Hinds; -90.3500, 29.8700, United Statieouisiana, Saint Charles; -90.4200, 38.7100 tddni
States, Missouri, Saint Louis; -90.4400, 30.5200itédl States, Louisiana, Tangipahoa; -90.6900,8@3
United States, Louisiana, Terrebonne; -90.7700773%), United States, Arkansas, Craighead; -90.8700,
32.3800, United States, Mississippi, Warren; -900530.2500, United States, Louisiana, Ascension; -
91.1300, 30.8200, United States, Louisiana, Edsti&ea; -91.1700, 30.5500, United States, Louiagjdrast
Baton Rouge; -91.1800, 30.4000, United States, diana, East Baton Rouge; -91.3500, 30.4700, United
States, Louisiana, West Baton Rouge; -91.3600980,7/United States, Louisiana, West Feliciana;3600,
31.5600, United States, Mississippi, Adams; -9108373D.5990, United States, Louisiana, Pointe Coupee
91.8200, 30.0100, United States, Louisiana, Ibef4;8500, 35.2200, United States, Arkansas, White;
92.0700, 30.5400, United States, Louisiana, Saamdky; -92.1400, 32.4400, United States, Louisiana,
Ouachita; -92.1500, 32.4900, United States, Lon&iaOuachita; -92.2300, 30.9300, United States,
Louisiana, Avoyelles; -92.3000, 34.6600, Unitedt&aArkansas, Pulaski; -92.3200, 30.6100, UniteteS,
Louisiana, Evangeline; -92.3600, 30.2300, Unitedtest, Louisiana, Acadia; -92.4300, 30.4900, United
States, Louisiana, Saint Landry; -92.4300, 30.6Q00ted States, Louisiana, Evangeline; -92.54000300,
United States, Louisiana, Vermilion; -92.7100, 2@0, United States, Louisiana, Cameron; -93.0800,
31.7200, United States, Louisiana, Natchitoche8;1800, 31.0900, United States, Louisiana, Vernon;
93.1900, 34.0200, United States, Arkansas, Cl&&;2000, 34.5400, United States, Arkansas, Garland;
93.2600, 32.6400, United States, Louisiana, Webst®8.3100, 30.2000, United States, Louisiana,
Calcasieu; -93.5300, 34.4800, United States, Arksn$lontgomery; -93.7400, 32.4600, United States,
Louisiana, Caddo; -93.9200, 33.2600, United Statekansas, Miller; -94.0500, 30.4200, United States
Texas, Jasper; -94.2000, 35.8200, United Statdsn&as, Washington; -94.2400, 35.1900, United §tate
Arkansas, Sebastian; -94.2500, 31.9400, UnitedeS§tatexas, Shelby; -94.2600, 29.8800, United States
Texas, Jefferson; -94.3100, 32.6100, United Stafesas, Harrison; -94.6300, 32.9900, United States,
Texas, Cass; -94.7600, 31.8900, United States,sT &ask; -94.9400, 32.5300, United States, Texesg®
-94.9400, 33.2400, United States, Texas, Titus;08®), 29.3800, United States, Texas, Galveston; -
95.1400, 32.2700, United States, Texas, Smith27H), 29.7900, United States, Texas, Harris; -98027
31.9500, United States, Texas, Cherokee; -95.330@500, United States, Texas, Montgomery; -95.4700
32.3000, United States, Texas, Henderson; -95.5820600, United States, Texas, Wood; -95.5400,
29.1100, United States, Texas, Brazoria; -95.7@206700, United States, Texas, Van Zandt; -95.7300,
29.4300, United States, Texas, Fort Bend; -95.93009500, United States, Texas, Anderson; -96.1000,
29.1800, United States, Texas, Wharton; -96.22001200, United States, Texas, Navarro; -96.2600,
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30.5900, United States, Texas, Brazos; -96.2800738B, United States, Texas, Kaufman; -96.4100,
33.6100, United States, Texas, Grayson; -96.49006620, United States, Texas, Colorado; -96.8700,
29.3500, United States, Texas, Lavaca; -96.9408128, United States, Texas, Victoria; -96.94009280,
United States, Texas, Victoria; -96.9400, 30.2800jted States, Texas, Lee; -97.0000, 29.8100, dnite
States, Texas, Fayette; -97.0900, 31.5700, Unitate§ Texas, McLennan; -97.1600, 29.1300, United
States, Texas, Dewitt; -97.2400, 28.2600, UniteateSt Texas, Refugio; -97.3300, 32.6600, UnitedeSta
Texas, Tarrant; -97.3400, 32.4700, United Statemxa3, Johnson; -97.4770, 35.6520, United States,
Oklahoma, Oklahoma; -97.5100, 27.9800, United Stalexas, San Patricio; -97.5500, 26.0800, United
States, Texas, Cameron; -97.5700, 32.5300, Unitete§ Texas, Johnson; -97.5800, 29.3000, UniteeSt
Texas, Gonzales; -97.6000, 30.2800, United Statsas, Travis; -97.6500, 26.4500, United Statega3e
Willacy; -97.7000, 34.9100, United States, Oklahpr@aady; -97.7100, 27.7400, United States, Texas,
Nueces; -97.8700, 28.9100, United States, Texas)dsa-97.8900, 30.0600, United States, Texas, Hays
97.9400, 27.4300, United States, Texas, Kleber8;120D0, 27.7400, United States, Texas, Jim Wells; -
98.2100, 27.0800, United States, Texas, Brooks36i®, 29.4700, United States, Texas, Bexar; -@841
26.2330, United States, Texas, Hidalgo; -98.70@805300, United States, Texas, Starr; -98.7000,4000
United States, Texas, Jim Hogg; -99.0400, 28.2&80fted States, Texas, La Salle; -99.0800, 28.3700,
United States, Texas, La Salle; -99.1600, 27.080Med States, Texas, Zapata; -99.2800, 27.7400etUn
States, Texas, Webb; -99.8400, 28.8100, Unitee:Staiexas, Zavala.

Osteopilus septentrionalisative

-75.1136, 23.2211, Bahamas, Long lIsland; -77.92827259, Bahamas, North Andros; -76.2372,
24.7547, Bahamas, South Eleuthera; -78.0536, 28,9B@&hamas, North Andros; -76.7057, 25.4849,
Bahamas, North Eleuthera; -77.1021, 26.3981, Baba@®antral Abaco; -78.5437, 26.7153, Bahamas, West
Grand Bahama; -77.6303, 26.8926, Bahamas, Nortlc#ba&1.3000, 19.2667, Cayman lIslands, Bodden
Town; -81.2000, 19.3000, Cayman Islands, North ;Si8@.0000, 19.7000, Cayman Islands, Little Cayman;
77.7333, 19.8832, Cuba, Granma,; -77.7002, 19.906Ra, Granma; -75.1065, 19.9121, Cuba, Guantanamo;
-75.1148, 19.9189, Cuba, Guantdanamo; -75.1217,189,9Cuba, Guantanamo; -75.1262, 19.9268, Cuba,
Guantanamo; -77.6499, 19.9615, Cuba, Granma; -06,8B9.9800, Cuba, Santiago de Cuba; -76.8333,
19.9833, Cuba, Santiago de Cuba; -75.8219, 20.02diBa, Santiago de Cuba; -77.4350, 20.1419, Cuba,
Granma; -74.2754, 20.1445, Cuba, Guantanamo; -85%,20.1453, Cuba, Guantanamo; -74.6833, 20.1500,
Cuba, Guantanamo; -75.1492, 20.1505, Cuba, Guantinar4.2967, 20.3008, Cuba, Guantanamo; -
75.0000, 20.3167, Cuba, Guantdnamo; -74.5000, Q0,3Guba, Guantanamo; -74.8200, 20.5639, Cuba,
Holguin; -77.1676, 20.7623, Cuba, Las Tunas; -76720.9625, Cuba, Holguin; -78.0190, 21.2875, Cuba
Camagley; -77.9167, 21.3833, Cuba, Camagtiey; -38,1.3833, Cuba, Camagliey; -77.9848, 21.4472,
Cuba, Camagliey; -82.8333, 21.6667, Cuba, Isla devantud; -84.9508, 21.8631, Cuba, Pinar del Rio;
82.8000, 21.8833, Cuba, Isla de la Juventud; -8®021.9136, Cuba, Villa Clara; -80.0000, 21.9338ba,
Villa Clara; -80.1558, 21.9333, Cuba, Cienfueg8§,.1667, 22.0667, Cuba, Cienfuegos; -81.0317, 52,06
Cuba, Matanzas; -80.4403, 22.1444, Cuba, Cienfyegds0800, 22.2000, Cuba, Pinar del Rio; -83.4000,
22.3000, Cuba, Pinar del Rio; -83.7500, 22.316baCRinar del Rio; -80.5500, 22.3333, Cuba, Ciegdap
-83.6981, 22.4175, Cuba, Pinar del Rio; -80.46@74667, Cuba, Cienfuegos; -79.5500, 22.5000, Cuba,
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Villa Clara; -83.4158, 22.5183, Cuba, Pinar del ;Ri69.4669, 22.5206, Cuba, Villa Clara; -79.8220,
22.5526, Cuba, Villa Clara; -83.7078, 22.6164, Gutiaar del Rio; -83.3500, 22.6167, Cuba, PinarRie|
-83.3697, 22.6467, Cuba, Pinar del Rio; -83.71&766567, Cuba, Pinar del Rio; -83.1833, 22.7500,aCub
Pinar del Rio; -83.0167, 22.8000, Cuba, Pinar del RB0.6833, 22.8167, Cuba, Villa Clara; -80.4667,
22.9000, Cuba, Villa Clara; -81.2047, 23.0375, Gudatanzas; -82.4300, 23.0767, Cuba, Ciudad de la
Habana; -82.1667, 23.1319, Cuba, Ciudad de la Hab&2.3667, 23.1333, Cuba, Ciudad de la Habana; -
81.2000, 19.4000; -76.8000, 19.9333, Cuba; -84.6@108500; -84.2850, 22.4906; -75.4299, 24.2069,
Bahamas; -75.5452, 24.4664, Bahamas.

Osteopilus septentrionali;nvasive

-72.0830, 18.3000, Haiti, Sud-Est, Belle-Anse, 8&dlhse; 80.4524, 25.4238, India, Uttar Pradesh,
Banda, Naraini; -63.0410, 18.2333, Anguilla Islargit.8164, 17.0981, Antigua and Barbuda, Saint Jehn
64.5700, 18.3500, British Virgin Islands; -62.8333,9000, Guadeloupe, Saint-Martin et Saint-Baéimét;
-63.0667, 18.0667, Guadeloupe, Saint-Martin et tSanthélémy; -63.0668, 18.0667, Guadeloupe, Saint-
Martin et Saint-Barthélémy; -63.0669, 18.0667, Galadpe, Saint-Martin et Saint-Barthélémy; -68.9589,
12.1503, Nederlandse Antillen, Curacao; -68.9612,1819, Nederlandse Antillen, Curacao; -67.1146,
18.4557, Puerto Rico, Aguadilla; -156.4470, 20.72B@ited States, Hawaii, Maui; -160.0800, 21.9867,
United States, Hawaii, Kauai; -81.7920, 24.5540ité¢hStates, Florida, Monroe; -81.7840, 24.556 litddh
States, Florida, Monroe; -81.7794, 24.5562, Uni&dtes, Florida, Monroe; -81.7408, 24.5722, United
States, Florida, Monroe; -81.7499, 24.5728, Uni&dtes, Florida, Monroe; -81.3876, 24.6742, United
States, Florida, Monroe; -81.4074, 24.6831, Uni&dtes, Florida, Monroe; -81.3689, 24.6868, United
States, Florida, Monroe; -81.3689, 24.6868, Uni&tdtes, Florida, Monroe; -81.0903, 24.7138, United
States, Florida, Monroe; -80.6380, 24.9140, Uni&dtes, Florida, Monroe; -80.4180, 25.1185, United
States, Florida, Monroe; -80.9375, 25.1383, Uni&dtes, Florida, Monroe; -80.9228, 25.1425, United
States, Florida, Monroe; -80.9056, 25.1750, Uni&dtes, Florida, Monroe; -80.8503, 25.2153, United
States, Florida, Miami-Dade; -80.7833, 25.3206,té&thiStates, Florida, Miami-Dade; -80.8339, 25.3206,
United States, Florida, Miami-Dade; -80.5844, 2889United States, Florida, Miami-Dade; -80.6567,
25.4017, United States, Florida, Miami-Dade; -805725.4400, United States, Florida, Miami-Dade; -
80.2500, 25.8170, United States, Florida, Miami-©ae0.4288, 25.9309, United States, Florida, Miami
Dade; -81.7008, 26.0532, United States, FloriddljeTp-80.4433, 26.1462, United States, Florideo\Bard;
-81.6713, 26.1551, United States, Florida, Colli&1.8044, 26.1900, United States, Florida, Callier
81.7330, 26.6830, United States, Florida, Lee;1816, 26.6964, United States, Florida, Hendry; 880,
26.7150, United States, Florida, Palm Beach; -8841@6.8920, United States, Florida, Glades; -82213
26.9529, United States, Florida, Charlotte; -8221316.9529, United States, Florida, Charlotte; 1286,
27.0061, United States, Florida, Martin; -80.2529,.1324, United States, Florida, Martin; -82.3989,
27.1649, United States, Florida, Sarasota; -81.82702010, United States, Florida, Desoto; -81.8720
27.2010, United States, Florida, Desoto; -80.31412574, United States, Florida, Saint Lucie; -8098
27.3252, United States, Florida, Okeechobee; -85427.4397, United States, Florida, Highlands; -
82.5491, 27.4878, United States, Florida, Manat82;5491, 27.4878, United States, Florida, Manatee;
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81.8091, 27.5382, United States, Florida, Hard@24590, 27.9470, United States, Florida, Hillslgty -
82.2542, 28.0792, United States, Florida, Hillslhigtg -81.3197, 28.2319, United States, Florida,e0kg -
81.3908, 28.4711, United States, Florida, Oran§#&;3108, 28.7099, United States, Florida, Seminole;
82.4692, 28.8946, United States, Florida, Citri&2.2275, 29.1808, United States, Florida, Marion; -
82.3720, 29.6133, United States, Florida, Alachw#;.6223, 30.1807, United States, Florida, Duval; -
84.2609, 30.4629, United States, Florida, Leon;28d9, 30.4629, United States, Florida, Leon; -B4238
18.3099, U.S. Virgin Islands, Saint Thomas, -6494%8.3230, U.S. Virgin Islands, Saint Thomas; -
64.8842, 18.3238, U.S. Virgin Islands, Saint Thomé4.8359, 18.3255, U.S. Virgin Islands, Saint fias;
-64.7836, 18.3306, U.S. Virgin Islands, Saint Jot@#.7820, 18.3377, U.S. Virgin Islands, Saint John
64.9922, 18.3543, U.S. Virgin Islands, Saint Thomé4.8983, 18.3551, U.S. Virgin Islands, Saint mas;
-65.0203, 18.3583, U.S. Virgin Islands, Saint Thema

Phelsuma parkeri

39.6530, -5.4340, Tanzania, Kusini-Pemba, Mkoahipkdcho; 39.7530, -5.3030, Tanzania, Kusini-
Pemba, Chakechake, Chonga; 39.6940, -5.3760, Tianzdosini-Pemba, Mkoani, Kangani; 39.7170, -
5.3960, Tanzania, Kusini-Pemba, Mkoani, Kengejai7390, -5.4220, Tanzania, Kusini-Pemba, Mkoani,
Kengeja; 39.7300, -5.4330, Tanzania, Kusini-PerMiayani, Kengeja; 39.7140, -5.4080, Tanzania, Kusini
Pemba, Mkoani, Kengeja; 39.7100, -5.3870, Tanzdfiajni-Pemba, Mkoani, Kengeja; 39.7220, -5.0600,
Tanzania, Kaskazini-Pemba, Wete, Kipangani; 39.86%0510, Tanzania, Kaskazini-Pemba, Wete, Kiuyu;
39.7060, -4.9640, Tanzania, Kaskazini-Pemba, MigmwKonde; 39.7060, -4.9640, Tanzania, Kaskazini-
Pemba, Micheweni, Konde; 39.7060, -4.9640, Tanzdt@skazini-Pemba, Micheweni, Konde; 39.7210, -
4.9450, Tanzania, Kaskazini-Pemba, Micheweni, Kor27150, -4.9420, Tanzania, Kaskazini-Pemba,
Micheweni, Konde; 39.7390, -4.9670, Tanzania, KaskéPemba, Micheweni, Konde; 39.6830, -4.9230,
Tanzania, Kaskazini-Pemba, Micheweni, Makangale6@&®0, -5.3750, Tanzania, Kusini-Pemba, Mkoani,
Mbuguani; 39.7370, -4.9990, Tanzania, Kaskazini®P&mMicheweni, Mgogoni; 39.7370, -4.9990,
Tanzania, Kaskazini-Pemba, Micheweni, Mgogoni; 38( -5.0410, Tanzania, Kaskazini-Pemba,
Micheweni, Mgogoni; 39.6680, -5.3990, Tanzania, iKuPemba, Mkoani, Mkanyageni; 39.7560, -4.9220,
Tanzania, Kaskazini-Pemba, Micheweni, Msuka; 39078%.3740, Tanzania, Kusini-Pemba, Mkoani,
Mtangani; 39.7770, -5.3670, Tanzania, Kusini-Pemid&pani, Mtangani; 39.7310, -5.4350, Tanzania,
Kusini-Pemba, Mkoani, Muambe; 39.8000, -5.2620, ZBaie, Kusini-Pemba, Chakechake, Mvumoni;
39.6460, -5.3690, Tanzania, Kusini-Pemba, Mkoargpmbeni; 39.8000, -5.1840, Tanzania, Kaskazini-
Pemba, Wete, Ole; 39.8010, -5.1870, Tanzania, KagskBemba, Wete, Ole; 39.8070, -5.1880, Tanzania,
Kaskazini-Pemba, Wete, Ole; 39.8120, -5.1840, Taiazdaskazini-Pemba, Wete, Ole; 39.8220, -5.1700,
Tanzania, Kaskazini-Pemba, Wete, Ole; 39.822078R1Tanzania, Kaskazini-Pemba, Wete, Ole; 39.7760,
-5.0970, Tanzania, Kaskazini-Pemba, Wete, Piki7@30, -5.0870, Tanzania, Kaskazini-Pemba, Wete; Pik
39.8160, -5.0430, Tanzania, Kaskazini-Pemba, Wattengejuu; 39.7620, -5.2270, Tanzania, Kusini-Pemba
Chakechake, Tibirinzi; 39.8020, -4.9650, Tanzaaskazini-Pemba, Micheweni, Tumbe; 39.7610, -5.3450
Tanzania, Kusini-Pemba, Mkoani, Ukutini; 39.7568,0720, Tanzania, Kaskazini-Pemba, Wete, Utaani;
39.6740, -5.3050, Tanzania, Kusini-Pemba, MkoangnWaa; 39.8060, -5.0180, Tanzania, Kaskazini-
Pemba, Micheweni, Wingwi Mapofu; 39.8180, -5.03%@nzania, Kaskazini-Pemba, Micheweni, Wingwi
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Njuguni; 39.8180, -5.0350, Tanzania, Kaskazini-Pa@mMdicheweni, Wingwi Njuguni; 39.7780, -5.1920,

Tanzania, Kusini-Pemba, Chakechake, Ziwani.

Trachemys scriptanative

-104.6700, 34.9100, United States, New Mexico, @lgme; -104.5700, 32.0000, United States,
Texas, Culberson; -104.5300, 32.9400, United Stdtesv Mexico, Eddy; -104.5000, 32.0700, United
States, New Mexico, Eddy; -104.4200, 32.4800, Uni&tates, New Mexico, Eddy; -104.4100, 34.0700,
United States, New Mexico, Debaca; -104.4100, 3®70Jnited States, New Mexico, San Miguel; -
104.4000, 33.4500, United States, New Mexico, ChavE04.3900, 33.4000, United States, New Mexico,
Chaves; -104.3800, 32.0700, United States, New &dextddy; -104.3600, 33.2000, United States, New
Mexico, Chaves; -104.3400, 32.0500, United Stadtesy Mexico, Eddy; -104.3400, 33.3400, United States
New Mexico, Chaves; -104.3300, 33.3600, UnitedeStaNew Mexico, Chaves; -104.3100, 32.1000, United
States, New Mexico, Eddy; -104.2900, 32.0000, Uhigtates, Texas, Culberson; -104.2700, 32.5000,
United States, New Mexico, Eddy; -104.2500, 32.Q000@ited States, Texas, Culberson; -104.2500,
32.4900, United States, New Mexico, Eddy; -104.238R.1500, United States, New Mexico, Eddy; -
104.2300, 32.4900, United States, New Mexico, Edti§4.2300, 35.4600, United States, New Mexico, San
Miguel; -104.2200, 32.4100, United States, New MexiEddy; -104.2200, 32.4200, United States, New
Mexico, Eddy; -104.1900, 32.2200, United StateswNéexico, Eddy; -104.1900, 35.4000, United States,
New Mexico, San Miguel; -104.1800, 35.4100, UnitBthtes, New Mexico, San Miguel; -104.1700,
35.4200, United States, New Mexico, San Miguel4-1600, 32.3900, United States, New Mexico, Eddy; -
104.1500, 32.3900, United States, New Mexico, Edd@4.0800, 32.1900, United States, New Mexico,
Eddy; -104.0600, 32.0200, United States, New Mexiéddy; -104.0200, 32.0400, United States, New
Mexico, Eddy; -104.0000, 31.0000, United Statesgabe Jeff Davis; -103.9900, 32.0300, United States,
New Mexico, Eddy; -103.7200, 35.9600, United StaMsw Mexico, Harding; -103.3100, 36.0500, United
States, New Mexico, Union; -101.9500, 33.7600, &thiBtates, Texas, Lubbock; -101.7300, 32.4200e0nit
States, Texas, Martin; -101.3240, 37.5910, UniteedeS, Kansas, Grant; -101.3240, 37.5910, UnitateSt
Kansas, Grant; -100.9910, 37.9740, United StateBs)sis, Finney; -100.9910, 37.9740, United States,
Kansas, Finney; -100.8940, 37.0690, United Stf@sisas, Seward; -100.8940, 37.0690, United States,
Kansas, Seward; -100.7790, 37.1410, United St#assas, Seward; -100.7790, 37.1410, United States,
Kansas, Seward; -100.5600, 38.0680, United Std#tassas, Finney; -100.5600, 38.0680, United States,
Kansas, Finney; -100.3540, 37.7990, United States)sas, Gray; -100.3540, 37.7990, United States,
Kansas, Gray; -100.3000, 37.2000, United States)s&s Meade; -100.1860, 37.7800, United States,
Kansas, Ford; -100.1860, 37.7800, United Stateas&s, Ford; -100.1500, 38.3700, United States, &ans
Ness; -100.1500, 38.3700, United States, Kansass;Nel00.0820, 38.0490, United States, Kansas,
Hodgeman; -100.0820, 38.0490, United States, Karldagdgeman; -100.0010, 38.0690, United States,
Kansas, Hodgeman; -100.0010, 38.0690, United St#tessas, Hodgeman; -100.0010, 38.0690, United
States, Kansas, Hodgeman; -100.0000, 38.0690, dUrStates, Kansas, Hodgeman; -99.9920, 38.5420,
United States, Kansas, Ness; -99.8100, 31.5300eti8tates, Texas, Concho; -99.7800, 30.9100, dnite
States, Texas, Menard; -99.7770, 37.0460, UnitateSt Kansas, Clark; -99.7300, 33.1500, UnitedeStat
Texas, Haskell; -99.7140, 38.7940, United Statesdds, Trego; -99.7120, 29.5530, United Statesaslex
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Uvalde; 99.6850, 37.3100, United States, Kansaakt99.5700, 38.5800, United States, Kansas, Rush
99.5700, 39.6600, United States, Kansas, Phill4200, 27.7900, United States, Texas, Webb429m,
31.8200, United States, Texas, Coleman; -99.27@09000, United States, Texas, Zapata; -99.2240,
38.1820, United States, Kansas, Pawnee; -99.1710280, United States, Kansas, Comanche; -99.1700,
33.1700, United States, Texas, Throckmorton; -90138.7140, United States, Kansas, Ellis; -99.1510
38.7140, United States, Kansas, Ellis; -99.14702180, United States, Kansas, Comanche; -99.1470,
37.2180, United States, Kansas, Comanche; -99.0&03400, United States, Texas, Eastland; -98.9630,
37.1310, United States, Kansas, Barber; -98.92202620, United States, Kansas, Barber; -98.7870,
39.5260, United States, Kansas, Osborne; -98.789®5260, United States, Kansas, Osborne; -98.7300,
29.2600, United States, Texas, Bexar; -98.724@730, United States, Kansas, Barber; -98.7100,980,1
United States, Texas, San Saba; -98.6700, 30.Utited States, Texas, Llano; -98.6500, 37.0640tddni
States, Kansas, Barber; -98.6280, 37.1230, Unitatt§ Kansas, Barber; -98.5830, 37.3010, UnitateSt
Kansas, Barber; -98.5100, 37.3000, United Statass&s, Barber; -98.4900, 39.4260, United Statessésa
Osborne; -98.4200, 30.0900, United States, Texdsnd®; -98.3230, 39.5100, United States, Kansas,
Mitchell; -98.2900, 32.7600, United States, Texaalo Pinto; -98.2600, 26.1000, United States, Texas
Hidalgo; -98.1450, 27.2250, United States, Texa®oks; -98.1200, 32.6600, United States, Texasp Pal
Pinto; -98.1120, 37.1920, United States, Kansagpéta-98.0800, 26.1700, United States, Texas, Igada
97.9600, 32.6100, United States, Texas, Parker929pD, 38.0900, United States, Kansas, Reno; -00,84
28.8100, United States, Texas, Karnes; -97.8226688, United States, Kansas, Saline; -97.770@52D,
United States, Texas, San Patricio; -97.7430, 3@2®&nited States, Texas, Travis; -97.6100, 31.5400
United States, Texas, Coryell; -97.5570, 30.2680itdd States, Texas, Travis; -97.5200, 34.9000tedni
States, Oklahoma, McClain; -97.4000, 30.5700, Wn8&ates, Texas, Williamson; -97.3500, 35.0140tedhi
States, Oklahoma, McClain; -97.3100, 30.1100, UnBtates, Texas, Bastrop; -97.2700, 28.3000, United
States, Texas, Refugio; -97.0830, 37.0780, UnitateS, Kansas, Cowley; -97.0000, 28.8000, UnitedeSt
Texas, Victoria; -96.9700, 30.8500, United Stafeesxas, Milam; -96.8800, 32.7100, United States,aBex
Dallas; -96.8680, 37.0490, United States, Kansasl€y; -96.8600, 29.6910, United States, Texasefay
-96.8010, 33.7210, United States, Texas, Grayse®,7740, 33.6920, United States, Texas, Grayson; -
96.7700, 32.2900, United States, Texas, Ellis;6B80, 33.7740, United States, Texas, Grayson; 206.6
33.0500, United States, Texas, Collin; -96.60906330, United States, Texas, Grayson; -96.5308088,
United States, Texas, Grayson; -96.4820, 36.0030ted States, Oklahoma, Creek; -96.4500, 32.9300,
United States, Texas, Rockwall; -96.4290, 30.5480ited States, Texas, Burleson; -96.4130, 33.6220,
United States, Texas, Grayson; -96.3800, 32.510titet) States, Texas, Kaufman; -96.3340, 30.6280,
United States, Texas, Brazos; -96.1600, 38.650@etrStates, Kansas, Lyon; -96.1500, 30.3200, dnite
States, Texas, Washington; -96.1000, 29.3100, Uriiates, Texas, Wharton; -96.0700, 31.8400, United
States, Texas, Freestone; -95.9550, 37.0260, USies, Kansas, Montgomery; -95.9280, 37.3980edni
States, Kansas, Wilson; -95.8720, 36.0920, UnitedeS, Oklahoma, Tulsa; -95.8500, 36.9700, United
States, Oklahoma, Washington; -95.6700, 32.600GtedrStates, Texas, Van Zandt; -95.4300, 32.9200,
United States, Texas, Wood; -95.3390, 37.4170,ddn8tates, Kansas, Neosho; -95.3230, 37.6010, dJnite
States, Kansas, Neosho; -95.2790, 38.5710, Unitattss Kansas, Franklin; -95.2320, 37.0620, United
States, Kansas, Labette; -95.1950, 39.8800, UrSttes, Kansas, Doniphan; -95.1950, 39.8800, United
States, Kansas, Doniphan; -95.1800, 37.5340, Urttiades, Kansas, Neosho; -95.1680, 37.1630, United
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States, Kansas, Labette; -95.1650, 37.1630, USitates, Kansas, Labette; -95.1520, 37.4780, USSitatbs,
Kansas, Neosho; -95.1520, 37.1280, United Statesis&s, Labette; -95.0820, 37.1660, United States,
Kansas, Labette; -95.0700, 37.1800, United Statemsas, Cherokee; -94.8910, 29.8480, United States,
Texas, Chambers; -94.8700, 29.2700, United Stdtesas, Galveston; -94.8370, 38.5690, United States,
Kansas, Miami; -94.8080, 37.3300, United Statesndéa, Cherokee; -94.7800, 36.8500, United States,
Oklahoma, Ottawa; -94.7610, 38.3500, United Stakemsas, Linn; -94.7580, 33.9510, United States,
Oklahoma, McCurtain; -94.7030, 37.8370, United &tatKansas, Bourbon; -94.6950, 37.0750, United
States, Kansas, Cherokee; -94.6900, 38.0640, UStimes, Kansas, Linn; -94.6400, 37.8560, UnitedeSt
Kansas, Bourbon; -94.6360, 37.0410, United Stdfesisas, Cherokee; -94.4400, 32.8800, United States,
Texas, Marion; -94.3400, 32.7400, United Statexa$eMarion; -94.3200, 32.5400, United States, $exa
Harrison; -94.2500, 39.7600, United States, MissdDe Kalb; -94.1100, 40.5800, United States, lowa,
Ringgold; -94.0600, 33.1900, United States, Te&ass; -94.0000, 31.0000, United States, Texasedasp
93.9600, 36.6300, United States, Missouri, Bai9$,8400, 31.3400, United States, Texas, Sabine3498,
31.5900, United States, Texas, Shelby; -93.8100408®, United States, Missouri, Henry; -93.8000,
36.6500, United States, Missouri, Barry; -93.768D2400, United States, Texas, Sabine; -93.7508480,
United States, Texas, Newton; -93.4570, 30.2360tedrStates, Louisiana, Calcasieu; -93.3200, 3@100
United States, Louisiana, Calcasieu; -93.1600, &My United States, Missouri, Linn; -93.0800, 3004
United States, Louisiana, Natchitoches; -92.780D57200, United States, Missouri, Putnam; -92.5700,
30.2600, United States, Louisiana, Acadia; -92.43103220, United States, Louisiana, Rapides; X0
32.7500, United States, Louisiana, Union; -92.08102240, United States, Louisiana, Lafayette;3900,
37.5500, United States, Missouri, Texas; -91.8907800, United States, Arkansas, Lonoke; -91.8200,
29.9900, United States, Louisiana, Iberia; -91.76881300, United States, Missouri, Audrain; -98503
35.2510, United States, Arkansas, White; -91.73%06500, United States, Missouri, Monroe; -91.7000,
30.2100, United States, Louisiana, Saint Martinl.6800, 40.4200, United States, Missouri, Clark; -
91.6700, 35.7300, United States, Arkansas, Indepeoe] -91.4300, 30.7300, United States, Louisiana,
Pointe Coupee; -91.4200, 31.5600, United Statessistippi, Adams; -91.3400, 34.0200, United States,
Arkansas, Arkansas; -91.2500, 32.0500, United Stateuisiana, Tensas; -91.2300, 31.2220, UniteteSta
Mississippi, Wilkinson; -91.1800, 30.4450, Unitetht®s, Louisiana, East Baton Rouge; -91.1600, 80,33
United States, Louisiana, West Baton Rouge; -90133.7300, United States, Mississippi, Bolivar; -
91.1300, 41.3700, United States, lowa, Muscati@&;1-100, 40.8000, United States, lowa, Des Moires;
91.1100, 30.2900, United States, Louisiana, Iblen4D1.1000, 34.7300, United States, Arkansas, iglan
91.0700, 33.5900, United States, Mississippi, Boliv90.9400, 40.2000, United States, lllinois, Etak; -
90.8000, 29.7600, United States, Louisiana, Lafeere90.7400, 36.6100, United States, Missouri]eRip-
90.7200, 29.7500, United States, Louisiana, Laflerc-90.7000, 32.8500, United States, Mississippi,
Yazoo; -90.6200, 39.1500, United States, lllinad@mlhoun; -90.5800, 35.8100, United States, Arkansas
Craighead; -90.4290, 30.3970, United States, Lanéi Tangipahoa; -90.3800, 34.6800, United States,
Mississippi, Tunica; -90.2600, 39.9600, United &atlllinois, Cass; -90.2420, 30.4370, United State
Louisiana, Saint Tammany; -90.1900, 37.2100, Unigtdtes, Missouri, Bollinger; -90.1670, 35.8800,
United States, Arkansas, Mississippi; -90.15009@90, United States, Louisiana, Jefferson; -90.1400
36.4500, United States, Arkansas, Clay; -90.12@091D0, United States, Louisiana, Orleans; -90.1200
32.4600, United States, Mississippi, Madison; -80@ 39.7200, United States, lllinois, Morgan; 93M0,
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35.2400, United States, Tennessee, Shelby; -89,8856920, United States, Louisiana, Saint Tammany;
89.8500, 29.8600, United States, Louisiana, Saemn&d; -89.8500, 35.1500, United States, Tenngssee
Shelby; -89.8500, 39.8400, United States, lllin@angamon; -89.8100, 35.4100, United States, Teanes
Tipton; -89.7600, 38.9800, United States, lllinoMadison; -89.7500, 40.7400, United States, Ilknoi
Peoria; -89.5800, 40.7100, United States, lllind?goria; -89.4400, 35.2300, United States, Tenmpesse
Fayette; -89.3300, 40.4800, United States, lllindszewell; -89.3100, 33.8500, United States, M&ppi,
Calhoun; -89.2000, 35.3600, United States, Teneessgyette; -89.1900, 36.2400, United States, Tesa®e
Obion; -89.1800, 36.5700, United States, Kentudkylton; -89.0900, 41.3300, United States, Illindis,
Salle; -88.9800, 40.3700, United States, lllinMsLean; -88.9600, 40.1500, United States, lllin@is, Witt;
-88.8000, 32.5800, United States, Mississippi, Kemp88.8000, 33.4500, United States, Mississippi,
Oktibbeha; -88.7300, 37.0100, United States, KeytudicCracken; -88.7100, 31.9700, United States,
Mississippi, Clarke; -88.6400, 42.4400, United &atllinois, McHenry; -88.5400, 39.1200, Unitechi8s,
Illinois, Effingham; -88.4700, 39.5200, United @t lllinois, Coles; -88.4100, 36.2000, United &sat
Tennessee, Henry; -88.3070, 33.2680, United Stafkssissippi, Noxubee; -88.2300, 36.9400, United
States, Kentucky, Marshall; -88.1800, 41.8700, éhiStates, lllinois, Dupage; -88.0950, 33.2640tethi
States, Alabama, Pickens; -88.0400, 38.6500, Uriitiades, lllinois, Richland; -88.0330, 30.6930, t&di
States, Alabama, Mobile; -87.9700, 34.7500, Unidtes, Alabama, Colbert; -87.9300, 36.8900, United
States, Kentucky, Trigg; -87.8900, 32.3800, Unigtdtes, Alabama, Marengo; -87.7970, 32.3070, United
States, Alabama, Marengo; -87.7800, 39.3600, Un8tates, lllinois, Clark; -87.7200, 41.8400, United
States, lllinois, Cook; -87.6800, 33.1030, Unitedt&s, Alabama, Tuscaloosa; -87.6800, 33.1940,ednit
States, Alabama, Tuscaloosa; -87.6410, 33.1190QetiBtates, Alabama, Tuscaloosa; -87.6080, 33.1660,
United States, Alabama, Tuscaloosa; -87.6050, 89,78nited States, lllinois, Edgar; -87.5950, 3300
United States, Alabama, Hale; -87.5800, 39.5800tedrStates, Illinois, Edgar; -87.5700, 33.2110jté&th
States, Alabama, Tuscaloosa; -87.5440, 32.605aeti8tates, Alabama, Hale; -87.5330, 32.5940, dnite
States, Alabama, Hale; -87.5230, 33.1940, UnitedeSt Alabama, Tuscaloosa; -87.3170, 32.6340, tnite
States, Alabama, Perry; -87.2500, 34.1400, UnitedeS, Alabama, Winston; -87.0000, 35.0000, United
States, Tennessee, Giles; -87.0000, 36.0000, UiStates, Tennessee, Williamson; -86.9470, 34.6790,
United States, Alabama, Limestone; -86.9100, 33330nited States, Alabama, Jefferson; -86.7900,
33.9300, United States, Alabama, Blount; -86.588®.,1100, United States, Alabama, Shelby; -86.5700,
34.7400, United States, Alabama, Madison; -86.536(B300, United States, Tennessee, Lincoln; -@051
34.7450, United States, Alabama, Madison; -86.45704320, United States, Alabama, Covington; -
86.3100, 32.5300, United States, Alabama, EIm@e;2980, 34.3620, United States, Alabama, Marshall;
86.1400, 34.2400, United States, Alabama, Marskef;0890, 33.9730, United States, Alabama, Etowah;
86.0700, 31.4800, United States, Alabama, Coff@@;0200, 33.6070, United States, Alabama, Calheun;
86.0200, 36.5200, United States, Tennessee, Ma86r8280, 33.6640, United States, Alabama, Calheun;
85.5970, 33.6590, United States, Alabama, Clebw8®4400, 34.2400, United States, Georgia, Floyd;
85.3000, 37.3000, United States, Kentucky, Tayi86.1300, 33.1500, United States, Georgia, Troup; -
85.0700, 33.1000, United States, Georgia, Troup;0:80, 38.0000, United States, Kentucky, Anderson;
84.9900, 37.9300, United States, Kentucky, Anderse#.9300, 32.4200, United States, Georgia,
Muscogee; -84.7800, 33.6800, United States, GeorBieuglas; -84.7100, 35.6800, United States,
Tennessee, Meigs; -84.5100, 33.6900, United St&lesygia, Fulton; -84.4800, 33.8000, United States,
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Georgia, Fulton; -84.4600, 33.4100, United Statesprgia, Fayette; -84.4080, 30.3990, United States,
Florida, Leon; -84.3550, 34.0280, United StatesprGie, Fulton; -84.3470, 30.4050, United Statesrif,
Leon; -84.3330, 30.4670, United States, Floridayn;e84.2900, 33.7700, United States, Georgia, lieka
84.2700, 38.0400, United States, Kentucky, Cla8i;2400, 35.8000, United States, Tennessee, Loudon;
84.2100, 37.2900, United States, Kentucky, Law®4.0700, 32.0100, United States, Georgia, Sumter;
84.0600, 34.3800, United States, Georgia, Dawst$13800, 32.9000, United States, Georgia, Wilkinson
82.8390, 34.6780, United States, South Carolireke®is; -82.6700, 38.6400, United States, Ohio, bave;
-82.5400, 37.3700, United States, Kentucky, PiB2.4700, 32.8700, United States, Georgia, Jefferson
82.3500, 31.7900, United States, Georgia, Appli8g,2430, 32.8070, United States, Georgia, Emanuel,
82.0000, 34.0000, United States, South Carolin@e@rood; -81.9500, 32.3900, United States, Georgia,
Candler; -81.1200, 31.9300, United States, Geo@ratham; -81.1000, 32.0000, United States, Georgia
Chatham; -80.3300, 35.6200, United States, Nortiol®a@, Rowan; -80.0000, 35.0000, United StatestiNo
Carolina, Anson; -80.0000, 36.0000, United Staitésrth Carolina, Guilford; -78.6420, 35.8210, United
States, North Carolina, Wake; -78.6100, 36.5900tddrStates, Virginia, Mecklenburg; -78.5100, 39@3
United States, North Carolina, Wake; -78.3060, 860 United States, Virginia, Mecklenburg; -78.0440
34.0420, United States, North Carolina, Brunswieky.4310, 34.7540, United States, North Carolina,
Onslow; -77.1260, 36.9070, United States, Virgirassex; -76.2900, 36.8400, United States, Virginia
Norfolk; -76.1500, 36.8200, United States, VirginMirginia Beach; -75.8870, 36.5810, United States,

Virginia, Virginia Beach.

Trachemys scriptanvasive

-0.4000, 40.2100, Espafia, Comunidad Valencianatelias Alt Millars, Villahermosa del Rio; -
55.9690, -20.5110, Brazil, Mato Grosso do Sul, A&aeis, Anastcio; -49.3330, -16.8280, Brazil, Goias,
Aparecida de Goiania, Aparecida de Goiania; -48267.3170, Brazil, Tocantins, Araguaina, Araguaina
43.4080, -22.7890, Brazil, Rio de Janeiro, Novaatmy Banco de Areia; -43.4690, -22.8780, Braziy &
Janeiro, Rio de Janeiro, Bangu; -49.0890, -27.0B&dail, Santa Catarina, Blumenau, Blumenau; -43090
15.8250, Brazil, Distrito Federal, Brasilia, Brél-42.8890, -22.8360, Brazil, Rio de Janeirobdtai,
Cabucu; -43.5670, -22.7810, Brazil, Rio de Janéillmya Iguacu, CabucU; -54.7470, -20.5280, Brazitd1
Grosso do Sul, Campo Grande, Campo Grande; -52.599F 830, Brazil, Rio Grande do Sul, Candelaria,
Candelaria; -52.4190, -31.8110, Brazil, Rio GraddeSul, Capitdo, Capao do Leédo; -51.2560, -29.2690,
Brazil, Rio Grande do Sul, Caxias do Sul, Caxiassdg -43.2000, -21.5330, Brazil, Minas Gerais, &5di,
Goiana; 105.8500, 21.0330, Vietnam; -43.7860, €207 Brazil, Rio de Janeiro, Itaguali, Ibituporanga;
43.7670, -22.7030, Brazil, Rio de Janeiro, ItagUgtuporanga; -43.9250, -22.9060, Brazil, Rio daeiro,
Mangaratiba, Itacurussa; -43.4170, -22.9440, Br&id de Janeiro, Rio de Janeiro, Jagarepagudt 640, -
19.3530, Brazil, Espirito Santo, Linhares, Linhard4.1390, -22.9750, Brazil, Rio de Janeiro, Maagha,
Mangaratiba; -48.9250, -25.5810, Brazil, Parana,rstes, Morretes; -16.6400, 28.2700, Espafia, Islas
Canarias, Las Palmas, La Orotava; -15.5800, 28,0B6pafa, Islas Canarias, Las Palmas, Vega de San
Mateo; 1.8000, 41.5000, Espafia, Catalufia, Barcelaaquefa; -6.1830, 38.9830, Espafia, Extremadura,
Badajoz, Mérida; 4.0000, 40.0000, Espafia, Islagd3ak, Baleares, Ferreries; -43.9860, -19.978ilBra
Minas Gerais, Belo Horizonte, Oeste; 7.8170, 48)56Deutschland, Baden-Wirttemberg, Freiburg,
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Ortenaukreis; -48.3890, -10.2190, Brazil, TocantiPalmas, Palmas; -48.3500, -9.9580, Brazil, Tacant
Palmas, Palmas; -43.7860, -22.6810, Brazil, RioJdeeiro, Paracambi, Paracambi; -43.4530, -22.8470,
Brazil, Rio de Janeiro, Rio de Janeiro, Realen§®;2610, -32.2720, Brazil, Rio Grande do Sul, Riar@le,

Rio Grande; -49.3830, -25.4830, Brazil, Paranajtibar Santa Felicidade; -43.0560, -22.5810, Brazib

de Janeiro, Magé, Santo Aleixo; -43.3670, -22.8@3@zil, Rio de Janeiro, S80 Jodo de Meriti, S&DJte
Meriti; -42.7420, -22.7830, Brazil, Rio de Janeifangua, Tangua; -42.8860, -5.1420, Brazil, Goiason,
Timon; -46.7310, -23.6250, Brazil, S&o Paulo, Saol® Vila Andrade; -54.5780, -25.5970, Argentina,
Misiones, Iguaz(; 151.2000, -33.8830, AustraliawNsouth Wales, Sydney; -64.6230, 18.4270, British
Virgin Islands; -64.4400, 18.4450, British Virgislands; 0.6830, 47.3830, France, Centre, IndreeifelL
1.4330, 43.6000, France, Midi-Pyrénées, Haute-Garpi2.3830, 48.9170, France, lle-de-France, Seine-
Saint-Denis; 2.5000, 48.9500, France, Ile-de-Fran8eine-Saint-Denis; 4.0670, 44.1170, France,
Languedoc-Roussillon, Gard; 4.7500, 44.5500, Fraiigne-Alpes, Dréme; 9.0000, 42.0000, France,
Corse, Corse-Du-Sud; -61.5830, 16.2500, GuadeloBpsse-Terre, -92.1830, 14.5170, Guatemala, San
Marcos, Ocos; -88.2400, 14.8460, Honduras, SantaaBa Santa Barbara; -86.6330, 14.0000, HondHtas,
Paraiso, Jacaleapa; 112.1500, -7.5670, Indonesia Jimur, Jombang; 8.0000, 45.0000, Italia, Pigmon
Asti; 8.8330, 44.5000, Italia, Liguria, Genoa; 9080 45.6600, Italia, Lombardia, Bergamo; 11.0000,
44,7500, ltalia, Emilia-Romagna, Modena; 12.0330,5@00, Italia, Emilia-Romagna, Ravenna; 12.4830,
41.9000, ltalia, Lazio, Rome; 12.5000, 42.0000jdtd.azio, Rome; 12.9000, 41.4830, Italia, Ladiatina,;
13.4330, 46.0830, Italia, Friuli-Venezia Giulia, ioe; 13.7500, 42.2500, Italia, Abruzzo, L'Aquilat.4800,
41.6300, Italia, Molise, Campobasso; 16.2500, 41029talia, Apulia, Barletta-Andria-Trani; 16.5000,
40.5000, lItalia, Basilicata, Matera; 16.5000, 39@0ltalia, Calabria, Catanzaro; -111.0610, 24.8750
México, Baja California Sur, Comondu; -109.8910,8180, México, Sonora, Cajeme; -108.8870, 26.9490,
México, Sonora, Alamos; -108.6940, 26.9030, MéxiSonora, Alamos; -103.0000, 29.0000, México,
Coahuila, Ocampo; 128.1830, 26.7000, Nippon, Sag8;3330, 28.2500, Nippon, Saga; 126.7830, 26.3330,
Nippon, Saga; 131.2500, 25.8330, Nippon, Saga;3B3D, 24.7830, Nippon, Saga; -66.5040, 18.0660,
Puerto Rico, Juana Diaz; -66.5410, 17.9860, Piido, Ponce; -65.3010, 18.3050, Puerto Rico, Catebr
65.8280, 18.1520, Puerto Rico, Humacao; 13.6100630®, Republika Slovenija, Obalno-kraska, 1zola;
22.7100, 42.9300, Serbia, Pirotski, Dimitrovgra@d3B560, 1.2930, Singapore, 120.6170, 24.0670, draiw
Taiwan, Changhwa; 121.0000, 24.0000, Taiwan, Tajwdantou; 121.1170, 24.9000, Taiwan, Taiwan,
Taoyuan; 121.2830, 25.0500, Taiwan, Taiwan, Taip&il.4500, 25.0000, Taiwan, Taipei, Taipei City;
100.5170, 13.7500, Thailand, Bangkok MetropolighBa Wan; 27.3010, 37.0380, Turkey, Mugla; -2.1430,
50.7100, United Kingdom, England, Dorset; -2.0030,6200, United Kingdom, England, Dorset; -1.8570,
51.6090, United Kingdom, England, Wiltshire; -1.8652.3270, United Kingdom, England, Warwickshire;
-0.7100, 51.3320, United Kingdom, England, Surré&$;7.9340, 21.3360, United States, Hawaii, Honglulu
157.8070, 21.3120, United States, Hawaii, Honoltl5;7.7380, 21.3730, United States, Hawaii, Honplul
157.7170, 21.3830, United States, Hawaii, Honoltl@22.2140, 40.4170, United States, California,s&ha
121.1500, 38.6500, United States, California, Saergo; -119.6630, 34.4190, United States, Califgrni
Santa Barbara; -118.8660, 34.1370, United Statakfo@hia, Ventura; -117.8870, 33.8870, United &sat
California, Orange; -113.0000, 33.0000, United &tatArizona, Maricopa; -112.0000, 33.0000, United
States, Arizona, Pinal; -111.9330, 33.4500, Uni&ates, Arizona, Maricopa; -111.8900, 40.7300, éthit
States, Utah, Salt Lake; -108.7100, 32.7100, Urttedes, New Mexico, Grant; -108.5800, 39.0850;edhi
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States, Colorado, Mesa; -107.1900, 33.2500, UiStates, New Mexico, Sierra; -107.1700, 33.2000tedhi
States, New Mexico, Sierra; -107.0600, 33.4900tddhStates, New Mexico, Socorro; -107.0000, 33.0000
United States, New Mexico, Sierra; -107.0000, 3@0)QJnited States, New Mexico, Socorro; -106.9100,
33.7600, United States, New Mexico, Socorro; -1080 33.8050, United States, New Mexico, Socorro; -
106.9000, 33.8300, United States, New Mexico, So¢ei06.9000, 34.1200, United States, New Mexico,
Socorro; -106.8900, 33.8100, United States, Newibde)xSocorro; -106.8800, 33.8200, United Statesy Ne
Mexico, Socorro; -106.6000, 35.0800, United StalMesy Mexico, Bernalillo; -106.0000, 32.0000, United
States, Texas, El Paso; -106.0000, 34.0000, Urtitiales, New Mexico, Socorro; -106.0000, 35.0000,
United States, New Mexico, Torrance; -105.03506860, United States, Colorado, Denver; -104.3700,
29.5600, United States, Texas, Presidio; -102.0B809680, United States, Kansas, Wallace; -99.8300,
40.9800, United States, Nebraska, Dawson; -93.66D6000, United States, lowa, Polk; -91.6600, 3200
United States, lowa, Linn; -86.0000, 39.0000, Whif&tates, Indiana, Jackson; -85.7920, 40.4540eUnit
States, Indiana, Grant; -84.5000, 42.7000, UniteateS, Michigan, Ingham; -84.3200, 42.2300, United
States, Michigan, Jackson; -83.3670, 40.2330, dristates, Ohio, Union; -83.0010, 29.2730, UniteateSt
Florida, Levy; -82.8000, 27.8000, United Statesyridh, Pinellas; -82.7650, 29.9820, United Staféwida,
Suwannee; -82.7000, 33.2100, United States, Gedad#scock; -82.6880, 27.7150, United States, &gri
Pinellas; -82.5000, 27.7000, United States, Florididisborough; -82.3320, 30.3860, United Statderifia,
Baker; -81.3500, 28.4680, United States, Floridan@e; -81.0000, 29.1500, United States, Floriddyu§a;
-80.8110, 27.8300, United States, Florida, Breva8@;2530, 25.8440, United States, Florida, Miaradb; -
80.2000, 26.0700, United States, Florida, Browar..0000, 38.0000, United States, Virginia, Essex;
77.0000, 39.0000, United States, Maryland, Montgymer5.0000, 40.5000, United States, New Jersey,
Hunterdon; -74.4800, 40.8200, United States, Nemeye Morris; -74.1400, 41.1910, United States, New
York, Rockland; -73.1820, 41.2090, United Statesnii&cticut, Fairfield; -73.0090, 41.3520, Unitedt8s,

Connecticut, New Haven.
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