Neuronavigation accuracy dependence on CT and MR imaging parameters: a phantom-based study
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Abstract

Clinical benefits from neuronavigation are well established. However, the complexity of its technical environment requires a careful evaluation of different types of errors. In this work, a detailed phantom study which investigates the accuracy in a neuronavigation procedure is presented. The dependence on many different imaging parameters, such as field of view, slice thickness and different kind of sequences (sequential and spiral for CT, T1-weighted and T2-weighted for MRI), is quantified. Moreover, data based on CT images are compared to those based on MR images, taking into account MRI distortion. Finally, the contributions to global accuracy coming from image acquisition, registration and navigation itself are discussed. Results demonstrate the importance of imaging accuracy. Procedures based on CT proved to be more accurate than procedures based on MRI. In the former, values from 2 to 2.5 mm are obtained for 95% fractiles of cumulative distribution of Euclidean distances between the intended target and the reached one while, in the latter, the measured values range from 3 to 4 mm. The absence of imaging distortion proved to be crucial for registration accuracy in MR-based procedures.

1. Introduction

During an open neurosurgical procedure, imaging information transposition to the operating field is becoming an important and complex step, in particular after craniotomy. Complexity is mainly due to the developments in contemporary neuroimaging, which has achieved a great level of detail, not only from a morphological point of view (CT, MRI), but also from a functional one (PET, SPECT, functional-MRI) (Dorward et al 1999, Vannier and Haller 1999). Neuronavigation, which has become a normal procedure in clinical settings, represents
a great help in this process, allowing a direct transposition of imaging information in the surgical field: in practice the device correlates the patient’s reference system with the imaging one, and shows the image of the operating tools directly in the diagnostic images. Nowadays, image guidance advantages and clinical benefits are well established and reported.

However, the complexity of the neuronavigator’s technical environment, and of image guidance in general, requires a specific knowledge of the device’s limitations. In particular, the use of a localization system requires a careful definition and evaluation of different types of errors and their sources. The neurosurgeon needs to know the reliability level of his device’s data from precision and bias values, choosing either to strictly follow those indications, or to proceed considering them as general hints. Unfortunately, these values are not available during surgery.

In a navigation procedure there are different sources of inaccuracies. The acquired images can show geometrical distortions, partial volume effects and can be obtained with different spatial resolution capabilities. Also the signal to noise ratio, which depends on the acquisition modality, affects the image quality. The registration process then, which translates data from the patient reference system to the imaging one, besides presenting an intrinsic inaccuracy (software algorithm), is related to the input data quality. In fact, it uses images and patient coordinates acquired with a pointer device, affected by a mechanical error (Zylka et al 1999, Maciunas et al 1994). Nowadays, the mechanical accuracy of many hand-held localization devices is submillimetric, making it comparable to the mechanical accuracy of frame-based localization systems (Kaus et al 1997). Its error contribution therefore has not been considered in this work.

The effect of the image quality on the registration procedure, in contrast is crucial; many registration algorithms are rigid (Hill et al 2001), and heavily depend on the absence of distortions in images. Indications of MR imaging distortions are present in the literature (Sumanaweera et al 1993, 1994, Hardy and Barnett 1998, Kondziolka et al 1992, Bourgeois et al 1999, Dipierro et al 1999, Debus et al 1996, Pott et al 1995, Weis et al 1998, Chang and Fitzpatrick 1992), but none of these results take into consideration the contribution of distortions to the specific application of neuronavigation, although this source of inaccuracy can compromise the entire navigation procedure.

This paper was aimed at evaluating the imaging accuracy and the global accuracy of the navigation procedure, which means the assessment of the system capability in allowing the user to reach the intended target. Detailed phantom studies are presented.

The main work innovations are essentially three.

The accuracy dependence on CT and MR scan parameters, such as field of view (FOV), slice thickness and specific kind of image acquisition sequence (sequential and spiral for CT images, T1-weighted and T2-weighted for MR images), has been quantified.

Since CT and MR images are both used in the clinical neuronavigation procedure, a comparison seems necessary. The differences between these two image acquisition modalities are thus discussed and correlated to MR imaging distortion. In the literature accuracy data are available only for procedures based on CT images, and their dependence on imaging parameters is not discussed.

Finally, the chosen experimental approach allows us to separately evaluate the imaging contribution and the global accuracy, while in the literature, with few exceptions (Kaus et al 1997, Torresin et al 1999), only the latter one is normally investigated (Dorrow et al 1999, Vannier and Haller 1999, Zylka et al 1999, Maciunas et al 1994, Willems et al 2001).
2. Materials and methods

2.1. The neuronavigation system

The system used for the navigation procedure is the Stryker Leibinger navigation system. It consists of a planning software (STP 5.0), a frame on which three optical sensors are mounted, a Patient Tracker and a Pointer (figure 1). The Patient Tracker is fixed to a rigid arm, attached to the patient’s head. It has five leds, whose positions are detected by the sensors. From these measurements the software calculates the centre of the patient’s reference system. The Pointer is the frameless tool used by the surgeon to navigate inside the intracranial space. It is provided with four leds, whose positions are also measured by the sensors.

A neuronavigation procedure consists of different phases. A flow chart explaining the entire process is shown in figure 2. The first step is patient preparation for image acquisition. A variable number (4–10 recommended) of plastic adhesive fiducial markers (3 mm thick, 15 mm wide), specifically designed to be easily identified both on CT and MR images, are attached to the skin of the patient’s head. The next step is image acquisition; during this phase the patient is not immobilized as in stereotactic image acquisition (for example, in ring frame procedures). The complete stack of images is imported in the workstation for treatment planning. Using the navigation software tools, the operator identifies each fiducial marker on the images ($\vec{m}_i^m$ is the vector representing the position of the centre of the $i$th marker in the image reference system).
At this point, when the user places the tip of the Pointer in the centre of each fiducial marker, the position of each led of the Pointer is identified, and the system calculates the vector representing the position of the centre of the $i$th marker in the patient’s reference system ($\vec{M}_{\text{Poi}}^i$). This procedure is repeated for the whole set of markers. Then a correlation between image and patient’s reference system, which allows transformation of the coordinates of points of the image reference system into the patient’s reference system, is established. This phase is called registration.

In order to perform this task, the registration algorithm (Arun et al 1994) calculates the best estimator of the rigid rototranslation matrix ($T$)

$$\left(\vec{M}_{\text{Poi}}^i\right)' = T\vec{m}_{i\text{Im}}$$

minimizing the following expression:

$$\sum_i \left(\left(\vec{M}_{\text{Poi}}^i\right)' - \vec{M}_{\text{Poi}}^i\right)^2$$

(all the vectors and the matrix are expressed in homogeneous coordinates).

At the end of the calculation, the system shows, for each marker, the difference between the measured value ($\vec{M}_{\text{Poi}}^i$) and the calculated one ($\left(\vec{M}_{\text{Poi}}^i\right)'$) in absolute value. In the following sections, as the system does, we will refer to the mean value of these differences as the registration error.

Once the registration procedure is ended, it is possible to navigate in the intracranial space with the Pointer. The position of the Pointer’s tip, as directly measured by the optical sensors, is expressed in coordinates belonging to the patient’s reference system. The application of the previously calculated transformation matrix leads to the expression of the position of the Pointer’s tip in image coordinates, and to visualization of it on diagnostic images. Now the tool can be guided towards the intended target along the planned trajectory.
2.2. The phantom

A plexiglas phantom developed and constructed at the Niguarda Hospital in Milan was used for the measurements (Torresin et al 1999) (see figure 3). It is cylindrical in shape, and one of the two circular bases can be removed in order to reach the nine internal targets, located on plexiglas columns of different heights.

On the lateral surface 16 external targets and 9 adhesive fiducial markers which can be used in the registration procedure are fixed. The coordinates of each internal target were measured with a Mitutoyo Mechanical Touch FHN906 (Quality, Novara, Torresin et al 1999) with an accuracy of about 0.01 mm. No measurements of the coordinates of the external targets and of the cutaneous fiducial markers were available. A planar scheme is presented in figure 4(a). In our measurements only the adhesive markers were used to perform the registration procedure.

The phantom was designed to evaluate the accuracy of the image acquisition and target localization in the navigation procedure. For this purpose different targets, to be fixed to the Plexiglas columns, were designed. Radiopaque spheres (3 mm in diameter) were used to acquire CT images, while hollow plastic spheres, filled with contrast medium, were used to acquire MR images. The filling material for MR scans was a physiological solution containing Gd (2% Prohance) having $T_1 \approx 10$ ms and $T_2 \approx 16$ ms. The output signal of the targets is intense in both CT and T1 weighted MR images. In T2 weighted acquisitions the spheres appear void of signal, keeping high contrast with the surrounding medium. In all cases the phantom was filled with water. The visualization tools of the neuronavigation software permit a feasible identification of the sphere centres (figure 5). Plastic cylindrical caps (1.5 mm height) with a point drawn on the top of them, were fixed to the plexiglas columns and used...
Figure 4. (a) Schematic view of the neuronavigation phantom, showing the positions of internal targets and fiducial markers. (b). In the imaging accuracy test the 1–9 internal targets are used both for the IDL registration procedure and for the accuracy evaluation. (c). In the global accuracy test the fiducial markers are used for the neuronavigator registration procedure, while the 1–9 internal targets are used for the accuracy evaluation.

Figure 5. Detail of CT (upper) and MR (lower) phantom images where the centre of a spherical internal target is identified by the cross tool. From left to right: axial, coronal and sagittal image orientations. CT scans are sequential, MR images are T2 weighted.

as targets during the navigation procedure. The point positions on the cap coincide with the centre positions of the spheres used during CT and MRI scans. All the targets (cylindrical caps and spheres) and markers are those listed in the Leibinger catalogue.

Such a phantom allows the Pointer to be placed exactly in the centre position of the intended target, thus obtaining a direct comparison of the target coordinates measured in the
Figure 6. The three target coordinate sets: image ($\vec{r}_{im}^i$), pointer ($\vec{r}_{poi}^i$) and Mitutoyo ($\vec{r}_{mit}^i$); all of them are expressed in the image reference system. Because of the high accuracy of the Mitutoyo Mechanical Touch, this coordinate set is considered as the gold standard.

2.3. Accuracy evaluation procedure

In order to quantify the accuracy of the procedure, three coordinate sets are defined (figure 6). The first set consists of the coordinates of the internal targets measured on the images:

$$\vec{r}_{im}^i \rightarrow (x_{im}^i, y_{im}^i, z_{im}^i) \quad i = 1, \ldots, 9.$$

The second one consists of the coordinates of the internal targets as they are measured by the system. When the Pointer is placed to touch the point drawn on the top of the target, the system detects the coordinates (expressed in the patient’s reference system) and transforms them into the image reference system, obtaining

$$\vec{r}_{poi}^i \rightarrow (x_{poi}^i, y_{poi}^i, z_{poi}^i) \quad i = 1, \ldots, 9.$$

The last one consists of the real coordinates of the internal targets in the phantom, measured with the Mitutoyo Mechanical Touch. Due to the high accuracy of these measurements, this coordinate set is considered as our gold standard. In order to compare these data with the first two sets of data (expressed in the same reference system), a rigid rototranslation has to be applied off-line. The parameters used for this transformation were calculated using a routine based on the work of Arun et al (1994). It was specifically developed for this purpose using the

(diagnostic images with the coordinates of the same target displayed by the neuronavigation system.)
Table 1. Protocol details of the investigated CT series. Each scan was performed with no gantry tilt or oblique plane orientation; 512 × 512 matrices were reconstructed. 120 kVp and 100 mAs were used for all series.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Notes</th>
<th>FOV (mm)</th>
<th>Pixel size (mm)</th>
<th>Slice thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT 1 mm</td>
<td>Sequential interslice gap = 0</td>
<td>230</td>
<td>0.45</td>
<td>1</td>
</tr>
<tr>
<td>CT 2 mm</td>
<td>Sequential interslice gap = 0</td>
<td>230</td>
<td>0.45</td>
<td>2</td>
</tr>
<tr>
<td>CT 2 mm SP</td>
<td>Spiral pitch = 1 length = 20 cm</td>
<td>230</td>
<td>0.45</td>
<td>2</td>
</tr>
<tr>
<td>CT 2 mm FOV L</td>
<td>Sequential interslice gap = 0</td>
<td>320</td>
<td>0.63</td>
<td>2</td>
</tr>
<tr>
<td>CT 4 mm</td>
<td>Sequential interslice gap = 0</td>
<td>230</td>
<td>0.45</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2. Protocol details of the investigated MR series. Each scan was performed with no gantry tilt or oblique plane orientation and with no interslice gap; 512 × 512 matrices were reconstructed. FOV was always 230 mm and pixel size 0.45 mm. NEX = 1 was used for all the series. The pixel bandwidth (water–fat pixel shift) was 205 Hz and the gradient mode regular. The higher SNR of the 4 mm T1 series enabled the use of a shorter TR value.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Notes</th>
<th>Number of slices</th>
<th>Slice thickness (mm)</th>
<th>TR (ms)</th>
<th>TE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR 1 mm T2</td>
<td>T2 weighted</td>
<td>200</td>
<td>1</td>
<td>2500</td>
<td>100</td>
</tr>
<tr>
<td>MR 2 mm T1</td>
<td>T1 weighted</td>
<td>100</td>
<td>2</td>
<td>1235</td>
<td>15</td>
</tr>
<tr>
<td>MR 2 mm T2</td>
<td>T2 weighted</td>
<td>100</td>
<td>2</td>
<td>2500</td>
<td>100</td>
</tr>
<tr>
<td>MR 4 mm T1</td>
<td>T1 weighted</td>
<td>50</td>
<td>4</td>
<td>597</td>
<td>15</td>
</tr>
<tr>
<td>MR 4 mm T2</td>
<td>T2 weighted</td>
<td>50</td>
<td>4</td>
<td>2500</td>
<td>100</td>
</tr>
</tbody>
</table>

IDL platform (Research Systems Inc., Boulder CO). The coordinates used for this calculation are the internal targets’ ones (as shown in figure 4(b)).

\[
\vec{r}_{i}^{Mit} \rightarrow (x_{i}^{Mit}, y_{i}^{Mit}, z_{i}^{Mit}) \quad i = 1, \ldots, 9.
\]

If the whole procedure was completely error free, these three coordinate sets should be coincident. Hence, comparing the three sets allows a quantification of the errors to be assigned to the described procedure. It is possible to identify the imaging accuracy and the global (navigation) accuracy, in which also the registration error and the mechanical error are considered. In this work, measurements aimed to allow an independent evaluation of the registration software algorithm and of the mechanical error associated with the neuronavigation hardware were not performed. It was chosen to estimate imaging accuracy and global accuracy and to discuss the differences, which can be ascribed to registration and mechanical inaccuracies.

2.3.1. Imaging accuracy test. In order to investigate how image acquisition parameters affect the navigation procedure accuracy, ten CT and MRI phantom studies with different scan parameters were performed.

The acquisition protocol details are reported in tables 1 and 2.

The image reproducibility was tested repeating three times selected scans (all CT acquisitions, MR 2 mm T2 and MR 2 mm T1).

A Siemens Somatom PLUS 4 Volume Zoom multislice CT scanner (8 detectors adaptive array) was used to acquire CT images. A 1.5 T Philips Gyroscan ACS-NT 5.3 MR unit (maximum gradient 23 mT/m, rise time 0.2 ms) was used for MRI acquisitions. Standard T1-weighted and T2-weighted spin echo sequences were used. MR 1 mm T2 series was acquired with the ‘half scan’ technique in order to reduce acquisition time.
For all the images the $X$, $Y$ and $Z$ axes are oriented along the right–left, posterior–anterior and feet–head directions, respectively. In MR scans phase and frequency encoding directions are along the $X$ and $Y$ axes, respectively, the slice is selected along the $Z$ axis.

The first set of differences, calculated out of the three coordinate sets, is

$$(x_i^{\text{Im}} - x_i^{\text{Mit}}) = \Delta x_i^{1-M} \quad i = 1, \ldots, 9$$

and the same for the $y$ and $z$ directions.

The variable $\Delta x_i^{1-M}$ is expected to be Gaussian distributed, with a mean value equal to 0 if no systematic errors affect the whole data set. The mean values $\Delta x_1^{1-M}, \Delta y_1^{1-M}, \Delta z_1^{1-M}$ (biases) and the standard deviations $\sigma_{x_i}^{1-M}, \sigma_{y_i}^{1-M}, \sigma_{z_i}^{1-M}$ (precisions) are used to quantify the accuracy which is only due to the imaging phase.

Starting from $x_i^{\text{Mit}}, y_i^{\text{Mit}}, z_i^{\text{Mit}}$ $i = 1, \ldots, 9$ values, it is possible to calculate, for all the possible target couples, the distance between two different targets; in this way $d_{i,j}^{\text{Mit}}$ $i, j = 1, \ldots, 9$ and $i \neq j$ are obtained. Similar calculations lead to $d_{i,j}^{\text{Im}}$.

The distance between two targets measured with the two methods should be the same, unless the imaging technique introduces distortions; MRI distortions are well-known experimental findings, as referred to in the literature (Sumanaweera et al. 1993, 1994, Hardy and Barnett 1998, Kondziolka et al. 1992, Bourgeois et al. 1999, Dipierro et al. 1999, Debus et al. 1996, Pott et al. 1995, Weis et al. 1998, Chang and Fitzpatrick 1992). In such cases, the distribution of

$$\Delta d_{i,j}^{1-M} = d_{i,j}^{\text{Im}} - d_{i,j}^{\text{Mit}} \quad i, j = 1, \ldots, 9 \quad i \neq j$$

and in particular the mean value $\Delta d_{i,j}^{1-M}$ and the standard deviation $\sigma_{d_i}^{1-M}$ represent important parameters to quantify the described effect.

This evaluation has been performed using only internal target coordinates (as shown in figure 4(b)) because fiducial markers and external targets data were not available. Therefore, only the distortion pattern of the internal region of the phantom could be investigated. Moreover, internal targets and fiducial markers are made of different materials; since it is well known that MRI distortions are material-dependent due to magnetic susceptibility variations, the proposed evaluation is only intended as a first attempt to quantify deformations.

### 2.3.2. Global accuracy test

An idea of the entire neuronavigation accuracy can be drawn by the surgeon from the previously described registration error, directly calculated by the system. In a first analysis this value depends on the accuracy of imaging and registration phases but, since the registration procedure is performed by the Pointer, it also depends on the mechanical errors associated with the neuronavigation hardware.

In order to get a clearer quantification of the global accuracy of the procedure, a different test was performed. The Pointer was used to reach the internal targets (see figure 4(c)) inside the phantom.

In this way, a set of differences can be calculated:

$$(x_i^{\text{Poi}} - x_i^{\text{Mit}}) = \Delta x_i^{P-M} \quad i = 1, \ldots, 9,$$

as in the previous cases, the variable $\Delta x_i^{P-M}$ is expected to be Gaussian distributed, with a mean value equal to 0 if no systematical errors affect the whole data set. Mean values $\Delta x_1^{P-M}, \Delta y_1^{P-M}, \Delta z_1^{P-M}$ and standard deviations $\sigma_{x_i}^{P-M}, \sigma_{y_i}^{P-M}, \sigma_{z_i}^{P-M}$ were calculated. During this test, the distance between the frame and the phantom was chosen to be about 1.5 m (as recommended by the manufacturer). This allows a minimization of the contribution of mechanical accuracy to the global error (Kaus et al. 1997). The pointer reproducibility in
reaching targets was tested by touching the desired position (white spot on targets) several times.

In order to investigate the dependence of global accuracy on the number of fiducial markers used in the registration phase, the differences \( \Delta x_{P-M}, \Delta y_{P-M}, \Delta z_{P-M} \) were calculated using three, six and nine markers. Differences among the three transformation matrices can be expected.

An overall idea of the global accuracy of the procedure can also be drawn rearranging the differences between Pointer and Mitutoyo coordinates, in order to calculate Euclidean distances \( \Delta r_{P-M} \):

\[
|r_{P} - r_{M}| = \Delta r_{P-M} \quad i = 1, \ldots, 9.
\]

This approach has the advantage of being near to the surgeon ideal, because it allows quantification of the distance between the intended target (identified with Mitutoyo coordinates) and the actually reached target (identified with Pointer coordinates) (Vannier and Haller 1999).

3. Results

The acquired images proved to be suitable to perform a neuronavigation procedure. Only one specific series (MR 1 mm T2) showed clear indications of artefacts. Hence, these data were only used for the imaging accuracy test.

3.1. Imaging accuracy

The tests performed to assess the image reproducibility resulted in standard deviations well below the pixel size for MR images and much lower than the pixel size in the case of CT acquisitions. The mean values \( \Delta x_{I-M}, \Delta y_{I-M}, \Delta z_{I-M} \) for each imaging series are shown in figure 7, together with the corresponding \( \sigma_{x-I-M}, \sigma_{y-I-M}, \sigma_{z-I-M} \) reported as error bars. Calculated biases are small; larger ones are obtained when MR data are used. Taking into specific account the values of standard deviations, one can observe that increasing the slice
thickness in CT series leads to an increase of $\sigma_Z^{I-M}$ (this is only a random, not a systematic effect). Moreover, the $y$ variable in series MR 1 mm T2 suffers the greatest random error.

The measured precisions are not extremely sensitive to slice thickness (except for CT 4 mm, as pointed out), especially in the MRI series. It can also be seen that changing the FOV from $230 \times 230$ mm to $320 \times 320$ mm does not alter the precision along the $x$ and $y$ directions, and choosing a spiral sequence does not introduce a lack of precision along the three directions.

Evidences of distortions in MR images were looked for. The analysis of the distances between two targets shows that the deformation effect is more evident for the five most internal ones. $\Delta d_{i,j}^{l-M}$ and $\sigma_{d_{i,j}}^{l-M}$ values, reported in table 3, represent the mean value and the standard deviation of the distribution of the $\Delta d_{i,j}^{l-M}$, taking into consideration only the five most internal targets. Differences between CT-based data and MRI-based data are evident.

It is interesting to look for the direction which is most sensitive to the described distortion. In table 4 $\Delta x_{i}^{l-M}$, $\Delta y_{i}^{l-M}$, $\Delta z_{i}^{l-M}$ and $\sigma_{x_{i}}^{l-M}$, $\sigma_{y_{i}}^{l-M}$, $\sigma_{z_{i}}^{l-M}$ are shown. The MR 1 mm T2 series is excluded from the analysis due to the discussed artefact pattern. It can be seen that the $z$ variable is the most strongly affected one.

### Table 3. Mean values of distances between couples of target points $\Delta d_{i,j}^{l-M}$ and standard deviations $\sigma_{d_{i,j}}^{l-M}$ for the five most internal targets.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>$\Delta d_{i,j}^{l-M}$ (mm)</th>
<th>$\sigma_{d_{i,j}}^{l-M}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT 1 mm</td>
<td>0.29</td>
<td>0.23</td>
</tr>
<tr>
<td>CT 2 mm</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>CT 2 mm SP</td>
<td>−0.03</td>
<td>0.20</td>
</tr>
<tr>
<td>CT 2 mm FOV L</td>
<td>0.01</td>
<td>0.33</td>
</tr>
<tr>
<td>CT 4 mm</td>
<td>−0.65</td>
<td>0.71</td>
</tr>
<tr>
<td>MR 1 mm T2</td>
<td>−0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>MR 2 mm T1</td>
<td>−0.64</td>
<td>0.32</td>
</tr>
<tr>
<td>MR 2 mm T2</td>
<td>−0.58</td>
<td>0.30</td>
</tr>
<tr>
<td>MR 4 mm T1</td>
<td>−0.56</td>
<td>0.52</td>
</tr>
<tr>
<td>MR 4 mm T2</td>
<td>−0.88</td>
<td>0.53</td>
</tr>
</tbody>
</table>

### Table 4. Mean values $\Delta x_{i}^{l-M}$, $\Delta y_{i}^{l-M}$, $\Delta z_{i}^{l-M}$ and standard deviations $\sigma_{x_{i}}^{l-M}$, $\sigma_{y_{i}}^{l-M}$, $\sigma_{z_{i}}^{l-M}$. Mean values calculated out of the whole CT series and out of the whole MR series are also shown. MR 1 mm T2 series is excluded from the analysis due to the discussed artefact pattern. It can be seen that the $z$ variable is the most strongly affected one.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>$\Delta x_{i}^{l-M}$</th>
<th>$\sigma_{x_{i}}^{l-M}$</th>
<th>$\Delta y_{i}^{l-M}$</th>
<th>$\sigma_{y_{i}}^{l-M}$</th>
<th>$\Delta z_{i}^{l-M}$</th>
<th>$\sigma_{z_{i}}^{l-M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT 1 mm</td>
<td>0.1</td>
<td>0.9</td>
<td>0.0</td>
<td>0.5</td>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>CT 2 mm</td>
<td>0.2</td>
<td>0.9</td>
<td>0.2</td>
<td>0.5</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>CT 2 mm SP</td>
<td>0.1</td>
<td>0.9</td>
<td>0.0</td>
<td>0.5</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>CT 2 mm FOV L</td>
<td>0.1</td>
<td>0.9</td>
<td>0.0</td>
<td>0.5</td>
<td>0.2</td>
<td>0.9</td>
</tr>
<tr>
<td>CT 4 mm</td>
<td>0.1</td>
<td>0.8</td>
<td>0.0</td>
<td>0.5</td>
<td>−0.3</td>
<td>1.2</td>
</tr>
<tr>
<td>MR 2 mm T1</td>
<td>0.0</td>
<td>0.8</td>
<td>−0.1</td>
<td>0.9</td>
<td>−0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>MR 2 mm T2</td>
<td>0.0</td>
<td>0.8</td>
<td>−0.1</td>
<td>1.0</td>
<td>−0.2</td>
<td>0.7</td>
</tr>
<tr>
<td>MR 4 mm T1</td>
<td>0.0</td>
<td>0.9</td>
<td>−0.2</td>
<td>0.9</td>
<td>−0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>MR 4 mm T2</td>
<td>0.0</td>
<td>0.9</td>
<td>−0.1</td>
<td>1.1</td>
<td>−0.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Mean CT</td>
<td>0.14</td>
<td>0.02</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean MR</td>
<td>−0.01</td>
<td>−0.17</td>
<td>−0.31</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2. Global accuracy

The pointer reproducibility was first investigated, because it is a necessary condition for the significance of the entire procedure. Touching the desired target position several times, from different orientations, differences in coordinates are negligible.

A first idea of the overall accuracy can be drawn from the registration errors; the values obtained from a nine marker-based registration, and estimated as previously explained, are shown in table 5. If CT images are used to plan the procedure, registration errors appear smaller (mean value 0.7 mm, max. deviation 0.2 mm), while they turn out to be larger if MR images are used (mean value 1.6 mm, max. deviation 0.3 mm). The correlation between distortion and registration error is evident when analysing table 3 together with table 5: two sets of experimental points can be identified, the former with low distortions (and low registration errors) and the latter with high distortions (and high registration errors).

Differences between Pointer and Mitutoyo coordinates quantify the global errors of the navigation procedure. Biases and precisions are shown in figure 8. Data show meaningful deviations from the expected 0 value. CT series with 2 mm slices show biases and precisions which are lower than CT 2 mm SP and CT 2 mm FOV L series ones. In contrast, MRI data...
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Figure 9. Effect of the number of markers used for the registration. Mean values \(\Delta x_{P}-M, \Delta y_{P}-M, \Delta z_{P}-M\) and standard deviations \(\sigma_{x_{P}-M}, \sigma_{y_{P}-M}, \sigma_{z_{P}-M}\) (error bars), are calculated out of the data obtained using nine, six or three marker-based registration. A particular series (CT 4 mm) was chosen.

Table 6. A deviation from zero of the \((\vec{r}_{Poi} - \vec{r}_{Mit})\) mean value indicates a systematic error. In the table the number of standard deviations \((\sigma_{x_{P}-M}, \sigma_{y_{P}-M}, \sigma_{z_{P}-M})\) within which the displacements along the three axes are included is reported. Meaningful deviations are found, especially in the z direction for procedures based on MR imaging.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>X interval</th>
<th>Y interval</th>
<th>Z interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT 1 mm</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CT 2 mm</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CT 2 mm SP</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CT 2 mm FOV L</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CT 4 mm</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MR 2 mm T1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>MR 2 mm T2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>MR 4 mm T1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>MR 4 mm T2</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

do not show clear indications of accuracy dependence on T1 and T2 weights. The increase of the FOV is responsible for a small decrease of navigation precision in the x direction, but not for the increase of the bias in that direction.

In table 6 the intervals (in units of \(\sigma_{x_{P}-M}, \sigma_{y_{P}-M}, \sigma_{z_{P}-M}\) respectively) containing the 0 value are reported e.g., the first value of the first column is 1; it means that the 0 value is contained in the interval \(\Delta x_{P}-M \pm \sigma_{x_{P}-M}\) for the CT 1 mm series. Meaningful deviations are shown, especially in the z direction for procedures based on MR imaging.

The effect of the number of markers used for the registration was investigated. Data obtained using a nine or six marker-based registration are more accurate than those obtained using a three marker-based registration. This can be observed in figure 9, where a particular series (CT 4 mm) is chosen as an example. Mean values \(\Delta x_{P}-M, \Delta y_{P}-M, \Delta z_{P}-M\) and standard deviations \(\sigma_{x_{P}-M}, \sigma_{y_{P}-M}, \sigma_{z_{P}-M}\), calculated out of the data based on three, six and nine
marker-based registrations, are compared. One can state that a registration based on six or nine markers approximately results in the same accuracy, while three markers result in a lower global accuracy.

Figures 10 and 11 show, for each imaging sequence, the cumulative distribution of the Euclidean distances $\Delta_{T}^{P-M}$. The 95% fractile of each distribution is also plotted. Mitutoyo coordinates are to be considered as ‘intended target’ coordinates, while Pointer ones are to be considered as ‘reached target’ ones. Different behaviour between CT 2 mm FOV L and CT 2 mm SP series can be observed. The CT 2 mm FOV L trend is quite smooth, meaning that short distances (correct targeting) and large distances (wrong targeting) are more or less equally probable; in detail, distances smaller than 2 mm were found in 75% of the cases and the 95% fractile is at 2.4 mm. In contrast, CT 2 mm SP series data show that good targeting is highly probable (distances smaller than 1.5 mm were found in 75% of the cases), while in the remaining cases wrong targeting can pass 3 mm (the 95% fractile is at 3.3 mm).

General considerations about MRI-based navigation can be drawn by analysing Euclidean distances in figure 11. Values from 3 to 4 mm are typical for 95% fractiles, and, while there is evidence that 2 mm slice thickness series are more accurate than 4 mm ones, T1 weighted and T2 weighted series show similar behaviour.

4. Discussion

4.1. Imaging accuracy

One of the most important aspects of this investigation is to compare the accuracy of a navigation procedure based on CT to that of a procedure based on MR images. It is well
known that MR images can be affected by many kinds of artefacts. In the worst cases (such as in our MR 1 mm T2 series, which displayed artefacts in the frequency-encoded direction, while it showed a good spatial resolution in the \(xz\) plane) the effect is so evident that it is necessary to discard the images.

However, imaging distortion is a misleading phenomenon; even when the image is apparently artefact-free, it can be still inaccurate and distorted, as reported in the literature (Sumanaweera et al 1993, 1994, Hardy and Barnett 1998, Kondziolka et al 1992, Bourgeois et al 1999, Dipierro et al 1999, Debus et al 1996, Prott et al 1995, Weis et al 1998, Chang and Fitzpatrick 1992). Additionally, MR is a low signal-to-noise ratio (SNR) technique. As an example, for 2 mm slices, the SNR found for CT sequential study is around 100 while for MR T1 and T2 weighted acquisitions it is about 13 and 28, respectively. The tests performed to assess the image reproducibility, together with the similar data dispersions found for CT and MR studies, suggest, however, that the unfavourable SNR of the MR scans does not affect the accuracy of the navigation procedure.

In many works, CT images are considered as gold standards for imaging accuracy (Sumanaweera et al 1993, Kondziolka et al 1992, Dipierro et al 1999, Debus et al 1996); in our paper this subject is studied in more detail due to the fact that, besides the coordinates of targets on CT images, also their ‘real’ coordinates, as measured with great accuracy by a Mitutoyo Mechanical Touch, are taken into account.

The differences between Mitutoyo and imaging coordinates (figure 7) show that using MR data results in a slightly lower accuracy than that obtained using CT data, independent of the particular chosen sequence. This effect is to be related to MRI distortions. The investigation of the distances between the nine targets confirms this hypothesis. The effect is even more evident if only the five most internal targets are considered, as shown in table 3, probably due

![Figure 11. Cumulative distributions of the Euclidean distances \(\Delta_{P-M}\) for procedures based on MR images. The 95% fractile of each distribution is also plotted. Values for 95% fractiles are larger than those obtained with procedures based on CT images.](image-url)
to a more intense deformation pattern in the internal region. A more detailed study proved the \( z \) direction to be the most sensitive one, as quantified by table 4.

This effect is heavily involved in the registration inaccuracy of MRI-based neuronavigation procedures. Therefore, global accuracy can be expected to be less accurate when MR images are used.

4.2. Global accuracy

Despite its name, the registration error depends not only on the accuracy of the registration phase itself, but also on the imaging and mechanical accuracy of the procedure. However, the last source of error is expected to act in the same way for CT- and MR-based procedures. So the far greater registration error which has been found for MR images (table 5) cannot be due to the mechanical errors of the system. Since the algorithm used by the system is a rigid one, the hypothesis that images do not introduce any distortions in marker positions is of main concern for registration accuracy. In the previously discussed imaging accuracy evaluation, we quantified MRI distortion using target coordinates. These data can only be considered as deformation guidelines; in fact, a specifically intended study of distortions for this experimental set-up should take into consideration both a wider area of the phantom (where fiducial markers are fixed), and the different materials the phantom is made of (targets and markers are made of different materials). However, general trends of distortions can be deduced from our data. Using the described deformation estimator, a correlation can be found between the registration and the presence of image distortion: imaging series with low distortions show low registration errors, while those with high distortions correlate to high registration errors (tables 3 and 5).

Our test also demonstrates that the global accuracy heavily depends on the registration accuracy; in fact results belonging to MR images show systematic errors, due to the quantified distortion effects. This idea is confirmed by figure 8 and table 6, where values based on CT images prove to be closer to the ideal 0 value than MRI-based ones.

Table 4 identifies \( z \) as the most distorted direction. Moreover, the largest biases in MR-based neuronavigations are obtained in the \( z \) direction, as shown in figure 8 and table 6. This evidence shows that the rigid point-based registration algorithm translates this larger deformation pattern into greater biases along the same direction.

Comparing the two figures displaying imaging accuracy (figure 7) and global accuracy (figure 8), different considerations can be done for CT and MR data.

CT-based global accuracy data show a greater dispersion than imaging accuracy data. This effect can be due to two different reasons. First, the global accuracy depends on the mechanical inaccuracies of the system, which, in our experimental set-up cannot be measured because it is mixed into the other error sources. On the other hand, there is an important difference between the IDL registration procedure (used for the imaging accuracy test) and the registration performed by the neuronavigation system (used for the global accuracy test): the former is based on target coordinates, while the latter is based on marker coordinates. The identification of the centre of each marker by the Pointer is less accurate due to marker size. Therefore, this error source also contributes to neuronavigation global inaccuracy. These two contributions proved to be the most important ones for CT-based procedures.

Also MR-based global accuracy data show a greater dispersion than imaging accuracy data. These data suffer from the two just mentioned error sources as well.

However, in the imaging accuracy test, MR and CT-based data do not differ as much as in the global accuracy test. The reason is related to the different sets of coordinates used.
for the two registration procedures. Fiducial marker coordinates, used in the registration performed by the neuronavigation system (for the global accuracy test), can suffer from a more intense distortion pattern than target coordinates, used in the registration performed by the IDL procedure (for the imaging accuracy test). This can be due to the position of markers, which are located in the outer regions of the field of view. The registration procedure performed by the neuronavigation system proved less accurate due to its dependence on marker coordinates. This effect turns out to be responsible for the larger biases in MR-based navigations.

The best image acquisition sequences for neuronavigation can be identified from the distributions of Euclidean distances (figures 10 and 11); in this task one can look for a compromise between global accuracy and acquisition time. For CT acquisition, the best results are obtained with sequential, 1 or 2 mm scans. Spiral data show similar performances, but have the advantage of decreasing acquisition times, thus reducing motion artefacts, which can be important when imaging a patient. Due to the mentioned MRI deformation effects, the presented T1- and T2-weighted spin echo MR sequences suffer from large inaccuracies; the obtained values cannot be considered satisfying.

A possible way of solving the identified distortion problems could be the use of non-rigid, more complex registration algorithms to take into account this imaging effect. On the other hand, a different approach is to deeply investigate MRI parameters in order to find sequences which are less sensible to distortions. A preliminary study has been performed by our group in order to evaluate the results which can be obtained with gradient echo sequences, but unfortunately they proved to be extremely affected by distortions and therefore not further studied for this specific application.

Finally, specific post-processing tools capable of reducing imaging distortions could be applied and several examples are reported in the literature (Hill et al 2001, Sumanaweera et al 1993, 1994).

5. Conclusions

A detailed phantom study has been performed to measure the global accuracy in a neuronavigation procedure, based on CT and MR images. The contribution of the image acquisition phase was separately investigated. Larger data dispersion comes up when the global accuracy is compared with the imaging one. This effect outlines the significant contribution introduced by the neuronavigator registration procedure and it is more evident for the MR data. MR acquisitions are well reproducible, the standard deviations for the imaging accuracy studies are close to those observed for CT tests, nevertheless procedures based on CT images proved to be more accurate than those based on standard T1-weighted and T2-weighted MR images. Since the used registration algorithm is a rigid one, the registration accuracy is heavily dependent on the absence of image distortions. Our results show that this hypothesis appears to be verified for CT images, but not for MR images, due to distortions. One can expect this effect to cause large registration errors and, consequently, large navigation inaccuracies in procedures based on MR images.

At the moment, in our centre, with the used acquisition protocols, the precision needed for neurosurgical procedures can be reached only using CT images. In this case the extreme slice thinness is not crucial and this can be relevant from a practical point of view.

We plan to perform additional work to identify low-distortion MR sequences or to implement a post-processing technique. This could improve MR image reliability, making them suitable for neuronavigation.
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