Numerical modelling of the hydrodynamic ram phenomenon
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ABSTRACT

Hydrodynamic ram (HRAM) is a phenomenon that occurs when a high kinetic energy object penetrates a fluid filled container. The projectile transfers its momentum and kinetic energy through the fluid to the surrounding structure, increasing the risk of catastrophic failure and excessive structural damage. This is of particular concern in the design of wing fuel tanks for aircraft since it has been identified as one of the important factors in aircraft vulnerability. In the present paper, the commercial finite element code LS-DYNA has been used to simulate an HRAM event created by a steel spherical projectile impacting a water filled aluminium square tube. Two different formulations (ALE and SPH) are employed to reproduce the event. Experimental tests which indicate the pressure at different points of the fluid, displacement of the walls and cavity evolution for different impact velocities are compared with the numerical results in order to assess the validity and accuracy of both ALE and SPH techniques in reproducing such a complex phenomenon.

1. Introduction

The process by which a high speed projectile penetrates a fluid filled tank and transfers kinetic energy to the surrounding walls is known as hydrodynamic ram (HRAM). The HRAM effect in fuel tanks is identified as one of the important factors in aircraft vulnerability since the fuel tanks represent the largest exposed area of all the vulnerable components. HRAM is especially dangerous for aircraft with extremely lightweight designs. These commonly use wing integral fuel tanks, in which structural resistance cannot be improved by strengthening the airframe since this would counteract the requirements of a lightweight design.

Vulnerability to HRAM is usually, but not exclusively, related to military aircraft. In 1990 the Federal Aviation Administration (FAA) established the Aircraft Catastrophic Failure Prevention Research Program. One research area of this program was the analysis of the effects of an uncontained turbine engine fragment penetrating aircraft fuel tanks [1]. In 2000, when a Concorde crashed after takeoff from Charles de Gaulle Airport (France), the final investigation report revealed that the HRAM had played a significant role in the aircraft failure.

Hydrodynamic ram consists of four principal stages: shock, drag, cavitation and exit (Fig. 1). Each stage contributes to structural damage in a different way and to a different extent. When the projectile penetrates the wall of the fluid filled structure, the impact energy is transferred to the fluid, generating a high pressure hemispherical shock wave. This leads to damage primarily in the vicinity of the impact position. During the drag phase, the projectile travels through the fluid, while its kinetic energy is partially transformed into fluid motion as the projectile is slowed by fluid drag forces. The displacement of the fluid from the projectile path generates a radial pressure field. In contrast to the pressure field that develops during the shock phase, the fluid is accelerated gradually instead of impulsively. This causes less intense peak pressures but of greater temporal extent. The displacement of fluid during the drag stage forms a cavity behind the projectile. The subsequent expansion and collapse (oscillations) of the cavity are known as the cavitation stage. The oscillations of the cavity can cause significant pressure pulses. The final stage occurs when the projectile exits the container. In contrast to the perforation of the front wall, the exit of the projectile occurs through a pre stressed wall, caused by the initial shock stage and the subsequent loading by the fluid.

Simulation of HRAM events has been attempted for over 30 years. The first methods employed to simulate HRAM were based on the use of the Piston Theory for the fluid structure interaction. This theory assumes the normal reflection of pressure waves when reaching the walls of the structure, resulting in a one dimensional response mechanism. Ball [2,3] incorporated the Piston Theory into two structural analysis codes, BR 1 and SATANS (Static And Transient Analysis, Nonlinear, Shells), in order to simulate the HRAM phenomenon. Numerical results provided by these two codes were compared with experimental data [4-6]. It was found that experimental strain data and wall deflections greatly exceeded the numerical values. The disagreement was attributed to the failure of the Piston Theory for hydrodynamic ram pressure loading.
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Once it was proved that the Piston Theory failed to predict HRAM fluid structure interaction, Lundstrom [7] proposed the Variable Image Method. Lundstrom described the flow field in terms of a potential function $\phi$ which satisfied the wave equation. The model attempts to approximate the effect of the projectile and cavity by a line of sources distributed along the trajectory behind the projectile. This allows determining the incident pressure wave magnitude by means of Bernoulli’s equation and then uses it to calculate the pressure wave reflected from the structures’ walls, considering $\phi_r Q e \phi_i$; where $\phi_r$ is the potential of the reflected wave, $Q$ is a function that varies in space and time such that $\phi_r$ satisfies the wave equation and $\phi_i$ is the mirror image of the potential of the incident wave about the plane of the wall. $Q$ is determined by matching the fluid velocity with the wall velocity at the interface [8]. In general, this methodology has not been particularly successful and the geometries that can be analyzed are limited. The method is based on the potential functions and is essentially limited to two dimensions. However, the Variable Image Method solved some of the planar assumptions in the Piston Theory model, and provided a more realistic coupling between the fluid and the structure. Other researchers [9] developed a plastic deformation model to predict the structural response of fuel cell walls due to HRAM in contrast to other works in which only the elastic regime was considered. The model requires the knowledge of the total impulse imparted by the fluid to the fuel cell.

One of the first documented examples of an HRAM simulation using the full set of continuum equations (e.g., conservation of mass, momentum and energy) and material constitutive descriptions was performed by Kimsey [12]. In that paper, Kimsey applied a Lagrangian finite element method (the EPIC 2 code) to simulate the penetration of a steel rod into a cylindrical tank. For large physical deformations, the elements may become too distorted, compromising the numerical accuracy of the simulation and the stable time step size, increasing the CPU time. Distortions were a problem in Kimsey's simulation; nevertheless, qualitatively good results were obtained. The main reason for the limitation of Lagrangian codes to be applied in a full HRAM problem is the distortion of the mesh. Eulerian codes, which have a fixed grid system, have no distortion problem. However, the complicated physics and mechanics of HRAM phenomena were not satisfactorily solved until higher order numerical algorithms were incorporated into the codes in the late 1980s.

The Coupled Euler Lagrange methods have been under development since the early to mid 1990s. They are a new generation of computer codes which combine the desirable characteristics of Lagrangian and Eulerian formulations. These methods are being used in simulations where fluids interact with structures or when high distortions may appear [1,13,17]. The Arbitrary Lagrangian Eulerian (ALE) technique can be viewed as a hybrid between the Lagrangian and Eulerian methods. When applied to a fluid structure interaction problem such as HRAM, the ALE method begins working as a Lagrangian finite element code in which the motions of the fluid and the structure are determined and the finite element grid is deformed following the material. In the ALE methodology, however, the distorted mesh can be partially restored to its original shape based on predefined criteria for element deformation. Following a prescribed measure of permissible distortion in the element, the element shape is changed; and mass, momentum and energy are fluxed across the old element boundaries to calculate their new values for the new element shape. In general, the ALE methodology permits flow of material across element boundaries preserving a balance for the physical velocity between grid motion and flow [11].

Another technique developed for calculation of fluid flow and large deformation in structures is Smoothed Particle Hydrodynamics (SPH). At the beginning, the basic SPH method was created by Lucy [20] and Gingold and Monaghan [21] in order to study fission in rotating stars. Later fluid flow applications appeared as authors examined its use in modelling Newtonian, Eulerian and Navier Stokes equations in fluid flow problems. In the SPH method, the conservation equations are applied to discrete particles in the computational domain. The particles are not associated with

Fig. 1. Phases of hydrodynamic ram.
a traditional grid system, therefore, they are not fixed by connectivity constraints as happens in finite elements. This fact gives them the possibility to freely move and deform in any manner, making SPH especially suitable to simulate processes in which large deformations appear. Application of SPH requires specifying a weight function that describes a domain of influence in which any particle can find the surrounding particles. When applied in this way, SPH has similarities with a free Lagrangian finite element method, where nodes of the grid correspond to the SPH particles. Even though a computational expense to search and locate nearest neighbour particles within the domain of influence is added, SPH combined with a Lagrangian method provides an alternative to the ALE approach so that small distortions are computed using the Lagrangian method while the large distortions are handled with the SPH technique. Examples of the use of this approach to simulate fluid structure or HRAM problems are found in the literature [13,19,22,23]. Although the application of SPH in fluid structure problems is relatively recent, this method has been applied to problems in which large deformations occur, as hyper velocity impacts, since some time ago [24-28].

The modelling of coupled problems of fluid structure interaction such as HRAM has been proven to be a complicated task and is still quite challenging. The suitability and predictive capabilities of the mentioned techniques (ALE and SPH) in an HRAM problem have not yet been solved. This is of great importance since analytical solutions can provide only a limited understanding of the nature of the behaviour. ALE and SPH techniques have been compared to other approaches and even between them, although not always in fluid structure problems. Sometimes, they have been compared without any experimental data, and other times, the available data is not as complete as would be desired.

In the present paper, numerical simulations of a water filled aluminium square tube subjected to impact by steel spherical projectiles at different velocities are shown. The simulations are performed with the software LS DYNA using two different techniques for the fluid phase: the ALE formulation and the SPH method. Experimental tests providing the pressure in different points of the fluid, deformation of the walls and cavity evolution for different impact velocities are compared with the numerical results in order to assess the validity and accuracy of both ALE and SPH techniques in reproducing such a complex phenomenon. The analysis of the results will reveal the most appropriate technique to simulate HRAM.

2. Experimental setup

To achieve an appropriate and wide validation of the numerical modelling, it is necessary to have enough experimental data. As there is not much data available on pressure, tank walls’ deformation or cavity evolution of the HRAM phenomenon, experimental tests were made by the same workers and their results were presented in a previous paper [29]. The sketch of the experimental device used for impact tests is shown in Fig. 2.

The test boxes consisted of 6063 T5 square aluminium tubes 750 mm long, 150 mm wide and 2.5 mm thick. The specimens were closed with two PMMA windows 30 mm thick, fixed to the specimen with four steel bars; these transparent panels allow for the recording of the impact process, by means of a Photron Ultima APX RS digital high speed camera. Lighting was provided by an Arrisun 12 Plus lamphead with a 1200 W Hydrargyrum Medium arc Iodide (HMI) lamp. A similar setup was proposed by Nishida and Tanaka [30]. The contact points between PMMA windows and specimen were sealed with silicone in order to avoid fluid leakage [19].

Pressure data in the fluid was obtained at two different points, P’n (near the impact) and P’t (far from the impact), by means of a PCB 138A06 transducer [19]. Two holes were made on the lower wall of the specimen to place both sensors inside the water. Their position is shown in Fig. 3. A Dewetron DEWE 800 data acquisition device was used to record the signals. This system can record at a sampling rate of 1 μs and synchronise the data with the video recording.

Fig. 2. Sketch of the experimental device used for the impact tests [ref nuestro articulo].
A one stage light gas gun with a 4.7 l chamber which stores gas at a maximum pressure of 300 bar was used with helium. The length of the barrel was 4.5 m and its calibre 25 mm. The gun was aimed at an armoured steel specimen chamber box 1 x 1 x 1 m$^3$ where the specimen was placed during the impact test. The chamber had a small circular window in the front for the projectile to pass through, and two large lateral windows to illuminate the specimen and capture the video sequence of the impact, Fig. 2.

The projectile launched against the box was a steel sphere with a diameter of 12.5 mm and a mass of 8 g. Two impact velocities were performed: 600 and 900 m/s.

3. Numerical analysis

The numerical models were developed with the commercial finite element code LS DYNA v.971 [18]. This software is particularly suitable for nonlinear dynamic problems, as is the case of impacts or explosions. It also allows for the employment of different techniques such as ALE or SPH to solve fluid structure problems, which makes it ideal to compare both approaches. In order to reproduce the HRAM phenomenon, the ALE technique and the SPH method were adopted to model the fluid inside the tank.

3.1. Box and projectile FE model

The symmetry of the problem under consideration allowed modelling only a quarter of the whole (Fig. 4, Left). Since the nature of this simulation demands a very high mesh density, such a reduction in the model size is very desirable. The box has been divided into three parts, the walls impacted by the projectile (entry and exit walls), the lateral wall and the PMMA window.

The impacted walls and the PMMA window were discretised by means of eight node solid hexahedron Lagrangian elements with reduced integration. A refined mesh, corresponding to the impact zone, and a progressively coarser mesh as the distance to the hit point grows can be observed in Fig. 4, right. The impacted walls present five elements through the thickness and an element of 1 mm in size in the other two directions near the impacted zone. Based on the previous simulations, the mesh size was considered appropriate to reproduce the behaviour of the solids in the impacted zone. Four noded Belytschko Tsay shell elements were used to discretise the lateral wall in order to reduce the number of elements. Finally, the mesh of the box consisted of 15 902 elements.

The Johnson Cook hardening relation [31] was selected to model the aluminium of the box. There are more sophisticated hardening relations, but Johnson and Cook’s is probably the most...
widely used among those accounting for equivalent plastic strain \( \dot{\varepsilon}^p \), equivalent plastic strain rate \( \cdot \dot{\varepsilon}^p \) and temperature effects \( \theta \). Since numerous efforts have been made in the past to determine their parameters for a large number of metallic materials, it has been implemented in many FE explicit codes. The relation is stated through the following multiplicative equation:

\[
\dot{\sigma}^p = (A + B(\dot{\varepsilon}^p)^n) \left( 1 + C \log \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \right) \left( 1 - \frac{\theta}{\theta_m} \right)^m \]  

(1)

\( \theta_0 \) being the reference temperature and \( \theta_m \) the melting temperature. The required parameters of the A6063 T5 were obtained from Refs. [32,33]. In order to describe the material failure in the zone around the projectile, the Johnson-Cook model was used; the relation is described by the following equation:

\[
\varepsilon_f = D_1 + D_2 \exp \left( \frac{D_3 \sigma_{\text{eff}}}{\sigma_y} \right) \left( 1 + D_4 \ln \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \left( 1 + D_5 \frac{\theta}{\theta_m} \right) \]  

(2)

where \( \sigma_{\text{eff}} \) and \( \sigma_y \) are, respectively, the effective and the hydrostatic stresses; the failure occurs when the damage parameter \( \sum \Delta \dot{\varepsilon}^p / \varepsilon_f = 1 \). In this case the failure model was used without taking into account the sensibility of temperature, strain rate and triaxiality, and hence the constants \( D_1, D_2, D_3, D_4, D_5 \) are set to zero. The fail will occur when \( \dot{\varepsilon}^p \) reaches the value of \( \varepsilon_f \).

An elastic material model was used for the PMMA window [34]. The projectile was discretised by means of eight node solid hexahedron Lagrangian elements with reduced integration and modeled as an elastic material with the steel characteristic parameters since no plastic deformation was observed in the tests. The material properties and parameters used are shown in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Material</th>
<th>( \rho ) (kg/m(^3))</th>
<th>( E ) (GPa)</th>
<th>( \nu )</th>
<th>( A ) (GPa)</th>
<th>( B ) (GPa)</th>
<th>( n )</th>
<th>( C )</th>
<th>( m )</th>
<th>( D_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6063-T5</td>
<td>2700</td>
<td>71</td>
<td>0.33</td>
<td>0.2</td>
<td>0.144</td>
<td>0.62</td>
<td>0</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Steel</td>
<td>7830</td>
<td>207</td>
<td>0.28</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PMMA</td>
<td>1180</td>
<td>3</td>
<td>0.35</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

3.2. Models for the fluid

It is expected that the fluid inside the tank undergoes deformations too large to consider a pure Lagrangian description as an appropriate option. For this reason, a multi material ALE formulation or a mesh free approach (SPH) has been chosen for the treatment of the fluid. Multi material means that each element of the mesh has the ability to contain two or more materials, in this case water and air. The ALE formulation allows the motion of the mesh independently of the material flow without distortion problems. The SPH approach implies that the fluid is modeled by means of particles which are not fixed by connectivity constraints, therefore they are able to freely move and deform in any way reproducing fluid behaviour.

3.2.1. ALE model

The fluid inside the box is discretised by means of eight node solid hexahedron elements with an ALE formulation (elform 11 in LS DYNA notation). Strictly, the fluid is discretised by means of an Eulerian mesh, but LS DYNA uses an ALE formulation in multi material problems since it considers an Eulerian part as a special ALE case where the mesh velocity is zero. In this case, the air surrounding the box was also considered, being modeled using the same elements as in the water. Modelling this air region is essential to allow the water to flow into it, deforming the walls of the structure. This is only possible if the water and air meshes share the same nodes at their interface. Four discretization densities were analyzed in order to achieve an optimal mesh density; a simplified model without the aluminium tube was used to perform this analysis. The results in terms of projectile deceleration were compared with the classical solution of the movement of a sphere inside a liquid. Finally, the fluid inside the box and the surrounding air region resulted in 61519 elements, Fig. 5. Previous tests were made with a finer mesh, but instability and leakage problems at the fluid/solid interfaces appeared. To avoid these problems, numerous iterations modifying some of the coupling parameters were made, and finally it was decided to modify the mesh size in order to match the Lagrangian one at the interfaces. This change in the mesh helped to control the leakage problems. In addition a second order accurate advection method has been chosen.

The water was modeled using the following viscous constitutive equation (Material Null in LS DYNA notation)

\[
\sigma_{ij} = 2 \nu \dot{\varepsilon}_{ij} - P \delta_{ij} \]  

(3)

in which \( \nu \) is the dynamic viscosity, \( \dot{\varepsilon}_{ij} \) the deviatoric strain rate, and \( I \) the identity tensor. The pressure \( P \) is calculated as a function of the compression \( \mu = \rho / \rho_0 \) - 1, where \( \rho \) and \( \rho_0 \) are the current and initial densities of the material, respectively, and of the internal energy per unit volume \( E \), using the Mie Gruneisen Equation of State based on a cubic shock velocity particle velocity.
for compressed materials and
\[
P = \rho_0 D_m \left[ \frac{1 + (S_1) \mu}{1 + (\frac{\gamma_0}{2}) \mu} \right] \left[ 1 + \frac{\frac{\gamma_0}{2} \mu}{(\mu + 1)} \right]^2 + (\gamma_0 + a \mu) E \tag{4}
\]
for expanded materials, where \( S_1, S_2 \) and \( S_3 \) are coefficients of the slope of the \( u_u \), \( u_p \) curve, \( u_u \) and \( u_p \) being the shock velocity and particle velocity, respectively. \( D \) is the intercept of the \( u_u \), \( u_p \) curve, which corresponds to the adiabatic sound speed on water. \( \gamma_0 \) is the Gruneisen gamma and \( a \) is the first volume correction to \( \gamma_0 \). The required properties and constants of water were obtained from Ref. [35].

The air was modeled using the same constitutive Eq. (3), with the properties of the air, and a Linear Polynomial Equation of State [18]. The mentioned Equation of State is linear in the internal energy and polynomial in the compression, and defines the pressure \( P \) as follows:
\[
P = C_0 + C_1 \mu + C_2 \mu^2 + C_3 \mu^3 + \left( C_4 + C_5 \mu + C_6 \mu^2 \right) E \tag{6}
\]
The air was considered as an ideal gas by setting \( C_0 = C_1 \), \( C_2 = C_3 = C_6 = 0 \) and \( C_4 = C_5 \gamma = 1 \), where \( \gamma \) is the ratio of specific heats:
\[
\gamma = \frac{C_p}{C_v} \tag{7}
\]
and the pressure \( P \) is given by:
\[
P = (\gamma - 1) \frac{\rho E}{\rho_0} \tag{8}
\]
The properties and parameters used in the simulation for the water and the air are shown in Table 2.

The fluid structure interaction, for both projectile/fluid and walls/fluid, is achieved by means of a penalty based ALE Lagrangian coupling algorithm implemented within LS DYNIA. This allows the

![Fig. 6. Left: mesh of the water in the SPH approach. Right: details of the SPH mesh.](image)

![Fig. 7. Shock pressure at t = 0.03 ms. Left: ALE simulation. Right: SPH simulation.](image)
Fig. 8. Cavity formed in the drag phase at $t = 0.12$ ms. Left: ALE simulation. Right: SPH simulation.

Fig. 9. Expansion and beginning of collapse of the cavity at time 1.5, 3.5 and 6.5 ms.

Fig. 10. Contours of effective stress in the exit wall before being impacted. Top: ALE simulation at time 0.24, 0.25 and 0.26 ms. Bottom: SPH simulation at times 0.21, 0.22 and 0.23 ms.
fluid material to flow around the structure, but prevents its penetration into the structure mesh applying penalty forces to the fluid and the structure. When a fluid particle penetrates the Lagrangian structure, a force of recall is applied to both the fluid particle and the structural node to make the fluid particle return to the surface of the structure avoiding penetration. The penalty forces are proportional to the penetration depth and penalty stiffness, behaving like a spring system.

3.2.2. SPH model

In this case, the fluid inside the box is discretised by means of a set of particles assigned with a mass interacting among themselves without a direct connectivity. The SPH method requires a large number of particles uniformly distributed to provide reasonably accurate results. Several particle sizes were analyzed in order to achieve an optimal mesh density; as for the ALE mesh, a simplified model without the aluminium tube was used to perform this analysis. Six different particle sizes were studied and finally a diameter of 2.23 mm was employed, resulting in 381480 particles (Fig. 6). In the SPH method, it is not necessary to model the surrounding air since the particles can freely flow in any direction deforming the walls of the structure. The constitutive law and the equation of state used to model the water were the same as in the ALE approach (Table 2).

This time, the fluid structure coupling algorithm is different from the one applied with the ALE approach. For the interaction with the projectile, a penalty based node to surface contact interface has been used. In all the contact algorithms, the SPH particles are considered as nodes. As other authors [36] suggest, the contact interface was chosen with special care in order to

![Fig. 11. Left: comparison of position of the projectile vs. time. Right: comparison of velocity decay vs. time.](image)

![Fig. 12. Cavity evolution at time 0.028, 0.084 and 0.140 ms obtained from experiments (top), ALE simulation (centre) and SPH simulation (bottom).](image)
achieve the interaction of several SPH particles with each face of the elements of the Lagrange contacting body. This fact, linked to the necessity of a homogenous mesh to obtain accurate results, leads to a higher number of particles to discretise the water domain than in the ALE approach. The interaction of the SPH particles and the walls of the structure was made by means of a constraint interface that ties the SPH particles to the solid elements of the surrounding structure. This has been proven as the best way to transmit the fluid movement to the structure and avoid contact instabilities.

4. Results

In the following section, numerical results of 100% full tubes impacted at velocities of 900 and 600 m/s are analyzed and compared with the available experimental data.

4.1. HRAM stages

Firstly, it has been proved that the employed approaches, ALE and SPH, are able to qualitatively and in an appropriate way reproduce an HRAM phenomenon. The HRAM stages have been analyzed to prove that every phase is well represented in the simulations.

Shock phase. When the projectile penetrates the wall of the fluid filled structure, the impact energy is transferred to the fluid generating a high pressure hemispherical shock wave. The mentioned hemispherical shock wave is observed in both approaches, Fig. 7.

Drag phase. In the drag phase, part of projectile’s kinetic energy is transformed into fluid motion. The displacement of the fluid from the projectile path generates a radial pressure field and a cavity behind it. Fig. 8 depicts the cavity formed in the ALE and SPH simulations.

Cavitation phase. The expansion and collapse (oscillations) of the cavity are known as the cavitation stage. In the employed models, the expansion of the cavity as well as the collapse is well represented, Fig. 9. It can be seen that although both approaches are capable of reproducing this phase, the SPH simulation seems to show a more realistic behaviour of this stage due to the finer and homogeneous SPH mesh.

Exit phase. The projectile exits the tank through a pre stressed wall, caused by the initial shock stage and the subsequent loading by the fluid. This is well depicted in Fig. 10, where contours of effective stress are shown in the exit wall before being penetrated by the projectile.

The contours are very similar in both approaches. The slight difference in time is due to the fact that in the ALE simulation the projectile is slowed down faster than in the SPH approach, as will be shown later, so the projectile reaches the exit wall sooner in the SPH simulation.

![Fig. 13. Pressure time history near the impact point (PTn) in a tube 100% filled. Left: impacted at 900 m/s. Right: impacted at 600 m/s.](image)

![Fig. 14. Pressure time history far from the impact point (PTf) in a tube 100% filled. Left: impacted at 900 m/s. Right: impacted at 600 m/s.](image)
4.2. Time history of the projectile trajectory

By means of the digital high speed camera, it is possible to determine the velocity and the position of the projectile inside the fluid. This experimental data is compared with the numerical and analytical results [29] (Fig. 11), obtained from

\[
\frac{dV_p}{dx_p} = \frac{1}{2m_p \rho_f} C_d A_0 V_p^n
\]

where \(m_p\) and \(V_p\) denote the bullet mass and velocity, \(\rho_f\) is the fluid density, \(A_0\) is the projected frontal area of the projectile and \(C_d\) is a dimensionless drag coefficient. According to the range of velocities considered, a value of 0.4 for \(C_d\) was chosen [37].

The figures show a good correlation between numerical and analytical curves; the position of the projectile in the water is better predicted than the velocity. The ALE simulation predicts a lower velocity, although the difference in this last case is less than 10%. This difference is due to the ALE mesh. As was mentioned before, the ALE mesh fits with the Lagrangian mesh to avoid leakage instabilities in the simulation. In preliminary tests, where a finer ALE mesh was employed (leading to instabilities), better velocity results were achieved, as also was observed by Poehlmann Martins et al. [38]. The experimental curves correlate quite well with the numerical ones showing the same trend.

4.3. Cavity evolution

An interesting parameter to analyse and one that has been less studied is the cavity evolution inside the fluid. Fig. 12 shows a comparison of the cavity evolution obtained both experimentally and numerically. It can be seen that the cavity evolution predicted by the simulations matches very well with experimental images. This is of great importance since the cavity is the main cause for the deformation of the walls.

4.4. Pressure time history

As mentioned before, two pressure gauges were used to record the time history of the HRAM pressure wave as it propagated through the fluid. One of the pressure gauges (PTn) was located near the impact point, at 30 mm from the wall and 75 mm from the shot line (Fig. 3), while the other (PTf) was in the middle of the tube, at 150 mm from the projectile trajectory (Fig. 3). The pressure time histories depicted in Figs. 13 and 14 represent the experimental and numerical curves found for pressure measurements at PTn and PTf at different velocities. The numerical curves correspond to the averaged value of several elements around the pressure gauges’ position.

It can be seen that the pressure time history changes as a function of the location of the pressure gauge as well as the velocity of the projectile; this is well captured by the simulations. The figures show good correlation in the pressure level predicted in the simulations and the experimental results, except in PTf for a velocity of 600 m/s where the predicted values are overestimated by both simulations. It seems that in points near impact (PTn), the ALE approach is capable of better capturing the peak pressure value although the SPH mesh is finer in that area. Far from the point of impact (PTf), the ALE prediction is not as reliable as the SPH approach. This is probably due to the fact that the SPH mesh is finer and uniform all along the water domain, while the ALE mesh is coarser further from the point of impact. As pressures are averaged

Fig. 15. Deformation of the entry wall. Left: impacted at 900 m/s. Right: impacted at 600 m/s.

Fig. 16. Deformation of the exit wall. Left: impacted at 900 m/s. Right: impacted at 600 m/s.
over the elements, the usage of larger elements leads to lower values of the pressure. The beginning of the pressure pulse coincides quite well with the experimental data. The SPH simulations seem to better capture the beginning of the pulse in PTf, whereas the ALE approach predicts the beginning of the pulse a bit earlier. This could also be due to the larger size of the ALE elements.

4.5. Deformations

In this section, experimental deformation data in the entry and exit walls of the tubes are compared with the simulation results. Walls’ deformation is interesting because of its influence on the behaviour of contiguous cells that can be part of a whole fuel tank system. Figs. 15 and 16 depict the deformation of the entry and exit walls, respectively, all along the tube at different impact velocities. The time in the simulations was long enough to assure the stabilization of the displacements in the walls.

The figures depict how the maximum deformation is quite well predicted in the simulations. It can be observed that the shape in the nearest area to impact (about 15 cm at both sides of the impact point) is well represented in the simulations. The deformation at points far from the impact point is overestimated in the simulations.

4.6. CPU time

The CPU time required for the different approaches has been considered. The simulations were carried out using a workstation with four dual core processors (running at 2.5 GHz) and 16 GB of RAM memory. An 8 ms real time simulation took two days with the ALE approach, while the same simulation with SPH lasted one week.

The finer meshing of the SPH approach, necessary for effective simulation, requires very long CPU times, however, the results are not more accurate than the ALE ones, as has been shown. Thus, it seems that the ALE approach is more appropriate to simulate this kind of problem where a large physical domain needs to be modeled.

5. Conclusions

The capability of different simulation approaches in simulating the hydrodynamic ram phenomenon was studied in this work. Two different discretization techniques to solve the fluid phase were analyzed: SPH and ALE. Results of both approaches were compared with the experimental results in water filled aluminium square tubes, impacted at different velocities. The main conclusions of this work could be summarized as follows:

Both approaches ALE and SPH are capable of faithfully reproducing the four well known stages of the hydrodynamic ram: shock, drag, cavitation and exit phases from a qualitative and quantitative perspective. The cavity evolution, main cause of the tank final deformation, is accurately reproduced as compared with the images taken from the experimental tests. In order to predict the evolution of the projectile, both types of meshes accurately describe its deceleration. Nevertheless, small differences are found in the ALE mesh due to discrepancy in the element size compared with the SPH particles. The pressure time history at different points in the fluid, a variable of utmost importance in this kind of problems, is well predicted. Some differences are found, mainly because the shock wave propagation requires a very fine mesh to describe the pressure jump on it.

When the element size used in both SPH and ALE meshes is similar, the pressure field is better described by the ALE approach. The final deformation of the aluminium square tube at the inlet and outlet walls is reproduced with good correlation when compared with the experimental tests. This variable is of great importance in analyzing the possible interaction with adjacent cells of the fuel tank.

The SPH mesh requires a much higher computation effort. This fact, added to the need of a constant size of the particles along the fluid, results in a better ratio accuracy by computation time with the ALE mesh.

In the case of problems in which the analyzed domain is relatively small, the use of SPH meshes could be an appropriate choice; differences in computation efforts between ALE and SPH diminish with the number of elements (or particles).

Acknowledgements

This research was done with the financial support of the Spanish Ministry of Education under Project reference DPI2005 06769 and of the Region of Madrid and University Carlos III of Madrid under Project reference CCG07 UC3M/DPI 3395.

References

[17] Fasanella EL, Boinott RL, Kellas S. Test and analysis correlation of high speed shock wave propagation requires a very fine mesh to describe the pressure jump on it.


