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Abstract—In this paper we investigate power-efficient resource allocation for transmission of perceptual quality guaranteed video over LTE downlink under delay quality of service (QoS) constraints. We formulate the resource allocation problem as the minimization of sum power in the downlink under user-perceived quality and statistical delay QoS provisioning. We solve the problem using dual decomposition and employ the ellipsoid method to update dual variables. Experimental results have shown significant performance enhancement of the proposed system in terms of power efficiency while satisfying the statistical delay-bounded QoS and perceptual quality requirements.
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I. INTRODUCTION

The extensive growth in the adoption of smartphones and tablets has led to a continuous increase in video traffic to mobile devices. By 2019, mobile video will represent 72 percent of global mobile data traffic [1]. With the explosive increase of video traffic over wireless networks, it has become necessary to support more simultaneous video streams while guaranteeing a certain level of quality for individual users. Real-time video transmission requires maintaining stringent delay bounds and monitoring perceptual video quality to ensure a good user experience.

Deterministic delay bounds are hard to guarantee over wireless networks due to time varying nature of the wireless channel [2]. Moreover, for real time applications, the key QoS requirement is the bounded delay instead of average delay (which is only a marginal statistics). Therefore, statistical delay bound provisioning techniques are considered as a design guideline by defining constraints in terms of the delay-bound violation probability.

Achieving higher perceived video quality through maximizing source bit rate [3] results in an increase in throughput and power requirements. Higher system throughput does not necessarily mean higher video quality at the receiver. With the increase of system throughput, the average packet loss rate will also increase which could degrade user-perceived video quality [4]. In a multi-cell wireless networks, this will also generate higher interference to the other cells.

In order to support transmission of real-time applications over wireless channels using Orthogonal Frequency Division Multiple Access (OFDMA), cross-layer techniques have been adopted in literature for dynamic resource allocation. However, the common practice is to maximize quality [3], throughput [5], [6] or energy efficiency [6], [7] or minimize expected distortion [8] or power consumption [9]–[11].

To the best of our knowledge, the problem of perceptual quality-aware power-efficient resource allocation under statistical delay-bounded QoS guarantees in OFDMA systems has not been investigated before and hence is the main focus of this paper. We derive a resource allocation policy that minimizes power for a target user-perceived video quality such that all users in the network can achieve their target statistical delay bound.

The main contributions of this paper are as follows. (i) We provide an empirical mapping between perceptual video quality and source bit rate. (ii) We model the statistical delay QoS requirements in terms of queue length decaying rate which can be jointly determined by the effective bandwidth [2] of the arrival traffic and the effective capacity [12] of the wireless channel. (iii) We model the video specific resource allocation problem as the minimization of sum power in the downlink subject to perceptual quality guarantees, statistical QoS provisioning as well as the power and resource block (RB) allocation constraints of OFDMA. (iv) We employ a duality-based algorithm where dual variables are updated using the efficient ellipsoid method.

The rest of this paper is organized as follows. The system model and problem formulation are presented in Section II. Section III describes the proposed resource allocation algorithm. Section IV conducts numerical analyses of the model. The conclusion is presented in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We focus on the downlink of LTE networks and consider a single cell, multi-user scenario. The system consists of $K$ mobile users (video streams), which are indexed by the set \( \mathcal{K} \triangleq \{1, \ldots, k, \ldots, K\} \). Each pre-encoded H.264/SVC video stream \( k \) requires a bounded delay of \( d_k^{\text{max}} \), a delay violation probability of \( \Gamma_k \) and a source bit rate of \( A_k^{\text{min}} \) bits per second which guarantees a target perceptual video quality \( Q_k \). We assume that the total number of available RBs are indexed by the set \( \mathcal{L} \triangleq \{1, \ldots, l, \ldots, L\} \).

Using the source bit rate adaptation module (Fig. 1a), for a user \( k \), we encode the video sequence at a target bit rate \( A_k^{\text{min}} \) which satisfies a certain quality perception \( Q_k \). We then
determine $\theta_k$ and the minimum required data rate, $R_k^{\min}$, in order to guarantee a specific delay QoS requirement given by $(e_k^{\max}, \Gamma_k)$, using the delay-aware data rate adaptation module (Fig. 1b). Lastly, the resource allocation module (Fig. 1c) allocates resources integrating $P_k^{\min}$, $\theta_k$ and the optimal power control policy $\mu_{k,l}$ presented in Theorem 1.

In the following subsections, we concisely explain the modular framework and formulate the resource allocation problem mathematically.

A. Perceptual Quality-Aware Source Bit Rate Adaptation

Peak signal-to-noise-ratio (PSNR) is widely used as a measure of the quality degradation of digitally encoded video. It is calculated as the error between the original and the reconstructed pictures. For a video sequence, PSNR can be derived as

$$\text{PSNR}_{k} = 10 \log_{10} \left( \frac{255^2}{\sigma^2} \right),$$

where $\sigma^2$ is the pixel luminance mean-squared error between corresponding frame $i$ in the reference and compressed videos, and $N$ is the number of frames in the degraded video.

Perceptual quality is receiving considerable interest as a method to quantify the multimedia experience of mobile users. A survey of objective and subjective quality evaluation of scalable video coding (SVC) can be found in [13]. [14] relates perceptual quality to PSNR as

$$q_k = \frac{1}{1 + e^{b_1^{(k)}(\text{PSNR}_{k} - b_2^{(k)})}},$$

where $b_1^{(k)}$ and $b_2^{(k)}$ are parameters that depend on the video characteristics. In (1), $q_k = 0$ indicates the best quality and $q_k = 1$ indicates the worst quality. A Perceptual Quality of Experience (QoE) metric derived in [15], based on the metric in [14], is expressed as

$$Q_k = q_{k}^{(\max)} \left( 1 - \frac{1}{1 + e^{b_3^{(k)}(\text{PSNR}_{k} - b_2^{(k)})}} \right) \left( 1 - \frac{e^{-b_3^{(k)} f_{k}^{(k)}}}{f_{k}^{(k)}/f_{k}^{(\max)}} \right) \left( 1 - e^{-b_3^{(k)}} \right),$$

where $b_1^{(k)}$, $b_2^{(k)}$ and $b_3^{(k)}$ are parameters that depend on the video characteristics, $q_{k}^{(\max)}$ is a constant corresponding to maximum quality, $f_{k}^{(k)}$, is the frame rate at which the video is displayed and $f_{k}^{(\max)}$ is the maximum frame rate.

We encode source video sequences with H.264 SVC at multiple bit rates to produce compressed videos with different levels of quality for each video content. We use the error concealment method proposed in [16] in order to make (2) suitable to assess transmission over wireless systems and maintain the same frame rate after error concealment ($f_{k}^{(k)} = f_{k}^{(\max)}$). Therefore, the target perceptual video quality of the $k^{th}$ stream, (2), can be simplified to

$$Q_k = q_{k}^{(\max)} \left( 1 - \frac{1}{1 + e^{b_3^{(k)}(\text{PSNR}_{k} - b_2^{(k)})}} \right) .$$

where $q_{k}^{(\max)} = 100$, thus displaying perceptual quality on a scale from 0 to 100.

For each user $k$, we determine the required minimum video source rate that satisfies the user’s perceptual quality requirements. Therefore, having encoded the source streams at multiple bit rates, we measure the PSNR variation with the bit rate. For each encoded bit rate, we calculate the corresponding user-perceived quality using (3). Repeating over all sequences, we provide an empirical mapping between perceptual video quality and source bit rate. Therefore, for each user $k$, we find the minimum bit rate $A_k^{\min}$ that satisfies the user perceptual quality requirements.

B. Optimal Data Rate Adaptation for Statistical Delay QoS Guarantees

Statistical QoS guarantees have been extensively investigated in literature in the context of effective bandwidth $B_E$ and effective capacity $C_E$ functions [2], [12]. The effective bandwidth is defined as the minimum constant service rate required by a given arrival process for which a statistical QoS requirement specified by $\theta_k$ is fulfilled. $\theta_k$ characterizes the queue length decaying rate. Inspired by the effective bandwidth, [2] proposed effective capacity. The effective capacity
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**Fig. 1:** The system modeling framework for video transmission over wireless network: (a) Bit rate adaptation module. (b) Data rate adaptation module. (c) Resource allocation module. (d) Receiver.
is defined as the maximum constant arrival rate that a given service process can support in order to guarantee statistical delay-QoS requirements specified by $\theta_k$. Specifically, for a dynamic queuing system, under sufficient conditions, the queue length process, $Q(t)$, converges in distribution to a random variable $Q(\infty)$ such that [17]

$$-\lim_{z_t \to 0} \frac{\ln(Pr\{Q(\infty)\})}{z_t} = \theta_k.$$  

(4)

Considering a discrete-time arrival process $\{A[i], i = 1, 2, \cdots\}$ and the time-accumulated arrival process $S_B[t] \triangleq \sum_{i=1}^{t} A[i]$, effective bandwidth can be approximated as [12]

$$B_E(\theta_k) = -\lim_{t \to \infty} \frac{1}{\theta_k} \log \left( \mathbb{E}\left[e^{-\theta_k S_B[t]} \right] \right),$$  

(5)

where $\mathbb{E}\{\cdot\}$ denotes the expectation. Moreover, for effective bandwidth, the probability of delay-bound violation can be expressed as

$$Pr\{d_k > d_k^{max}\} \approx e^{-\theta_k B_E(\theta_k) d_k^{max}} \leq \Gamma_k,$$  

(6)

where $d_k^{max}$ and $\Gamma_k$ are the delay-bound and delay violation thresholds for a user $k$. Likewise, given a discrete-time, stationary and ergodic stochastic service process $\{\bar{R}[i], i = 1, 2, \cdots\}$ and the time-accumulated service process $S_C[t] \triangleq \sum_{i=1}^{t} \bar{R}[i]$, effective capacity is given by [2], [12]

$$C_E(\theta_k) = -\lim_{t \to \infty} \frac{1}{\theta_k} \log \left( \mathbb{E}\left[e^{-\theta_k S_C[t]} \right] \right).$$  

(7)

We drop the time-frame index $[i]$ for the corresponding variables to simplify notations. Since the service rate $R_k^{min}$ is an uncorrelated process, the effective capacity formulation simplifies to [18]

$$C_E(\theta_k) = -\frac{1}{\theta_k} \log \left( \mathbb{E}\left[e^{-\theta_k R_k^{min}} \right] \right).$$  

(8)

We model the statistical delay guarantees in terms of QoS exponent, effective bandwidth/capacity, and delay-bound violation probability as in [18]. For a given arrival process $A_k^{min}$ determined in section II-A, we get the corresponding effective bandwidth using (5). We then apply (6) to calculate the solution QoS exponent $\theta_k^*$ that guarantees a specific delay QoS requirement given by $(d_k^{max}, \Gamma_k)$. Having found $\theta_k^*$ and $B_E(\theta_k^*)$, we design the corresponding data rate, $R_k^{min}$, such that $C_E(\theta_k^*) \geq B_E(\theta_k^*)$ is satisfied

$$-\frac{1}{\theta_k^*} \log \left( \mathbb{E}\left[e^{-\theta_k^* R_k^{min}} \right] \right) \geq B_E(\theta_k^*).$$  

(9)

1) Rate Requirements: The signal-to-noise ratio (SNR) for the $k^{th}$ user over the $l^{th}$ RB is given by $\gamma_{k,l} = \frac{P_{k,l}|h_{k,l}|^2}{\sigma^2}$, where $P_{k,l}$ is the transmission power of the $k^{th}$ user over the $l^{th}$ RB, $h_{k,l}$ is the channel fading coefficient, and $\sigma^2$ denotes the power of additive white Gaussian noise (AWGN). The item $\frac{|h_{k,l}|^2}{\sigma^2}$ is called channel-to-noise ratio (CNR), which fully reflects the quality of each wireless channel. This paper assumes perfect channel state information (CSI) at both base station (BS) and each user, which enables BS to dynamically allocate power and rate on each tone according to channel conditions.

Using Shannons capacity formula, the upper bound on the achievable service rate for the $k^{th}$ user over the $l^{th}$ RB, denoted by $R_{k,l}$ can be expressed as

$$R_{k,l} = B \log_2 \left( 1 + \frac{\mu_{k,l} P_{k,l}|h_{k,l}|^2}{\sigma^2} \right),$$  

(10)

where $B$ is the bandwidth of each RB and $\mu_{k,l}(\theta_k, \gamma_{k,l})$ denotes the optimal power control policy to be discussed later. Applying the power adaptation, the instantaneous transmit power becomes

$$P_{k,l} = \mu_{k,l}(\theta_k, \gamma_{k,l}) P_{k,l} \quad \forall l \in \mathcal{L}, \forall k \in \mathcal{K}.$$  

(11)

2) Power Control Policy: The power control policy, denoted by $\mu_{k,l}(\theta_k, \gamma_{k,l})$, gives the relationship between $R_k$, $\theta_k$ and allocated power. Conventionally, the power control policy is expressed as a function of SNR only. However in our case, it is a function of both SNR and QoS exponent.

**Theorem 1.** The optimal power control policy [5] for the $k^{th}$ user over the $l^{th}$ RB, denoted by $\mu_{k,l}(\theta_k, \gamma_{k,l})$ can be expressed as

$$\mu_{k,l}(\theta_k, \gamma_{k,l}) = \frac{1}{\gamma_{k,l}} \left( \left( \frac{\gamma_{0,l} - \theta_k}{\gamma_{k,l}} \right)^{\frac{1}{\mu_{k,l}} - 1} + \right),$$  

(12)

where $[x]^+ = \max(0, x)$, $q_k = -\frac{\theta_k B}{\ln 2}$ is defined as the normalized QoS exponent and $\gamma_{0,k}$ is the cutoff SNR.

**Proof.** The proof directly extends from [5].

C. Problem Formulation

The resource allocation problem is mathematically formulated as

$$\min_{P_{k,l},x_{k,l}} P_s = \sum_{k=1}^{K} \sum_{l=1}^{L} P_{k,l} x_{k,l}$$  

subject to:

$$\sum_{k=1}^{K} \sum_{l=1}^{L} B \log_2 \left( 1 + \frac{\mu_{k,l} P_{k,l}|h_{k,l}|^2}{\sigma^2} \right) x_{k,l} \geq R_k^{\text{min}} \quad \forall k \in \mathcal{K}.$$  

(13a)

$$\sum_{k=1}^{K} \sum_{l=1}^{L} P_{k,l} x_{k,l} \leq P_{\text{max}}$$  

(13b)

$$\sum_{k=1}^{K} \sum_{l=1}^{L} x_{k,l} \leq 1$$  

(13c)

$$x_{k,l} \in \{0, 1\}, \quad P_{k,l} \geq 0 \quad \forall k, \forall l.$$  

(13d)

The objective of the optimization problem in (13) is power and RB allocation for different users in order to minimize the cumulative transmit power, $P_s$, in the downlink. It is subject to different constraints of OFDMA along with satisfying the statistical delay-bound, maximum transmission power and data rate requirements. $R_k^{\text{min}}$ in (13a) is the minimum required data
rate for the delay constrained video services of receiver \( k \), specified in Section II-B. The value of \( P_{\text{max}} \) in (13b) puts an upper limit on the power radiated by the transmitter. (13c) and (13d) indicate that each RB can be allocated to one receiver exclusively. We use binary variables \( x_{k,l} \in \{0, 1\} \) to represent the RB assignment in multi-user systems, where \( x_{k,l} = 1 \) indicates RB \( l \) is used to serve user \( k \) and \( x_{k,l} = 0 \) otherwise.

### III. Duality-Based Resource Allocation

In this section we derive some desirable properties of the optimal solution. We propose to solve (13) using dual decomposition. The Lagrangian of problem (13) is given by

\[
\mathcal{L}(\mathbf{X}, \mathbf{P}, \lambda, \nu) = \sum_{k=1}^{K} \sum_{l=1}^{L} \mathcal{P}_{k,l} x_{k,l} + \lambda \left( \sum_{k=1}^{K} \sum_{l=1}^{L} \mathcal{P}_{k,l} x_{k,l} \right)
- P_{\text{max}} + \sum_{k=1}^{K} \nu_k \left( R_{k}^\text{min} - \sum_{l=1}^{L} R_{k,l} x_{k,l} \right)
= \sum_{l=1}^{L} \left[ \sum_{k=1}^{K} \left( (1 + \lambda) \mathcal{P}_{k,l} x_{k,l} - \sum_{k,l} \nu_k R_{k,l} x_{k,l} \right) \right]
+ \sum_{k,l} \nu_k R_{k}^\text{min} - \lambda P_{\text{max}},
\]

(14)

where \( \mathbf{X} \) and \( \mathbf{P} \) are both \( K \times L \) matrices with elements \( x_{k,l} \) and \( P_{k,l} \) respectively. \( \lambda \) is the dual variable for the power constraint and \( \nu = [\nu_1, \ldots, \nu_K, \ldots, \nu_L] \) is the dual vector for the data rate constraint. We define the Lagrangian dual function \( g(\lambda, \nu) \) as

\[
g(\lambda, \nu) = \begin{cases} 
\min_{\mathbf{X}, \mathbf{P}} \mathcal{L}(\mathbf{X}, \mathbf{P}, \lambda, \nu) \\
\text{s.t.} \\
\sum_{k=1}^{K} x_{k,l} \leq 1 & \forall \ l \in \mathcal{L} \\
x_{k,l} \in \{0, 1\}, \mathcal{P}_{k,l} \geq 0 & \forall \ k, \forall \ l,
\end{cases}
\]

(15)

and the dual problem is

\[
G = \max_{\lambda \geq 0, \nu \geq 0} g(\lambda, \nu).
\]

(16)

In general, there is a non-zero duality gap in presence of integer constraints. However, when time-sharing condition is satisfied, we have an asymptotically zero duality gap as \( L \) goes to infinity, and for practical systems with finite \( L \), the duality gap is still nearly zero [19]. Via Lagrangian relaxation (14), we have removed the coupling among RBs. Thus, \( g(\lambda, \nu) \) is decomposed into \( L \) sub-problems which can be independently solved at each RB, given \( (\lambda, \nu) \). The sub-problem at RB \( l \) is

\[
\begin{aligned}
\min_{\mathbf{X}_l, \mathbf{P}_l} \mathcal{L}(\mathbf{X}_l, \mathbf{P}_l) &= \sum_{k=1}^{K} \mathcal{P}_{k,l} x_{k,l} + \sum_{k=1}^{K} \lambda \mathcal{P}_{k,l} x_{k,l} \\
&- \sum_{k,l} \nu_k R_{k,l} x_{k,l} \\
\text{subject to:} \\
&\sum_{k=1}^{K} x_{k,l} \leq 1, \ x_{k,l} \in \{0, 1\}, \mathcal{P}_{k,l} \geq 0 \quad \forall \ l,
\end{aligned}
\]

(17)

where \( \mathbf{X}_l \) and \( \mathbf{P}_l \) are vectors of \( x_{k,l} \) and \( \mathcal{P}_{k,l} \) at RB \( l \). By visiting the constraints in (17), we note that \( \mathbf{X}_l \) is an all-zero vector except for one binary non-zero entry. Hence, we can first calculate the optimal value of

\[
\mathcal{F}_{l,k} = \begin{cases} 
\min_{\gamma} (1 + \lambda) \mathcal{P}_{k,l} - \nu_k R_{k,l} \\
\text{s.t.} \\
\mathcal{P}_{k,l} \geq 0 & \forall \ k,
\end{cases}
\]

(18)

at each \( l \) and then find optimality for sub-problem \( l \) within the vector \( \mathbf{F}_l = [\mathcal{F}_{l,1}, \mathcal{F}_{l,2}, \ldots, \mathcal{F}_{l,K}] \). Therefore, we achieve the scheduling vector \( \mathbf{X}_l \) for RB \( l \) as

\[
x_{k,l} = \begin{cases} 
1 & k = k^* = \arg \min \mathcal{F}_l, \mathcal{P}_{k,l} \neq 0 \\
0 & \text{otherwise}.
\end{cases}
\]

(19)

Substituting (11), (10) and (12) into (18), we have

\[
\mathcal{F}_{l,k} = \begin{cases} 
\min_{\gamma} (1 + \lambda) \mu_{k,l} P_{k,l} \\
\text{s.t.} \\
\gamma_{k,l} \geq 0 & \forall \ k.
\end{cases}
\]

(20)

By taking derivative with respect to \( P_{k,l} \), we obtain the optimal \( P_{k,l} \) allocation on RB as

\[
P_{k,l}^* = \begin{cases} 
\gamma_{0,1} \left( \frac{\sigma^2}{\ln 2} + 1 \right) \left( 1 - q_k \right) & k = k^* \\
0 & \text{otherwise}.
\end{cases}
\]

(21)

By updating the dual vector \( (\lambda, \nu) \) at each iteration, the Ellipsoid Method [20] can efficiently solve dual problem (16) and achieve dual optimality \( (\lambda^*, \nu^*) \). The subgradient is required by ellipsoid method at each iteration. The subgradient at the \( n^{th} \) iteration is derived in the following proposition.

### Proposition 1
For the optimization problem (13) with dual defined in (16), a subgradient for \( g(\lambda, \nu) \) is

\[
d(\lambda_k(n)) = \sum_{k=1}^{K} \sum_{l=1}^{L} \mathcal{P}_{k,l}^*(n) x_{k,l}(n) - P_{\text{max}}
\]

(22)

\[
d(\nu_k(n)) = R_{k}^\text{min} - \sum_{l=1}^{L} R_{k,l}^*(n) x_{k,l}(n),
\]

where \( \mathcal{P}_{k,l}^*(n) = \mu_{k,l}(\theta_k, \gamma_k^*) P_{k,l}^* \) and \( R_{k,l}^*(n) = B \log_2(1 + \mu_{k,l}(\theta_k, \gamma_k^*) P_{k,l}^*/\sigma^2) \). \( P_{k,l}^* \) minimizes (15) at \( \lambda \) and \( \nu \).
Thus, proposition 1 is proven using subgradient definition.

**Lemma 1.** The optimal dual variables \((\lambda^*, \nu^*)\) must satisfy

\[
0 \leq \nu_k^* \leq \nu_k^\text{max} = \frac{\ln 2}{B} \mu_\alpha P_{k,l}(1 + \lambda^\text{max}) \quad \forall k \in \mathcal{K},
\]

\[
0 \leq \lambda^* \leq \lambda^\text{max} = \frac{B}{\ln 2} \frac{\nu^*}{\mu_\beta P_{k,l}},
\]

where \(\mu_\alpha\) and \(\mu_\beta\) are the total channel inversion [21], [22] and water-filling [21], [23] power-control policies respectively.

Proof. The dual variables \((\lambda^*, \nu^*)\) must satisfy the Karush-Kuhn-Tucker (KKT) conditions in order to be optimal. Taking the partial derivative of (17) at RB \(l\) with respect to \(P_{k,l}\), we obtain (26) and (27).

\(\mu_{k,l}\) is upper-bounded by the channel inversion scheme denoted by \(\mu_\alpha\) and lower-bounded by the water-filling power adoption denoted by \(\mu_\beta\) [5]. Therefore, we obtain the upper bound \(\nu_k^\text{max}\) by letting \(\mu_{k,l} = \mu_\alpha\) and \(P_{k,l} = P_{k,l}^\text{max}\) in (26) and the upper bound \(\lambda^\text{max}\) by substituting \(\nu_k^\text{max}\) and \(\mu_{k,l} = \mu_\beta\) into (27).

Using Lemma 1, one may choose an initial ellipsoid \(A(0)\) with a center \(z(0)\) in which the optimal \((\lambda^*, \nu^*)\) reside. The details, e.g. the update algorithm and stopping criterion can be found in [20].

A summary of our proposed algorithm is provided in Algorithm 1.

### IV. Numerical and Simulation Results

In our simulations, we consider the downlink of a single-cell OFDMA system. The system bandwidth is 10 MHz. Therefore, 50 usable RBs are available per transmission time interval (TTI). The channel model accounts for small scale Rayleigh fading, large scale path loss, and shadowing (log-normally distributed). We consider 8 uniformly distributed users in the coverage area with a minimum distance of 50 m from the eNodeB.

In this paper, video coding is performed by JSVM9.19.15. The CIF \((352 \times 288)\) video sequences City and Foreman are used in the simulations. The parameters \((b_1^{(k)}, b_2^{(k)})\) are set to \((0.34, 29.09)\) for Foreman and \((0.34, 26.3)\) for City as in [15]. The sequences are encoded at different bit rates with 30 fps delay QoS requirements (see Fig. 2a). Using (3), Fig. 2b presents an empirical mapping between PSNR and perceptual quality.

In order to analyze our proposed approach, we consider three scenarios in each of which, users have different quality and delay requirements as shown in TABLE I. Scenario 1 has the highest and Scenario 3 has the lowest quality requirements. The performance of the proposed algorithm is evaluated on these scenarios.

We compare our algorithm with WSPmin scheme in [9] and VAWS method in [24]. WSPmin minimizes the total transmission power with a minimum rate constraint on each user. In VAWS, subcarriers are assigned to satisfy minimum rate constraint with the assumption of equal power allocation per subcarrier. It then refines the initial uniform power allocation given the subcarrier assignment in the last stage to ensure that minimum rate requirements are met. It lastly repeats the previous phases to refine power allocation. Nevertheless, WSPmin and VAWS do not provide statistical delay QoS guarantees. The data rate requirements for the users served by WSPmin and VAWS are randomly varying from 100 kbps to 400 kbps as multiples of 50 kbps.

Algorithm 1: Power efficient resource allocation

```plaintext
initialize \((\lambda(0), \nu(0))\) and the initial ellipsoid, \(A(0)\);
repeat
  for \(l = 1\) to \(L\) do
    for \(k = 1\) to \(K\) do
      Obtain the optimal \(P_{k,l}\) through (21);
      Calculate vector \(\mathcal{F}_{k,l}\) in (18) with optimal \(P_{k,l}\);
      Get the optimal assignment for RB \(l\) by (19);
  end
  Update \((\lambda, \nu)\) and \(A\) via the ellipsoid method with the subgradients in (22);
until \((\lambda, \nu)\) convergence;
```

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius</td>
<td>1 km</td>
</tr>
<tr>
<td>Path loss</td>
<td>128.1 + 37.6 \log_{10}(r), r in km</td>
</tr>
<tr>
<td>Standard deviation of shadowing</td>
<td>8 dB (90% cell edge coverage)</td>
</tr>
</tbody>
</table>

**Quality requirements for different scenarios**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Foreman sequence, (d_{\text{max}} = 150) ms, (\Gamma_1 = 10^{-2}, Q_1 \approx 70)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Foreman sequence, (d_{\text{max}} = 100) ms, (\Gamma_2 = 10^{-3}, Q_2 \approx 80)</td>
</tr>
<tr>
<td>Scenario</td>
<td>City sequence, (d_{\text{max}} = 70) ms, (\Gamma_3 = 10^{-4}, Q_3 \approx 90)</td>
</tr>
</tbody>
</table>
\[ \nu_k^* = \frac{\ln 2}{B} \left( \frac{|h_{k,l}|^2}{\sigma^2} \right)^{\frac{1}{\nu_k}} \left( \frac{P_{k,l}}{\gamma_{0_k,l}} \right)^{\frac{1}{\nu_k}} (1 + \lambda^*) - \frac{\ln 2}{B} \frac{\sigma^2}{|h_{k,l}|^2} (1 + \lambda^*) \]

\[ = \frac{\ln 2}{B} \frac{1}{\gamma_{k,l}} \left( \frac{\tau_{k,l}}{\gamma_{0_k,l}} - 1 \right) P_{k,l}(1 + \lambda^*) = \frac{\ln 2}{B} \frac{\nu_k^*}{\mu_{k,l} P_{k,l}}. \]

(26)

\[ \lambda^* = \frac{B}{\ln 2} \frac{1}{\gamma_{k,l}} \left( \frac{\tau_{k,l}}{\gamma_{0_k,l}} - 1 \right) P_{k,l}. \]

(27)

Fig. 3: Probability of delay violation of a user \( k \) in Scenario 2 (y-axis in logarithmic scale).

Fig. 4 plots the sum power for different scenarios and resource allocation schemes under different average cell border CNRs. As in [7], the noise variance \( \sigma^2 \) is set to ensure average cell border CNR \( \rho_0 \). We see that in terms of power efficiency, the proposed method performs considerably better than WSPmin and VAWS. For instance, in Scenario 1, with an average cell border CNR of 4 dB, our proposed approach can improve power efficiency by 52.9% compared with WSPmin and 72.2% compared with VAWS.

We also note that the power efficiency reduces as the video quality requirements increases. This is due to the fact that more power is allocated per RB in order to provide a more stringent delay QoS guarantee and satisfy the higher perceptual quality requirements. For instance, in Scenario 3 which has higher quality requirements, with the same average cell border CNR of 4 dB, power efficiency is improved by 30.2% and 55.3% compared with WSPmin and VAWS respectively.

Fig. 5 demonstrates the Cumulative Distribution Function (CDF) of sum power for different scenarios and resource allocation algorithms generated over 100 iterations. The noise power is set to -174 dBm/Hz. We note that in Scenario 1, our proposed scheme outperforms both WSPmin and VAWS algorithms in terms of power efficiency by performing 16.21%
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Fig. 4: Sum power versus border CNR, $\rho_0$.

Fig. 5: CDF of sum power.

better than the former and 22.3% better than the latter in 90% of the times. Likewise, in Scenario 3, compared with WSPmin and VAWS, the proposed approach improves power efficiency by 10.25% and 18.58% in 90% of the times respectively.

Lastly, we discuss the complexity of the proposed scheme. The complexity to solve all sub-problems in (17) is $O(KL)$. Therefore, the complexity of ellipsoid method with $(K + 1)$ dual variables is $O(KL(K + 1)^2)$ [9]. The overall complexity can be estimated by $O(KL(K + 1)^2 \log(\frac{1}{\epsilon}))$ where $\epsilon$ is the required accuracy (polynomial complexity).
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