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PART 1:  THEORETICAL BASIS 

 

Abstract: This first part of the work presents the theoretical aspects of a new approach 
to solve two-dimensional large-strain problems in computational contact mechanics. 
The basic elements of the proposed method are: 1) the use of an updated Lagrangean 
approach to describe the motion of the contacting bodies, 2) consideration of a two-
dimensional contact domain, where the contact/friction restrictions are imposed, and 
construction of a one layer triangulation in this domain, 3) resorting to a Lagrange 
multiplier method to impose the contact/friction constraints , 4) an interior penalty 
procedure, allowing condensation of the Lagrange multipliers, ensuring the stability of 
the discretized problem and 5) an active set strategy, for determining the subsets of the 
contact  domain were contact/friction conditions have to be applied, based on the 
concept of effective gaps as suitable entities for extrapolation and prediction purposes. 

Keywords: contact mechanics, domain method, Lagrange multipliers, interior penalty 
method, effective gaps 

1. MOTIVATION 
Despite the substantial progress achieved in the last years, simulating technical 
problems involving contact of various deformable parts is still a challenge in 
computational contact mechanics. In fact, if we consider the basic two stages of 
contact/friction algorithms [38] namely: a) the search for the contacting entities in the 
contacting bodies (contact/friction detection) and b) the imposition of the 
contact/friction constraints, both stages are highly nonlinear and this results in large 
computability difficulties in terms of robustness and computational costs. In the 
following, they are briefly sketched. 
 
One of the main challenges facing contact problems is the nonlinearity induced by the 
fact that the contacting pairs are not known a priori, which has led to various 
contributions only focusing on the aspect of contact searching algorithms (e.g. [2], [26], 
[42], [43], [41], [7], [46], [37]). Contact/friction detection is there solved via spatial 
search algorithms, like grid cells and quadtree/octree search algorithms [38].  In them, a 
certain number of candidates to become contacted entities (master entities) are 
compared, in terms of their geometrically position, with another set of candidates to 
become contacting entities (slave entities). Then, they are paired, at every considered 
time of the analysis, as candidates to exert mutual contact or friction. When the number 
of those entities becomes large, as it occurs, for instance, in problems involving many 
contacting bodies or in general 3D problems, the computational cost involved in those 
searches can become so large as to make the computational cost unaffordable. 

 
Once the involved entities are determined and paired, some corresponding geometric 
constraints have to be imposed, namely: 

( ) ( )( ) 0 ; ( ) (1... ) ( )i i
N T pairg i n= = = → =u g u 0 g u 0  (1)

where u  are the displacements of the contacting bodies, N and T  stand, respectively, 
for the normal and tangential associated directions and i  stands for one of the pairn pairs 
of constrained entities grouped in the vector of constraints ( )g u . 



 
Here we can distinguish two large families of solution methods that, in turn, give rise to 
a number of branches, i.e.: 
 

1. Penalty methods: the contact/friction constraints, ( ) =g u 0  are imposed, at the 
contacting boundary .contΓ , via  penalization in a minimizing functional, as 

[ ]
.

2

int

1( ) [ ( ) ( ) ] 0
2

( ) ( ) ( ( ))
cont

ext cont

dδ δ ε

ε
Γ

Π = Π + Γ = →

→ ≡ − + =

∫u u g u

R u F u F F g u 0

%
 (2)

where ( )Π u  and ( )Π u%  are, respectively, the original and the penalized 
minimizing functionals, ε  stands for the appropriate set of penalty values, 

( )R u are the corresponding residual forces, obtained after the minimization 
process and the subsequent discretization procedures, and intF , extF  and contF  
stand, respectively, for the internal forces, the external forces and the contact 
forces acting on the contacting bodies. This is a widely used method, because its 
simplicity and the fact that the number of unknowns of the global problem is not 
increased by the imposition of the contact/friction restrictions. A negative 
counterpart is that the effectiveness in the imposition of those constraints relies 
very much on the appropriate values of the used penalty factors. Either if the 
stiffness of the contacting bodies is very different or if they evolve along the 
deformation, finding the correct value of the penalties becomes a tough problem. 
 

2. Lagrange multiplier methods: the contact conditions are imposed by introducing 
new unknowns, the Lagrange multipliers, and new equations in the problem: the 
contact/friction constraints. The number of Lagrange multipliers is essentially 
determined by the number of contacting entity pairs. Then, the minimization 
problem reads:  

.

int

( , ) [ ( ) ( ) ] 0

( ) ( , )
( , )
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where ( , )R u Λ is the residual vector, and  { }( )(1) ,...., pairnλ λ=Λ  is the vector of 

Lagrange multipliers. In addition, the Hessian of equations (3) has the following 
structure: 
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and, thus,  the linearized form of ( , )R u Λ reads: 
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(5)

where the Hessian K  in equation  (5)  is a sparse matrix due to the appearance 
of matrices uλK  and uλK . In addition, the null character of matrix λλK  
precludes direct condensation (elimination) of the unknowns, ∆Λ , in equation 



(5) in the context of an iterative (Newton-Raphson) procedure to solve the 
problem. This translates into high computational solution costs, since the 
extended system in equations (5) is large and sparse. In addition, if the 
corresponding BBL conditions are not fulfilled [19], it can often translate into 
instabilities in the results after discretization. These are challenges posed by 
Lagrange multiplier methods. 

 
Another important aspect is the utilized discretization strategy. Many existing contact 
formulations developed in the past use a specific collocation method to enforce the 
contact constraints at some discrete points. The most popular discretization method used 
for large deformation contact problems is the so-called node-to-segment approach, 
where a specific node on the slave side must not penetrate the opposing master side 
segment. Early applications of this strategy date back to the works of Hughes et al. [20] 
and Hallquist [12]. On this basis several extensions and generalizations have been 
proposed (e.g. [13], [40], [2], [21]). Although the node-to-segment discretization 
approach is quite popular, the lack of robustness of these models is still a limitation in 
certain applications, especially when large tangential relative displacements come into 
play. Due to the spatial approximation with finite elements, an unsmooth representation 
of the real geometry could emerge, having edges between neighboring elements, which 
will cause jumps in the contact forces once a slave node slides off the contacting master 
segment. To overcome these deficiencies various smoothing algorithms have been 
proposed (e.g. [36], [28], [39], [30], [35]). 
Due to the aforementioned drawbacks of the node-to-segment discretization strategy, 
the research for so-called segment-to-segment methods became quite active in recent 
years. This approach was first introduced by Simo et al. [34] for geometrical linear 
problems. Similar segment-to-segment formulations have been proposed by 
Papadopoulos and Taylor [29] as well as Zavarise and Wriggers [45]. Recently many 
segment-to-segment contact algorithms were proposed on basis of the mortar method, 
which was originally introduced as a domain decomposition method ([3], [4], [5]). 
Introducing the continuity condition at the interfaces in integral form, the mortar 
method has been successfully applied to various large deformation contact problems 
([31], [32], [44], [8], [9], [10], [14], [15], [17]). Even though these algorithms preserve 
optimal convergence rates, they suffer from the quite expensive quadrature problem. As 
the Lagrange multiplier space is typically defined only on one boundary of the two 
bodies coming into contact, it is necessary to integrate basis functions defined on two 
different surface meshes. This leads to a quite expensive search for defining the 
appropriate contact segments in order to perform the numerical quadrature ([31], [32]). 
No matter whether using a node-to-segment or a segment-to-segment contact 
discretization strategy, nearly all of the proposed methods have in common, that they 
project somehow one contact-surface/point (slave) onto the other contact-surface 
(master), to formulate the necessary contact conditions. Therefore, the contact problem 
is defined on a subdomain, which is usually one dimension lower than the domain of the 
contacting bodies. 
 
This work is focused to describe a new approach to computational contact problems 
intending to overcome the drawbacks of the preceding methodologies. The main 
elements of the approach are the following: 



a) 

 

b) 

 
Figure 1: Imposition of contact constraints on the contacting bodies: a) classical method, 

b) contact domain method 

 
1) An efficient, simple and fast method for pairing the contacting entities. In this 

sense, the concept of contact domain, is introduced as a geometric entity: a 
manifold with the same dimension than the contacting bodies (i.e.: 2D for two-
dimensional bodies and 3D for three-dimensional bodies), which is constructed 
via a Delaunay triangulation of a single layer [11] taking the nodes placed in the 
boundary of the contacting bodies as vertices of the triangulation.  

2) In order to facilitate the construction and use of this contact domain, an updated 
Lagrangean description [23] of the motion of the contacting bodies is used in the 
mechanical setting. 

3) Unlike in more standard procedures, where the contact/friction constrains are 
imposed on the basis of projections onto manifolds which are one dimension 
smaller than the contacting bodies (the contact lines/surfaces, see Figure 1a)), 
the contact/friction constraints are imposed on a manifold of the same dimension 
than the contacting bodies: the aforementioned contact domain (see Figure 1b)). 
Thus, the introduction of a Lagrange multiplier space on this contact domain 
does not lead to the difficulty of integration of products of finite element basis 
functions on different surface grids.  

4) As for the imposition of the contact/friction conditions at the contact domain, a 
finite element format is adopted and the standard Lagrange multiplier method is 
modified. By resorting to an interior penalty procedure [1], the resulting system 
(5) is made λ -solvable (i.e. allowing condensation of the Lagrange multipliers) 
in a consistent manner, this resulting in large computability benefits. 

 
In the following, the approach is presented for two-dimensional problems, although no 
assumption is made in terms of the kinematics. Therefore, full large strains can be 
undergone by the contacting bodies.  
 

2. GEOMETRICAL ASPECTS 

2.1. Geometrical description of the contact domain 
Let us consider two contacting bodies whose motion is described by means of an 
updated Lagrangean approach [23]. Let [ ]1,n nt t +  be the current time interval, of length 

1 1n n nt t t+ +∆ = − , (1)
nΩ  and (2)

nΩ  are the reference (material) configurations, and (1)
1n+Ω  and 



(2)
1n+Ω  are the corresponding spatial configurations. The incremental motion 1n+ϕ  is then 

defined by: 
(1) (2) (1) (2)

1 1 1

1 1 1

1 1 1

( ) : ( ) ( )
( )
( )

n n n n n n

n n n n n

n n n n n n

+ + +

+ + +

+ + +

Ω ∪Ω → Ω ∪Ω
= +

= − = −

x
x x x u
u x x x x

ϕ
= ϕ
ϕ

 (6)

where nx  and 1n+x  stand, respectively, for the initial (material) and final (spatial) 
positions (coordinates) of a given particle in the considered time interval, and 1n+u  are 
the corresponding incremental displacements. For the sake of simplicity subscripts ( )n•  
referring to the reference configuration will be omitted, whenever no confusion is 
induced, in the subsequent derivations, so that entities with no time subscript will 
denote material entities associated to time nt  (i.e. (1)

nΩ , (2)
nΩ  will be denoted as (1)Ω , 

(2)Ω ). 
Let then (1)Ω  and (2)Ω  be the domains occupied by the bodies at the reference 
configuration, (1)∂Ω , (2)∂Ω   being the corresponding domain boundaries with outward 
normal (1)ν  and (2)ν , respectively.  Let us also consider the so-called contact domain 
D , with boundary, D∂   joining part of the boundaries (1)∂Ω  and (2)∂Ω  i.e: (1) (1)

DΓ ⊂ ∂Ω  
and (2) (2)

DΓ ⊂ ∂Ω , see Figure 2. We will assume that  (1)
DΓ  and (2)

DΓ  are large enough to 
contain those parts of (1)∂Ω  and (2)∂Ω  that are coming into contact at the end of the 
time step. 
 
Let us also consider a local system of orthogonal curvilinear coordinates ( , )N T  
parametrizing the contact domain in such a way that (see Figure 2) :  

{ }: ( , ) | ;nD N T N N N T T T− + − += < < < <x  (7)

where N N+ −−  and T T+ −−  are measures of the width and the length, respectively,  of 
the contact domain D .  

 
Figure 2: Geometrical definition of the material contact domain, D ,  between two 
contacting bodies (1)Ω  and (2)Ω . 



Associated to that system of coordinates, one can define the orthogonal unit vectors 
N and T , the physical basis of the system, tangent to the coordinate lines at every point 
and defined through:  

( , ) :

( , ) :

n N
N

N

n T
T

T

N T
N
N T
T

∂
= =

∂

∂
= =

∂

x ee N
e

x ee T
e

 (8)

The above definitions imply a sense on N  and T . In fact, if  (1)Ω  and (2)Ω , are 
considered, respectively, the master and the slave contacting bodies, the sense of N  is 
defined as pointing from  (1)

DΓ  to (2)
DΓ  (see Figure 2.) i.e.: 

(1) (1) (1)

(2) (2) (2)

( ) ( ) ( )

( ) ( ) ( )

def

D
def

D

= = ∀ ∈Γ

= − = − ∀ ∈Γ

x N x N x x

x N x N x x

ν

ν
 (9)

Also for the sake of simplicity, it will be assumed that the curvature of the N  and T  
coordinate lines is small. This is not a relevant restriction in view of the discretized 
(piecewise linear) geometry endowed to the contact domain D  (see Section 5.1 below 
and REMARK 5-1). In consequence, it will be assumed that: 

;

;

N N

T T

∂ ∂
≈ ≈

∂ ∂
∂ ∂

≈ ≈
∂ ∂

N T0 0

N T0 0
 (10)

In addition, although the motion ( )xϕ , in equation (6), is only defined in the domains 
(1) (2)
n nΩ ∪Ω , we endow the domain D  with an extension of the incremental 

displacement field, ( )
1

D
n+u ,  for the only purpose of supplying a mathematical expression 

to the physical entity of the gap (see Section 2.2). To this end, we assign to the points in 
the domain D , a displacement field, ( )

1 ( , )D
n N T+u , linearly interpolated in the N -

direction from the corresponding mechanical displacements at the contacting 
boundaries: (1)

1n+u , at (1)
DΓ , and (2)

1n+u , at (2)
DΓ , i.e.: 

( ) ( )
1 1 1

( ) (1) (1) (2) (2)
1 1 1

(1) (2)

( )

( , ) ( ) ( ) ( ) ( )

( ) ; ( )

D D
n n n n n n
D

n n n

D

N T A N T A N T

N N N NA N A N
N N N N

ϕ+ + +

+ + +

+ −

+ − + −

= = + ∀ ∈

= +

− −
= =

− −

x x x u x

u u u  (11)

Then, the normal, 
1

( )
n

D
Nu

+
, and tangent, 

1

( )
n

D
Tu

+
, physical components of the displacement 

field at D  are defined through: 

1 1

1 1

( ) ( ) ( )
1

( ) ( ) ( ) ( )
1 1

( , )

;
n n

n n

D D D
n N T

D D D D
N n T n

N T u u

u u
+ +

+ +

+

+ +

= +

= ⋅ = ⋅

u N T

u N u T
 (12)

  
REMARK 2-1. From the geometrical point of view the contact domain D , 
defined in equation (7), can be ill defined. Typically, if the two contacting 
bodies are already in contact at the beginning of the time step (therefore in 
the reference configuration), then the width measure of the contact domain 
is null ( 0N N+ −− = ). This translates into possible singularities in the 



formulation above (for instance in equation (11)). As a way to avoid such 
singularities a regularized contact domain, at the reference configuration, 
could be assumed in terms of a (very small) positive regularization 
parameter such that, in the case of initial contact, the minimum width of the 
contact domain D  is made larger than that regularization parameter: 

[ , ]
min [ ( , )] 0

N

NT T T
dS N T k

+

−− +∈
≥ >∫  (13)

However, it can be shown that the final numerical solution procedure of the 
problem can be made independent of the value of such parameter which can 
be eventually null (see equations (122), REMARK 5-3 below and section 
4.3 in the second part of this work [16]). 

2.2. Gap definitions 
Let us consider the contact domain, D , at the material configuration, and its convected 
spatial domain, ( )

1 1 ( )D
n nD D+ += ϕ , (see Figure 3), where the corresponding normal/tangent 

unit vectors, ( , )n t , and curvilinear coordinate lines are defined. Notice that, by 
construction, the spatial contacting boundaries 

1

(1)
nD +

Γ  and 
1

(2)
nD +

Γ  are convected from the 

material ones (
1

(1) ( ) (1)
1 ( )

n

D
D n D+ +Γ = Γϕ  and 

1

(2) ( ) (2)
1 ( )

n

D
D n D+ +Γ = Γϕ ). The same happens for the 

tangential coordinate lines ( ( ) ( ) ( )
1 1 ( )t D T

n nϕ+ +Γ = Γ ), but not for the normal coordinate lines 
( ) ( ) ( )

1 1 ( )n D N
n n+ +Γ ≠ Γϕ , since ( )

1
D

n+ϕ  does not necessarily preserve orthogonality.  

 
Figure 3: Gap definition in the contact domain 

Therefore, the normal n can be computed as the normalized vector convected of N [6]: 
1

1

( ) ( )
1 1 1 ( )

n

T
n

T
n

D D
n n n n

−
+
−
+

+ + +

⋅
=

⋅

= ⊗ = +x

F Nn
F N

F 1 u xϕ ∇ ∇

 (14)



where 1( ) ( )
TT− −⎡ ⎤• ≡ •⎣ ⎦ , 1n+F  is the gradient of deformation tensor, 1  stands for the 

second order unit tensor and ( )�∇  stand for the gradient (i.e.:[ ]( ) ( ) /i jij
x= ∂ ∂� �∇ ). The 

tangent vector t  can then be computed as the anti-clockwise rotated vector orthogonal 
to n . 
 

2.2.1 Geometric gap 

Let us now consider a given material point n D∈x , defined by the material curvilinear 
coordinate values * *( , )N T , its corresponding projected point on (1)

DΓ  along the same N-
coordinate line, * (1)( , )n DN T− ∈Γx  and their respective convected points, ( )

1 1 ( )D
n n n+ +=x xϕ  

and ( )
1 1 ( )D

n n n+ +=x xϕ (see Figure 3). Let us also consider the length, (0)
NG , of the 

curvilinear segment of the N -coordinate line  ( )NΓ , joining the points nx and nx : 
*

(0) * * ( ) *

1
( ) * * 2

( , ) ( , )

( , ) ( , ) ( )

N N
N

N
N N

N
n n n

G N T d N T

d N T d N T d d

−

=

=

= Γ

Γ = = ⋅

∫

x x x

 (15)

The initial gap vector (0) ( )nG x  is then defined as: 

(0) (0)( ) ( )n N nG=G x N x  (16)

Therefore, one can write: 
* *

*

* ( )

( ) (0)

(0)

( , )
N N N

n n n nN N

N N
n n NN

N

d N T d

d G

G

− −

−

= + = + Γ =

≅ + Γ = +

∫ ∫

∫

x x x x N

x N x N
14243

 (17)

where the hypothesis in equation (10) has been considered. The final gap vector, 
( )nG x , is then defined as: 

( ) ( )
1 1 1 1

( ) (0) ( )
1 1

( ) ( ) ( )

( ) ( )

D D
n n n n n n n

D D
n n N n nG
+ + + +

+ +

= − = − =

= + −

G x x x x x

x N x

ϕ ϕ

ϕ ϕ
 (18)

where equation (17) has been used. Now, considering the Taylor’s expansion 
( ) (0) ( ) ( ) (0)

1 1 1( ) ( ) ( )D D D
n n N n n n NG G+ + ++ = + ⋅x N x Nϕ ϕ ϕ∇  (19)

where the higher order terms are identically zero due to equation (11), substitution of 
equation (19) into equation (18) yields: 

( ) (0) ( )
1 1

( ) (0) ( ) (0)
1 1

( ) (0)
1

( ) ( ) ( )

( ) ( )

( )

D D
n n n N n n

D D
n N n N

D
n N

G

G G

G

+ +

+ +

+

= + − =

= ⋅ = + ⋅

= + ⋅

G x x N x

N 1 u N

N u N

ϕ ϕ

ϕ∇ ∇

∇

 (20)

where equations (6) and (14)  have been used. Finally, the normal and tangential gaps 
are defined as the respective components of ( )nG x  in the local spatial basis 

1 1( ( ), ( ))n n+ +n x t x : 



( ) ( ) ( ) (0)
1 1 1

( ) ( ) ( ) (0)
1 1 1

( ) ( ) ( )

( ) ( ) ( )

D D D
n n n n n N

D D D
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G G

G G
+ + +
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u n x u N u N

u t x u N u N

∇

∇
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REMARK 2-2. The normal gap nG  in equation (21) does not exactly match 
its classical definition [22, 38], considered as the minimum distance from 

1n+x to the closest point 1ˆ n+x  in the master contact boundary 
1

(1)
nD +

Γ  (see 
Figure 3). However, both definitions tend to each other in any of the 
following scenarios: 

• As 
1

(1)
nD +

Γ is smooth, which is implicitly assumed in equations (10). 

• As the incremental tangential gap tG  is small, that is connatural to 
the adopted updated Lagrangean approach. 
 

REMARK 2-3. Unlike in mortar or node to segment contact methods, the 
gaps are here defined for all points of the contact domain D  and not only 
for the points in the possible contacting boundaries (1)

DΓ  and (2)
DΓ . This is a 

very distinguishing feature of this approach in comparison with alternative 
ones. However, it is also clear from that definition that, imposition of a null 
normal gap in some domain ( )ND D⊂  (see equation (45)  below), implies 
also imposition of contact, at the boundaries (1)

DΓ  and (2)
DΓ  of that domain, in 

the classical sense (see Figure 3). 
 

2.2.2 Normalized gap 

From the results in equations (21) it appears that the initial gap (0)
NG plays a role of scale 

length in both the normal and tangential gaps nG  and tG . Therefore one could define 

( ) ( ) ( )
1 1 1(0)

( ) ( ) ( )
1 1 1(0)

( ) ( ) ( )

( ) ( ) ( )

D D Dn
n n n n n

N

D D Dt
t n n n n

N

Gg
G
Gg

G

+ + +

+ + +

= = + ⋅ + ⋅

= = + ⋅ + ⋅

u n x u N u N

u t x u N u N

∇

∇
 (22)

where the dimensionless entities ng  and tg are the normalized  gaps, or the values of 
the final gaps per unit of the initial normal gap. In order to warranty a bounded 
definition of the values in equations (22) the considerations in REMARK 2-1, about the 
positive width of the regularized contact domain and, therefore, the nonzero values of 
the normal gap 0

NG , are recalled. 
 
REMARK 2-4. Notice that, since (0) ( ) 0N n nG D> ∀ ∈x x , the imposition of 
the contact condition ( ) 0n n nG D≥ ∀ ∈x x  is completely equivalent to 

( ) 0n n ng D≥ ∀ ∈x x . Also, ( ( )) ( ( ))t n t n nsign g sign G D= ∀ ∈x x x . 
Therefore, the normalized gaps in equation (22) provide all the information 
that is going to be required from the actual geometrical gaps, in equations 
(21), and they could be considered suitable contact indicators. In 
consequence, in subsequent sections the contact restrictions will be imposed 



in terms of the normalized gaps in equations (22) instead of the geometrical 
gaps. 
 
REMARK 2-5. The normalized gap definitions in equations (22) display a 
highly nonlinear dependence on the displacement field, ( )

1
D

n+u , through the 
nonlinear dependence of ( )

1( )D
n+n u and ( )

1( )D
n+t u on the current displacements 

(see equations (14)). This translates into large analytical complexities and 
inherited difficulties for linearization of the resulting formulation. This is 
the reason why simplified (linearized) expressions of those gap definitions 
are explored in next paragraphs. 

2.2.3 Linear normalized gap 

The first alternative consists of substituting the spatial basis ( , )n t  in equations (22) by 
the material one, ( , )N T , giving rise to the following normal and tangential gap 
definitions: 

( ) ( ) ( )
1 1 1

( ) ( ) ( )
1 1 1

( ) ( ) ( )
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D D D
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D D D
T n n n
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= ⋅ + ⋅ = ⋅ ⋅

u N N u N 1 N u N

u T N u N T u N

∇ ∇

∇ ∇
 (23)

which exhibit linear dependence with respect to the current incremental displacement 
field ( )

1
D

n+u . Although this definition keeps consistency, since the spatial and material 
basis tend to each other as the time step length 1 1n n nt t t+ +∆ = −  is reduced,  its adoption 
could affect the accuracy of the results, for moderate time step lengths, in a non-
negligible manner. 
 

2.2.4 Extrapolation based normalized gap 

Let us consider the following prediction of the current incremental displacement field:  
( ) ( )1

1
D Dn

n n
n

t
t
+

+

∆
=

∆
u u%  (24)

where ( )D
nu and 1n n nt t t −∆ = −  stand, respectively, for the incremental displacements and 

time step length in the previous time step [ ]1,n nt t− . Expression (24) corresponds to a 

first order approximation of  ( )
1

D
n+u%  to ( )

1
D

n+u  in the Taylor’s expansion along time: 
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The corresponding predictions of the spatial normal and tangent vectors and the gradient 
of deformation tensor, according to equations (14) read: 

( ) 1
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1 1
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F u 1 u x

%
%% %

%

% %∇

 (26)

Then, substitution of equation (26) into equation (22) yields: 



( ) ( ) ( )
1 1

( ) ( ) ( )
1 1
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 (27)

where the linear dependence of the gaps on the current value of the displacement field, 
( )

1
D

n+u , is emphasized. The gap definitions in equations (27) combine this linear 
dependence, when compared with expressions (21), with a higher (first order) 
approximation of the couple ( , )n t%% , when compared with expressions (23), and they will 
be the ones considered from now on. 
 

REMARK 2-6. Due to the independence of n%  and t% , in equations (26) and  
(27), on the current displacements ( )

1
D

n+u , the Gâteaux variation [33] of the 
gaps defined in equation (27) read: 

( ) ( ) ( ) ( )
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∇ ∇
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which are linear expressions (see also REMARK 2-5). As it will be shown in 
subsequent sections, these facts simplify, without a substantial loss of accuracy, 
the analytical derivations using those gap definitions, instead of the ones in 
equations (21). 

 

3. THE FRICTIONLESS PROBLEM 

3.1. Inequality constrained boundary value problem 

Now let us consider the following boundary value problem at the time interval [ ]1,n nt t +   

(1) (2) 2
1

1

:

( , ) ( ) :
( , ) ( ) : [ , ]

:

n n n

N n N

FIND

t
T t T T T

FULFILLING

λ λ
+

− +
+

⎧ ≡ Ω ∪Ω →
⎨

≡ →⎩

u x u x R
R

 
(29)

Momentum equation {
(1) (2)in

DIV
⋅ + = Ω ≡ Ω ∪ΩP b 0

P
∇  

(30)

Constitutive model (1) (2)( ) in= Ω ≡ Ω ∪ΩP uΣ  (31)

Dirichlet’s  boundary     
conditions 

( ) ( )1 2*
u u uin Γ ≡ Γ ∪Γu u=  (32)

Neumann’s  boundary 
conditions 

( ) ( )1 2* in σ σ⋅ Γ ≡ Γ ∪ΓP t σν =  (33)

Lagrange multiplier 
identification 

( ) ( )1 2
nN N D D DP inλ≡ ⋅ ⋅ Γ ≡ Γ ∪Γn P N% % =  (34)



Kuhn/Tucker/Karush 
conditions 0 ; 0 0n N N ng g in Dλ λ≥ ≤ =% %  (35)

where 1( , )n nt +P x is the first Piola-Kirchoff stress tensor [6], related to the current 
incremental displacements via the constitutive model Σ , 1( , )n nt +b x  are the body forces, 

*
1( , )n nt +u x  are the prescribed displacements,  *

1( , )n nt +t x  are the prescribed boundary 
tractions and Nλ  is a parameter (the normal Lagrange multiplier) defined in all points of 

the contact domain, D , whose value at the boundaries, ( ) ( )1 2
D DΓ ∪Γ ,  is made equal to the 

component nNP% , of P , in equation (34). The inequality equations (35) are the classical 
Karush /Kuhn/Tucker conditions [38] in terms of the normalized gap and the Lagrange 
multiplier.  
 

3.2. Equality constrained boundary value problem 
Let us now assume that the material boundaries of the two bodies that are going to be in 
contact at the end of the time interval, (1)

NΓ  and (2)
NΓ  (see Figure 4), are known in 

advance (at the beginning of the time interval), so that the corresponding active contact 
domain, ( )ND D⊂ , is also known. This procedure to know (or to predict) in advance 
the active contact domain, is part of the active set strategy described in section 5.2. Let 
us then define the active part of the contact domain D  as (see Figure 4): 

{ }
{ }

( ) : ( , ) | ( ) 0

( , ) | ;

N
n N n

n N N

D N T

N T N N N T T T

λ
− + − +

= < =

= < < < <

x x

x
 (36)

 



In view of the definition in equation (36) and from the equality 0N ngλ =%  in equation 
(35): 

( )( ) 0
( ) 0

0
N n N

n n n
N n

g D
g

λ
λ

< ⎫
⇒ = ∀ ∈⎬= ⎭

x
x x%

%
 (37)

which shows that a null normal gap has to be imposed at the active contact domain 
( )ND . In addition, in view of the inequality 0Nλ ≤ in equation (35), and the definition of 

the active contact domain ( )ND  in equation (36), at its complementary part ( )\ ND D it 
has to be fulfilled: 

( )( ) 0 \ N
N n n D Dλ = ∀ ∈x x  (38)

Therefore the Lagrange multiplier Nλ  is automatically solved at ( )\ ND D , and this 
domain can be excluded from the original problem that now reads: 

(1) (2) 2
1

1

:

( , ) ( ) :
( , ) ( ) : [ , ]
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⎨
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 (39)

Momentum equation {
(1) (2)in

DIV
⋅ + = Ω ≡ Ω ∪ΩP b 0

P
∇  

(40)

Constitutive model (1) (2)( ) in= Ω ≡ Ω ∪ΩP uΣ  (41)

Dirichlet’s  boundary     
conditions 

( ) ( )1 2*
u u uin Γ ≡ Γ ∪Γu u=  (42)

Neumann’s  boundary 
conditions 

( ) ( )1 2* in σ σ⋅ Γ ≡ Γ ∪ΓP t σν =  (43)

Lagrange multiplier 
identification 

( ) ( )1 2
nN N N N NP inλ≡ ⋅ ⋅ Γ ≡ Γ ∪Γn P N% % =  (44)

Constraint condition ( )0 N
ng in D=%  (45)

In contrast with equations (35) now equation (45) is an equality constraint that 
determines a null value for the normal gap, ng% ,  defined in equation (27),  at all points 

of the active contact domain ( )ND , thus imposing the contact along the boundaries ( )1
NΓ  

and ( )2
NΓ  (see REMARK 2-3).  

 
REMARK 3-1. For the sake of simplicity in the subsequent derivations, the 
quasi-static case (null acceleration) has been considered in equations (30) or 
(40). However, the presented approach is fully valid for the dynamic case, 
with the only modification of correcting the body forces term with inertial 

Figure 4: Geometrical definition of the active normal contact domain ( )ND . 



effects, as 1
ˆ ( , )n nt ρ+ = −b x b a , in terms of the density 1( , )n ntρ +x and the 

acceleration 1( , )n nt +a x . 
 
 

3.3. Variational problem 
Although it is not a requirement for the proposed approach, for the sake of simplicity, 
from now on we will consider that the material of the contacting bodies follows a 
hyperelastic model so that: 

( ) in= ∂ Ψ ΩFP F  (46)

and, therefore,  that there exists the  functional: 
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 (47)

where Π  is the potential energy functional of the hyperelastic bodies in terms of the 
internal, intΠ , and the external, extΠ , potential energies and the potential energy 
associated to the contact contΠ . Let us then consider the following variational problem: 
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 (48)

int

0

( , , , ) ( , ) ( , ) ( , , , ) 0

;
N N ext cont N N

N

δ λ δ δλ δ δ δ δ δ λ δ δλ

δ δλ

Π = Π − Π + Π =

∀ ∈ ∀ ∈

u u u u u u u u

u V L
 (49)

where, in equation (49) δΠ stands for the classical Gâteaux variation [33]. Taking into 
account that from equations (46), (47) and (14), 



int ( , ) ( ( )) ( ( )
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d d

d

δ δ δ δ

δ
Ω Ω

Ω
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= Ω

∫ ∫
∫

Fu u F u F u F

P u∇
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standard algebraic manipulations of equations (47) to (50), taking also into account 
equations (28), lead to the following two variational equations: 
 

Virtual 
work 
principle: ( )

*

0
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0
N

u N
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dD
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δ λ δ δ δ δ
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∇
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Constraint 
variational 
equation: 

 
( )

( , ) ( ) 0
NN N n ND

g dDλδ δλ δλ δλΠ ≡ = ∀ ∈∫u u% L  (52)

 
REMARK 3-2. It can be proven (see Appendix I) that: 
• Equations (40) to (44) are the Euler-Lagrange equations of the variational 

principle (51). 
• Equation (45) is the Euler-Lagrange equation of the variational equation 

(52).  
Therefore, the variational problem above is the weak form of the boundary value 
problem in section 3.2. 
 

3.4. Spatial discretization 
Let us consider a Galerkin-based finite element discretization of the contacting bodies 

(1)Ω  and (2)Ω , in Figure 2,  and the corresponding triangulation in the contact domain 
( )ND  (see also Figure 1). Let then ( )h

i i
i

N=∑u d d and ( )
j

h
N j N

j
λ = Φ Λ∑Λ  be the 

corresponding interpolated fields in terms of the interpolation functions iN , at the 

domains (1)Ω ,  (2)Ω  and ( )ND , and jΦ  appropriately defined in the domain ( )ND , 

{ } { }
11[ ,..., ] ; [ ,..., ]

u n

T T
n N N λ

= = Λ Λd d d Λ  (53)

being the arrays of the corresponding discrete values of the solution. The discretized 
counterpart of the variational equations (51) and (52) reads 

Virtual work 
principle: 
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*
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∫
∫ ∫
∫

d d P u d u d

u d b u d t

n u d N d%

Λ ∇
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 (54)

Constraint 
variational 
equation: 

 
( )

( , ) ( ) ( ( )) 0
N

h h h
N nD

g dDλδ δ δλ δ δΠ ≡ = ∀∫d u d%Λ Λ Λ  (55)

Solving the variational equations (54) and (55) leads to the nonlinear system of 
equations: 



( , , ) 0 ( , )
( , ) 0 ( )

h h
u u
h h
λ λ

δ δ δ
δ δ δ

⎫ ⎧Π = ∀ =
⇒⎬ ⎨

Π = ∀ =⎭ ⎩

d d d R d 0
d R d 0
Λ Λ
Λ Λ

 (56)

where ( , )h
uR d Λ  and ( )h

λR d are the residuals of the discretized problem, which in the 
context of an iterative solution method, based on a linearized sequence of solutions (i.e. 
the Newton-Raphson method), have to be made equal to zero. 
 

3.5. Problem linearization 
Linearization of equations (56) reads: 

( , ) ( , )
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u u

h
u
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⎢ ⎥∂⎣ ⎦

R d R d
d 0R d d

0R d R d 0
d

Λ Λ
Λ Λ

Λ
 (57)

where the Hessian (stiffness matrix)  of the linearized problem reads: 
( , ) ( , )

( )

h h
u u

uu u
h

u

λ

λ λλλ

⎡ ⎤∂ ∂
⎢ ⎥ ⎡ ⎤∂ ∂⎢ ⎥ ≡ ⎢ ⎥∂⎢ ⎥ ⎣ ⎦
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R d R d
K Kd
K KR d 0

d

Λ Λ
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REMARK 3-3. Notice the similarities of the stiffness matrix in equation 
(58) with the one in equation (4). As in there, the null character of the 
matrix λλK  precludes the λ -solvability (condensation of ∆Λ ) in equation 
(57). Most importantly: the problem can be prone to exhibit instabilities if 
the BBL condition is not fulfilled by the used discretizations. 

 

3.6. Lambda-solvability. Interior penalty method 
In order to overcome the problems mentioned in REMARK 3-3 a procedure that can be 
inserted in the context of the Nitsche method [25] or the interior penalty methods [1, 18, 
24] is proposed. The procedure can be considered as a generalization of the stabilization 
method presented in [18] for the linear kinematics case. A generalization to the present 
setting, considering the proposed contact domain method and large strain kinematics, is 
made here.  
The motivation of the method is equation (44):  

( ) ( )1 2
nN N N N NP inλ≡ ⋅ ⋅ Γ ≡ Γ ∪Γn P N% % =  (59)

which is one of the Euler-Lagrange equations emerging from the first variational 
equation (the Virtual Work Principle) in equation (51) (see REMARK 3-2). Then, 
equation (59) is inserted in weak form in the second variational equation (52).  
 

3.6.1   Modified variational problem 

The resulting modified variational equations (51)-(52) read: 
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Modified 
constraint 
variational 
equation: 
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 (61)

where, in equation (61), τ is a suitable parameter introduced in order to adjust the 
dimension of the additional term. 
 

REMARK 3-4. The role of τ  could be also regarded as that of a penalty 
factor, penalizing the term ( ( ) )nN NP λ−u%  in equation (61). This motivates 
the character of interior penalty method of the proposed procedure. 
However, since that penalized term is part of the Euler-Lagrange equations 
of (60), mesh refinement will automatically force the penalized term to 
tend to zero. Therefore, the procedure could be qualified as a consistent 
penalty method, and, unlike in non-consistent penalty methods, the penalty 
factor τ  can be made small (or even very small) without affecting, 
necessarily, the quality of the obtained results.  
 

The effects of the proposed procedure on the features of the final discretized problem 
are crucial. Now after mesh discretization, as displayed in Section 3.4, the discrete 
variational equations read: 
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where now, in contrast with equations (55)-(56), the dependence of h
λδΠ : 
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on the vector of discrete Lagrange multipliers Λ is emphasized. 
In consequence the corresponding residual vectors h

uR  and h
λR , obtained from equation 

(62) will depend, both, on the two set of variables ( , )d Λ and their linearization yields: 
( , )
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 (64)

with a full Hessian (stiffness matrix) in the linearized problem. The advantages of the 
problem displayed in equations (64) with respect to the one in equations (57) are mainly 
two: 



• The vector ∆Λ can be condensed in equation (64) giving rise to the 
following solution scheme: 
 

a) Condensation of ∆Λ  and 
solution of the 
displacement problem 
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 (65)

b) Solution of the Lagrange 
multipliers 

1 h
uλλ λ λ

− ⎡ ⎤∆ ⋅ + ⋅∆⎣ ⎦K R K dΛ = −  (66)

 
Indeed, since the structure of λλK  is banded (even diagonal in the final 
proposed implementation (see Section 5.2)) the operations involved in the 
condensation are very immediate. The resulting problem, in the stage a) 
above, involves only the displacement unknowns∆d , which, once solved, 
allow computing ∆Λ  in stage b). This condensation based procedure 
exhibits optimal features, in terms of the computational efficiency and 
simplicity of implementation, in comparison with the one-block solution of 
system (64). 

 
• Possible instabilities due to the unbalance of the chosen discrete spaces for 

hu  and h
Nλ  (not fulfilling the BBL condition) in the original problem are 

removed. In reference [18] the stability of the procedure, for the linear 
kinematics and classical contact method cases is proven. Although a similar 
analysis for the procedure in the present setting is not available yet, the 
authors can report that, after a large variety of simulation examples, no 
instability has been found in any case, even for very small values of the 
penalty parameter τ  in equation (61). 
 

4.  EXTENSION TO THE FRICTIONAL CASE 
Frictional effects require some additional elements in the formulation presented in 
Section 3, namely (see Figure 5): 



 
1) Considering the part of the active contact domain ( )ND where the tangential 

sliding is precluded. We will consider a subset of the contact domain, the stick 
domain ( ) ( )T ND D⊂ , where,  at the end of the time step , 1[ , ]n nt t + , both the 
normal and the tangential gaps are precluded (the stick condition [22, 38]). As 
established in section 2.2.4 and in REMARK 2-4 and REMARK 2-6, this 
condition will be imposed in terms of the normalized gaps in equation (27), 
namely: 
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2) Accounting for the friction effects in the complementary part ( ) ( )\N TD D of 
( )TD with respect to the active contact domain ( )ND . This is done via the 

following constraints defining the slip conditions: 
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( , ) ( ) 0
\

( , ) ( ) ( )
n n n n n N T

n
n n n t nN

g t g
D D

t sign g Pµ
+

+

≡ = ⎫⎪ ∀ ∈⎬≡ ⎪⎭

x x
x

x x %

% %

%=T T
 (68)

where the classical Coulomb’s friction law has been used in terms of a  friction 
stress, ( ( ), ( ))t n nN ng Px x%%T , the friction coefficient µ , the sign of the tangential 
gap in equation (27), ( )tsign g% , and the normal stress to the slip plane nNP%  . 
 

The plasticity-like format of the Coulomb’s friction law in equation (68) will be used 
here, based on the following ingredients [33, 38]: 
1) Slip/yield function 

definition: 
slip

nNF Pµ≡ − %T  (69)

 
Figure 5: Geometrical definition of the contact domain for the frictional case, accounting 
for the stick condition (in ( )TD ) and the slip condition (in ( ) ( )\N TD D ). 



2) Evolution of the 
tangential gap ( )
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3) Karush/ Kuhn/Tucker 
conditions 0 ; 0 ; 0slip slipF Fγ γ≥ ≤ =  (71)

were tgγ = %  is the slip/plastic multiplier. From equations (69) to (71) it can be readily 

checked that for the stick/elastic case ( 0slipF < ): 
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matching equation (67), whereas for the slip/(plastic) case ( 0slipF = ): 
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which matches equation (68). 
 

4.1. Inequality constrained boundary value problem 
The frictional contact problem can then be written as: 

(1) (2) 2
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(74)

Momentum Equation {
(1) (2)in

DIV
⋅ + = Ω ≡ Ω ∪ΩP b 0

P
∇  

(75)

Constitutive model (1) (2)( ) in= Ω ≡ Ω ∪ΩP uΣ  (76)

Dirichlet’s boundary     
conditions 

( ) ( )1 2*
u u uin Γ ≡ Γ ∪Γu u=  (77)

Neumann’s boundary 
conditions 

( ) ( )1 2* in σ σ⋅ Γ ≡ Γ ∪ΓP t σν =  (78)
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Kuhn/Tucker/Karush 
conditions 

0 ; 0 ; 0
0 ; 0 ; 0

n N N n
slip slip

g g
in D

F F
λ λ

γ γ
≥ ≤ = ⎫

⎬≥ ≤ = ⎭
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 (81)

where T tNPλ = % in equations (79)  can be identified as the friction stress T  in equations 
(69) and (70). 
 

4.2. Equality constrained boundary value problem 
Similarly to what has been stated in section 3.2, it will be assumed that both the 
domains ( )ND and ( )TD are known (or predicted) in advance as a result of an active set 
strategy (see section 5.2) based on the following criteria (see Figure 5): 
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{ }
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( , ) | ;

T slip
n n

n T T

D N T F
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REMARK 4-1. The definition of the active contact domain in equation (82) 
implies that a null normal gap has to be imposed in the contact domain 

( )ND  (see equation (37)):  
( )( ) 0 N

n n ng D= ∀ ∈x x%  (84)

In addition, the definition of the active stick domain in equation (83), based 
on the condition ( ) 0slip

nF <x , implies, in view of equation (72), that  

( )( ) 0 T
t n ng D= ∀ ∈x x%  (85)

which displays the fact that a null tangential gap ( 0tg =% ) has to be 
imposed at the stick domain ( )TD . 

 
Again, in view of the definitions of the active domains in equations (82) and (83), 
equations (79) and (81) provide the following trivial solutions for Nλ  and Tλ in 
the complementary domains ( )\ ND D  and ( )\ TD D : 
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and, operating on equation (87), in view of equations (69) and (70): 
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Equations (86) and (88) provide a closed form solution for the Lagrange multipliers Nλ  
and Tλ  at the complementary domains ( )\ ND D  and ( )\ TD D . Therefore, these domains 
can be excluded from the original problem that now reads: 
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(90)

Constitutive model (1) (2)( ) in= Ω ≡ Ω ∪ΩP uΣ  (91)

Dirichlet’s boundary     
conditions 

( ) ( )1 2*
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Friction stress 
identification 

( ) ( )( \ )N T
NtNP in D D= Γ ∩∂% T  (96)
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N
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where now equations (97) are equality constraints in terms of the normal and the 
tangential normalized gaps ng%  and tg% , respectively. 
 
 
 
 

4.3. Variational problem 
The variational form of the boundary value problem in equations (89) to (97) reads: 
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which can be decomposed into the three following variational equations: 
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Constraint 
variational 
equations: 
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REMARK 4-2. In Appendix I, it is proven that: 
• Equations (90) to (96) are the Euler-Lagrange equations of the virtual work 

principle (100). 
• Equations (97) are the Euler-Lagrange equations of the constraint variational 

equations (101). 
Therefore the variational problem above is the weak form of the boundary value 
problem in equations (89) to (97). 
 
 
REMARK 4-3. Pseudo-mechanical stresses 
Let us construct the following tensor *( , , )N Tλ λP u defined at the domain 

(1) (2) ( )NDΩ ∪Ω ∪ occupied by the contacting bodies plus the active contact 
domain ( )ND by  means of: 
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Then, after some straightforward operations, the variational equation (100) 
can be written as: 
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which recalls the classical  format of the virtual work principle in terms of 
the pseudo mechanical stress tensor *P defined in equation (102). This 
motivates the name virtual work principle supplied to equations (100). The 
concept of pseudo-mechanical stresses, has been also used by the authors in 
a previous work based on penalization of the contact constraints [27]. 

4.4. Lambda-solvability.  
Due to reasons similar to those displayed in section 3.6, the discretized version of the 
variational equations (100) and (101) does not allow condensation of the Lagrange 
multipliers Nλ  and Tλ and can suffer from instabilities. A modification of the constraint 
variational equations (101), similar to the one in section 3.6, based on an interior 
penalty procedure, leads to the following modified variational equations: 
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Modified 
constraint 
variational 
equations: 
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where the additional terms in the variational equations (105) emerge from a consistent 
penalty based imposition of  equations (95), which, in turn, are stated in weak form in 
the virtual work principle (104), i.e.: 
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4.5. Spatial discretization. Linearization 

Let  ( )h
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h
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λ Τ = Φ Λ∑Λ  be , respectively, 

the discretized displacement, normal and tangent Lagrange multiplier fields,  
interpolated in terms of the shape functions iN , defined at the domains (1)Ω , (2)Ω  and 

( )ND , and the interpolation functions jΦ  defined in the domains ( )ND  and ( )TD  (see 
Figure 5). Let 
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be the arrays of the corresponding discrete values of the solution. The discretized 
counterpart of the variational equations (104) and (52) reads: 
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Constraint 
variational 
equations: 
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Solving the variational equations (108) and (109) leads to the nonlinear system of 
equations: 
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Linearization of the residuals in (110) yields:  
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Finally, the linear system (111) can be solved by condensation of the Lagrange 
multipliers in the two following stages: 

a) Condensation of ∆Λ  
and solution of the 
displacement 
problem 
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b) Solution of the 
Lagrange multipliers 
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5. DETERMINATION OF THE CONTACT/FRICTION DOMAIN. 
ACTIVE SET STRATEGY 

The problems described in sections 3.2 and 4.2 are equality-constraint problems. There, 
it is assumed that the domains ( )ND  and ( )TD , defined in equations (82) and (83), are 
known in advance. In this section, a specific methodology to determine those domains 
at the current time step, based on an active set strategy, is presented. 

5.1. Contact domain mesh. Numerical gaps 
Let us consider that a finite element mesh in the contacting bodies is available at the 
beginning of the time step [ ]1,n nt t + . Let us also assume a triangulation, hD , of the 
contact domain D  in Figure 2 is constructed featuring (see Figure 6): 

• There is a unique layer of triangles along the width of hD (therefore, there are no 
internal vertices in the triangulation).  

• The vertices of the triangles match exactly boundary nodes of the finite element 
meshes at the contacting bodies. 



The specific procedure for the construction of this triangulation is detailed in Part 2 of 
this work [16]. 

Let us now consider that triangulation as a finite element mesh, and that the 
displacement field ( )

1
D

n+u  is linearly interpolated at the interior of hD  as: 
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where .vertn  stands for the number of vertices (nodes) of the triangulation, iN  are the 
standard linear interpolation functions [47], id are the nodal displacements at the 
vertices, and ( )ed  and  ( )eN  are the elemental displacement vector and the elemental 
interpolation matrix of a typical element e , respectively. 
 

REMARK 5-1. Notice that this piece-wise linear interpolation is an 
approach of the linear interpolation in equation (11). In addition, the normal 

( )e≡N N  is defined in an element-wise constant manner inside every 
element (see Figure 6).  Due to this, and to the linear character of the 
interpolated displacement field, its gradient 1

h
n+u∇  is constant inside the 

element, and so are the tensor 1
h
n+F in equations (14), the extrapolated based 

normal n%  in equation (26) and the normalized gaps in equations (27)  i.e.: 
( )

( ) ( )

( )

( )
( )
( )

e
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e e
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e
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g g
g g
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n x n
x x
x

% %

% %

% %

(constant)  (115)

In turn, the interpolation of the Lagrange multipliers Nλ  and Tλ is based on element-
wise constant interpolation functions ( )eΦ . This reads: 

. .
( ) ( ) ( ) ( )

1 1
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1
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∑ ∑x x x

x
x
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Figure 6: Triangularization of the contact domain 



where the elemental support of the interpolation functions, ( ) ( )e
nΦ x , allows a 

decoupled, element-by-element, solution  of the variational equations (108) and (109)  
i.e.: 
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Their solution reads: 

( )( )
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If the elemental stress measures ( )e
nNP% and ( )e

tNP%  are assumed constant along the elemental 
boundary ( )e

NΓ or ( )e
TΓ , see Figure 6,  and obtained from the adjacent element in the 

corresponding contacting body, integration of equations (118) yields:  
( )
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And,  taking into account the definition of the normalized gaps in equations (22),  
( ) ( ) ( ) (0) ( ) ( ) (0)

1 1
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1 1
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In equation (120) ( ) ( )e
n n kG G= x% %  and ( ) ( )e

t t kG G= x% %  are the (extrapolation based) normal 
and tangential gaps, respectively, at the end of the current time step, for the vertex 
(node) k  (see Figure 6 ). Now taking into account the expression of the area of the 
elemental triangle ( ( ) (0) ( )(1/ 2)e e

NG lΩ = ), straightforward operations in equations (120) 
yield: 
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which, after substitution in equations (119) yield the following numerical constraint 
equations: 

. ( ) ( )
1

. ( ) ( )
1

( ) 0

( ) 0

num e N
n n
num e T
t n

G e D

G e D
+

+

= ∀ ∈

= ∀ ∈

u

u
 (122)

 
REMARK 5-2. Equations (122) are computed as the sum of the actual 
geometric gaps, ( )e

nG%  and ( )e
tG% , plus the additional term penalized by the 



elemental penalty value ( )eτ  in equation (121). A null value of  ( )eτ  will 
translate into a numerical gap equal to the geometrical gap, and, therefore, 
into an exact imposition of the node ( )k  to segment ( , )i j  contact in every 
element ( )e  of the contact domain mesh (see Figure 6). Small non-zero 
values of ( )eτ , necessary for the lambda-solvability issues, will perturb 
slightly that exact imposition of the geometrical constraints. Additionally, 
mesh refinement will also make the penalized terms ( ) ( )( )e e

nN NP −Λ%  and 
( ) ( )( )e e

TtNP −Λ%  tend to zero, according to equations (80), and, again, the 
numerical and geometrical gaps will coincide, regardless the size of the 
penalty value ( )eτ  (consistent penalty). 

 
REMARK 5-3. Notice that the final constraint equations (122) are 
independent of the value of the initial normal gap (0)

NG , which could 
eventually be null, as it was anticipated in REMARK 2-1. In fact, the only 
relevant aspect for determination of the effective gaps in a given element 
( )e of the contact domain, (see Figure 6), is the connectivity of the three 
nodes ( , , )i j k  of the element. This will be conveniently recalled for 
numerical implementation purposes in the second part of this work [16].  

5.2.  Active set strategy. 
From the definition of the numerical gaps in equation (121), and accounting for 
equations (122), one can solve for the elemental normal and tangential Lagrange 
multipliers as: 
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where the role of ( ) 0eτ >  to allow for the, element by element, lambda solvability is 
clearly displayed. 

5.2.1. Effective gaps 
By multiplying equations (123) times ( )2 eτ one gets the, from now on termed, effective 
gaps: 
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 (124)

 
REMARK 5-4. The most relevant features of the so defined effective gaps 

( )e
nG  and  ( )e

tG are: 
• For ( ) 0eτ > they have the same sign then the lambda multipliers, 

( )e
NΛ  and ( )e

TΛ i.e.:  
( ) ( ) ( )

1
( ) ( ) ( )

1

( ( )) ( )
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e e e
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e e e
t n T

sign G sign
e D

sign G sign
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⎫= Λ
∀ ∈⎬

= Λ ⎭

u
u

 (125)

Therefore, they are displacement-based indicators of the sign of the 
Lagrange multipliers. 



• They are constructed on the basis of values of geometrical gaps, 
( )e
nG% and ( )e

tG% , and contact (friction) stresses ( )e
nNP% , ( )e

tNP% . Due to this, 
they exhibit suitable smoothness properties along situations 
involving change of the contact/friction scenario, i.e:  contact-to-
release and stick-to-slip. This fact will crucially used in the specific 
algorithm for determining the active contact/friction sets (see also 
REMARK 5-5 below). 

 

5.2.2. Inequality constraints. Active constraints indicators. 

According to the definitions of the active domains ( )ND  and ( )TD , in equations (82) and 
(83), ( ) 0e

NΛ <  and 
( )

0
eslipF <  are being taken, respectively,  as indicators for the element 

e  to belong to ( )ND or to ( )TD  i.e.: 

( )

( ) ( )

( )

0

0
e

e N
N

slip T

e D

F e D

Λ < ⇔ ∈

< ⇔ ∈
 (126)

Now, in view of equations (125) 
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In addition, in Appendix II it is shown that ( ) ( )T ND D⊂ . Then, from the definition of  
slipF  in equation (79) and equations (126), and (123): 
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where the fact that ( ) 0eτ > and equations (124) (only defined in ( )ND  and ( )TD ), have 
been considered. Then, from equations (127) and (128) we obtain the following suitable 
(displacement based) active constraint indicators ( )e

Nβ  and ( )e
Tβ : 
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T e e e
T n t n

e D G

e D G G

β

β µ

+

+

∈ ⇔ = <

∈ ⇔ = − <

u
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5.2.3. Active set strategy. Iterative algorithm 

Let us first assume that the only reason for non-linearity of the problem lies in the non 
linear dependence of the active constraint indicators ( )

1( )e
N nβ +u  and ( )

1( )e
T nβ +u  on the 

displacement field. Then, in the current time step [ ]1,n nt t + the iterative algorithm in Box 
1 is proposed for determining the active contact/friction element set. 
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2)  Compute  active  
sets: 
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3)  Check 
convergence of 
the active sets: 

( ) ( 1) ( ) ( 1)( ) ( ) ( ) ( )i i i iN N T TD D D D
− −

= = → EXITif and  

4)  Solve the equality  
constrained 
problem:  

( ) ( )
1 1 1

1
i i

n n n

i i

+ + +

= +

= → →K d f d Go to step 2
 

Box 1: Algorithm for determination of the contact/friction active sets 

 
The algorithm ends with converged active sets, ( )ND  and ( )TD  fulfilling equations (126) 
to (128), and a displacement field 1 1( )n n+ +u d  fulfilling equations (129) and the equality 
constrained problem in equations (108) and (109). 
For the mechanical non-linear case, the algorithm in Box 1 can be combined, as an 
internal or an external loop, with the Newton-Raphson iterations.  
 

REMARK 5-5. The computational effectiveness of the active set strategy 
presented in Box 1, relies crucially on the appropriate prediction of the 
active set made in the iteration zero, so that, in most cases, the algorithm 
converges in a unique iteration. This is based on the good predictive 
properties of the extrapolation for the effective gaps 

(0)( )e
nG  and  

(0)( )e
tG made 

in the initialization stage, which, in turn, is based on the smoothness of 
those entities along the process (see REMARK 5-4). 

 



6. CONCLUDING REMARKS 
 
Along this work, a new approach to solve computational contact mechanic problems has 
been presented. In this first part, the theoretical aspects of the approach have been 
described for two-dimensional problems, including the frictionless and frictional cases 
and considering large strain kinematics in the contacting bodies. The approach presents 
some relevant distinguishing features with respect to more classical ones, namely: 

• The use of a two-dimensional domain, the contact domain, generated via a 
Delaunay triangulation to join the contacting bodies. The computationally 
costly node-to-segment or segment-to-segment searches are replaced here 
by that triangulation, which implicitly provides anticipated information 
about the contacting entities. 

• Related to the previous point an updated Lagrangean approach [23] is used 
to describe the motion of the involved bodies. Therefore, the reference 
configuration is updated, to the converged one, at the end of every time 
step. This translates, in a natural manner, into the proximity of the 
contacting bodies in the reference configuration, which allows an effective 
exploitation of the proposed triangularization procedure.  

• The contact/friction restrictions are then imposed on that contact domain 
by means of appropriated definitions of the gaps, and the corresponding 
variational equations, via Lagrange-multiplier procedures. The Lagrange 
multipliers are then made condensable via an interior penalty method, 
which, in addition, provides stability to the mixed displacement-Lagrange 
multiplier problem. The problem can then be reduced to a displacement-
based problem and the Lagrange multipliers, which are computed in 
closed form, can be interpreted in the classical sense as specific stress 
components at the contacting boundaries. 

• Determination of the active contact/friction sets in the contact domain is 
made via an active set strategy. The concept of effective gaps, as 
mechanical entities involving the geometrical gaps and the contact stresses 
exhibiting suitable smoothness properties for predictive strategies, is 
introduced and used for such purposes. 

Details on the numerical and implementation aspects of the approach, as well as 
numerical simulations and comparison studies to prove its computational efficiency are 
provided in the second part of this work [16]. 
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 APPENDIX I. 

 
EQUIVALENCE OF THE VARIATIONAL AND THE BOUNDARY VALUE 

PROBLEMS FOR THE FRICTIONAL CASE 
 
From the variational equation (100): 
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integration by parts yields of the term (I) yields: 
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where the divergence theorem over the domain (1) (2)Ω ≡ Ω ∪Ω  with Neuman’s 
boundary (1) (2)

σ σ σΓ ≡ Γ ∪Γ  has been applied (see Figure 5). In addition, the term (II) in 
equation (130) can be written: 
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where, equations (10) ( ≅N 0∇ ) , the divergence theorem in the domain ( )ND  , the 

condition 0N

N
λ∂

=
∂

 (from the definition of  equation (89)) and the senses of the normal  

in Figure 5 have been applied. Similarly, for the domain ( )TD and the term (III) in 
equation (130): 
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Finally, for the term (IV) in equation (130): 
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where the dependence of T  on Nλ  in equation (104) has been exploited. Substitution 
of equations (131) to (134) into equation (130) yields: 
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which matches equation (90). Then 
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fulfilling equation (93). On the other hand 
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corresponding to equations (95) and (96).  
Let us now consider, the assumed linear interpolation of the displacements in equation 
(11) leading to: 
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Let us also assume that, similarly to equation (10),  
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Then, from the normalized gap definitions in equation (27), and equations (138) and 
(139): 
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displaying that the normalized gaps are constant along the same coordinate line N . 
Now, from the first variational equation (101): 
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one obtains, in view of equations (140): 
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where the definition of ( )ND  in equation (82) has been exploited. Therefore, the first 
equation (97) is fulfilled. Similarly, from the second equation (101): 
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fulfilling the second of equations (97).  
 
The equations above show that equations (90) to (97) are the Euler-Lagrange equations 
of the variational problem in equations (98) to (101). The proof for the frictionless case 
follows from the proof above and a null friction coefficient ( 0µ = ). 
 
 

APPENDIX II 
 

Let us assume the proposition  ( ) ( ) ( )T N TD D D∩ ≠ . Therefore, from equations (126), 
and (127) there should exist some nx such that: 
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which is not possible. Therefore 
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PART 2: NUMERICAL ASPECTS 

  

Abstract: This is the second part of the work, describing the numerical aspects of a new 
approach within the context of computational contact mechanics. The theoretical basis 
of the newly developed “Contact Domain Method” is detailed in the first part of this 
paper. Starting from this, the present contribution focuses on describing important 
algorithmic details that go along with the finite element implementation for two 
dimensional problems. Important aspects are the construction of the contact domain 
mesh, via a constraint Delaunay triangulation, the linearization of the discretized 
contact contributions and some important technical aspects about the extrapolation 
procedure used for the predictive active set strategy. Finally a set of numerical 
examples is presented to demonstrate the performance of the developed contact 
strategy. Demanding static and dynamic contact problems in the context of large 
deformations, including frictional effects as well as self contact, show the wide 
applicability and the robustness of the proposed method. 

Keywords: contact domain, interior penalty method, frictional contact, self contact, 
contact searching, updated lagrangean approach, dynamic contact  

1. INTRODUCTION 
In the first part of this work [13] the theoretical aspects of the so called contact domain 
method have been presented. The method introduces a new computational contact 
strategy based on the following elements: 1) the use of an updated lagrangean approach 
to describe the motion of the contacting bodies, 2) consideration of a two-dimensional 
contact domain, where the contact/friction restrictions are imposed, and construction of 
a one layer triangulation in this domain, 3) a Lagrange multiplier method to impose the 
contact/friction constraints, 4) an interior penalty procedure, allowing condensation of 
the Lagrange multipliers, ensuring the stability of the discretized problem and 5) an 
active set strategy, for determining the subsets of the contact domain were 
contact/friction conditions have to be applied.  
Since the approach brings new and very specific ingredients with respect to more 
classical contact methods [9, 16], the corresponding numerical and algorithmic 
treatment is far from being trivial. In this sense, and in order to provide to the interested 
reader suitable information to ensure the reproducibility of the method, this second part 
of the work concentrates on these numerical and algorithmic aspects, provides detailed 
information about its finite element implementation and supplies a representative set of 
examples displaying the performance of the proposed methodology in a number of 
different contact scenarios.  
The remaining of this paper is organized as follows: section 2 shortly describes the 
problem to be analyzed, summarizes some basic notations and restates the variational 
problem for the contact domain method derived in [13]. The construction of the contact 
domain mesh, which can, in turn, be interpreted as a contact searching strategy, is 
illustrated in section 3. In section 4 the spatial discretization of the contact virtual work 
and the contact constraint variational equations is given, followed by the necessary 
linearization of these contributions. Important technical aspects of the predictive active 
set strategy, introduced in [13] are described in section 5. The performance of the 



proposed algorithms is analyzed, in section 6, by means of various numerical examples. 
Finally, section 7 provides some concluding remarks. 

2. PROBLEM DESCRIPTION 
In this section a frictional large deformation contact problem will be very briefly 
recalled to introduce some notations subsequently used in this paper. The contact 
domain, the utilized gap definitions and the variational problem of the frictional contact 
problem are summarized. For a detailed derivation of these expressions, the reader is 
referred to the first part of this work [13]. 

2.1. Basic notations 
Dealing with contact problems, one might need to face scenarios of numerous 
deformable bodies coming into contact with each other (multiple contact), as well as the 
possibility, that parts of the boundary of one specific body might come into contact with 
another part of the boundary of the same body (self contact). Without lacking 
generality, the subsequent description will be done on basis of one contact pair. A two-
dimensional, large deformation contact problem of two deformable bodies (1)Ω  and 

(2)Ω  eventually coming into contact within a specific timestep [ ]n n+1t , t  is shown in 
Figure 2.  

 
Figure 7: Notation for a two body large deformation contact problem in an updated 
Lagrangean scheme 

 
Using an updated Lagrangean approach [10], the reference (material) configuration 
will be updated after every timestep, and thus coincides with the configuration at time 

nt . Subsequently the index 1,2α =  will be used to distinguish between the two bodies. 
The incremental motion of the bodies can then be written as 

( ) ( ) ( )
n+1 n .α α α= −u x x  (14

7)



The boundaries ( )α∂Ω  of ( )αΩ  are divided into ( )
u
αΓ , where displacements are 

prescribed, ( )α
σΓ  where tractions are prescribed and a part ( )

D
αΓ  where the bodies might 

be in contact at the end of the time interval. It is assumed that the following conditions 
are satisfied: 
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In addition to the displacement fields of the contacting bodies, a displacement field ( )Du  
is defined, which describes the motion of a point in the so-called contact domain. This 
displacement is linearly interpolated from the corresponding displacements at the 
contacting boundaries (see Part 1 [13], section 2.1). 

2.2. The contact domain 
The most relevant feature of the presented contact formulation is the definition of an 
additional domain, pairing the two potential contact boundaries ( )

D
αΓ . A typical contact 

domain D  is shown in Figure 5. It is assumed that the active contact and friction 
domains, fulfilling the appropriate constraints at the end of the considered time step are 
known in advance by means of an active set strategy (see Part1, section 5). Therefore 
the active contact domain ( )ND D⊂  is subdivided into a part ( )TD , where stick 
conditions have to be applied and into the remaining part ( ) ( )\N TD D , where slip 
conditions, fulfilling an appropriate friction law, have to be enforced. 

 

2.3. Definition of the normalized gaps 
Different to other contact formulations, dimensionless, extrapolation based normalized 
gap definitions are introduced, which have the property of being contact indicators: 

( ) ( )

( ) ( )

( ) ( )

( ) ( )

D D
n

D D
t

g

g

= ⋅ + ⋅

= ⋅ + ⋅

u n N u N

u t N u N

%%

%%

∇

∇
 (14

9)

Herein n% and t% are first order approximations of the current (spatial) normal and tangent 
vectors, N  is the reference (material) normal vector and ( )Du∇  displays the material 
gradient of the incremental displacement field. It has to be emphasized, that n%  and t%  , 
as well as N , are independent of the current incremental deformation and thus the 
utilized gap definitions in equation (149) display a linear dependence on u . In Part 1 

 
Figure 8: Geometrical definition of the contact domain for the frictional case, accounting 

for the stick condition (in ( )TD ) and the slip condition (in ( ) ( )\N TD D ). 



[13], section 2.2, this specific gap definition is deeply explained and the similarity to 
traditional gap definitions is pointed out. 

2.4. Variational problem of frictional contact domain method 
Applying a finite element discretization scheme to solve contact problems, an 
appropriate weak form of the underlying boundary value problem is needed. The 
contact domain method presented in [13] enforces the contact constraints using a 
generalization of the stabilized Lagrange multiplier method used in [7]. This allows for 
the condensation of the introduced Lagrange multipliers ( ,N Tλ λ ), which represent the 
normal and tangential contact tractions at the contacting boundaries. Assuming, that the 
active normal and frictional contact domains ( )ND  and ( )TD  are known for the present 
time step [ ]n n+1t , t , the initial inequality constrained problem can be translated into an 
equality constrained one (see Part 1, section 4.2). Using appropriate spaces for the 
displacements, ( ) ( ), Dα⎡ ⎤= ⎣ ⎦u u u , and their variations, ( ) ( ), Dαδ δ δ⎡ ⎤= ⎣ ⎦u u u  (virtual 

displacements), as well as for the introduced Lagrange multipliers, [ ],N Tλ λ=λ  , and 
their variations, [ ],N Tδ δλ δλ=λ , the utilized variational equations can be summarized. 
The virtual work principle (see Part 1, section 4.4, equation (104)) reads 

( ) ( ) ( )( ) ( )( )int,, , , , 0D
u ext cont

α αδ δ δ δ δ δΠ = Π + Π =u u u u uλ λ  (15
0)

where ( ) ( )( )int, ,ext
α αδ δΠ u u  denotes the sum of the virtual work arising from the internal 

and external forces of the contacting bodies. Various variational energy principles can 
be utilized to derive an expression for the virtual work done by the internal and external 
forces of the respective body. As the present work concentrates on the description of the 
contact phenomena, this will not be detailed any further. The main focus of this work 
will be on the second contribution in equation (150), namely the contact virtual work. 
Utilizing the variations of the normal and tangential gap in equation (149), the contact 
virtual work expression can be written as 

( )( ) ( ) ( ) ( ) ( )\
,  .
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N T N T

D
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1442443 1442443 144424443
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1)

Herein, ( ) | |t Nsign gµ λ= %T  represents the classical coulomb friction law, with µ  
being the coefficient of friction. As can be seen in equation (151), the contact virtual 
work expression consists of three different portions. An integral over the active normal 
contact domain ( )ND , the active stick domain ( )TD  and the active slip domain 

( ) ( )\N TD D , respectively. For the enforcement of the contact constraints, two additional 
variational equations (see Part 1 [13], section 4.4, equation (105))  
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2)

are derived, split into a normal and tangential part. Equations (28)1 and (28)2 are the 
(stabilized) variational constraint equations to enforce the normal and frictional (stick) 
contact conditions within the appropriate active contact domains ( )ND  and ( )TD . The 



added terms can be interpreted as stabilization terms, which allow condensing the 
introduced Lagrange multipliers, where τ  is a user defined stabilization parameter, 
which will be discussed later. Furthermore, nNP%  and tNP%  are the projections of the 
traction vector at the boundaries of the contacting bodies onto the approximated normal 
and tangential directions, given with  

    and     ,nN tNP P= ⋅ ⋅ = ⋅ ⋅n P N t P N%%
%%  (15

3)
where P  is the first Piola-Kirchhoff stress tensor. It is worth noting, that the normal and 
tangential tractions defined in equation (153) live in the body ( )αΩ  and not in the contact 
domain D . 

3. CONTACT PAIRING ALGORITHM 
Finding the appropriate contact pairs is generally a difficult task, which has lead to 
various proposals for effective contact searching algorithms (e.g. [1], [12], [18], [19], 
[17], [2], [21], [15]). Yang and Laursen [19] extend their contact searching algorithm 
for finite sliding mortar formulations [18] to the case of self contact. In order to achieve 
a comparable computational cost in their self contact searching algorithm, they need to 
add some special criterions to their basic algorithm. In this work, a general contact 
pairing strategy is presented, which can naturally be applied to any contact scenario, 
including self contact. It is based on a so-called constraint Delaunay triangulation, 
producing at the same time the necessary contact domain mesh between potential 
contact pairs. The technical aspects of this procedure are detailed in the following. 

3.1. Construction of the contact domain mesh 
In Figure 9 the basic steps of the construction of the contact domain mesh are shown. 
Figure 9a) displays two discretized bodies, eventually being in contact. The contact 
domain mesh to be constructed should have the property to connect the boundary nodes 
of the discretized bodies. Therefore all the interior nodes of the discretized bodies are 
removed. A key step in the generation process is the shrinkage of the outer boundary, 
taking into account the outward normals. With this shrinkage it is guaranteed, that the 
boundary nodes are separated sufficiently far enough from each other, such that the 
automatic mesh generation algorithm can generate a domain mesh. The removal of the 
interior nodes, as well as the shrinkage or offset of the boundary nodes is displayed in 
Figure 9b). Subsequently only the position of the modified boundary nodes and their 
specific outward normal are needed for the remaining steps. This information is then 
given to an automatic mesh generation algorithm, which connects the boundary nodes 
within a user defined tolerance of distance. The result of this is the contact domain 
mesh, given in Figure 9c). It is worth noting, that for the implementation of the 
presented contact strategy, only the connectivity of the boundary nodes, defining a 
contact domain element, is needed and it will be worked with the original spatial 
position of the finite element nodes placed at the boundaries of the contacting bodies 
(see Figure 9d). That means that the important step of repositioning the boundary nodes 
(shrinkage) is only a technical necessity to allow the meshing algorithm to build up the 
connectivity, and does not introduce any form of modifying the geometrical description 
of the contacting bodies. 



 
Figure 9: Generating the contact domain mesh: a) two meshed bodies, b) removal of the 
interior nodes and shrinkage of the boundary, c) construction of the contact domain 
mesh, d) retrieve of original boundary and mesh 

 

4. FINITE ELEMENT APPROXIMATION 
To solve the variational problem in equation (150), the deformable bodies ( )αΩ  as well 
as the contact domain D  are discretized using finite elements. The discretization of the 
contacting bodies is done using standard, linear CST (constant strain triangle) elements 
and will not be further explained. 

4.1. Discretization of a contact domain element 
Concentrating on the contact part, suitable approximations for the displacement field 

( )Du  and for the introduced Lagrange multipliers have to be chosen. The construction of 
the contact domain mesh, explained in section 3.1, guarantees a triangulation, which 
consists of a unique layer of triangles that connect the boundary nodes of the finite 
element mesh of the contacting bodies.  

 
Figure 10: A typical contact domain element 



A typical contact domain element is shown in Figure 10. It is obvious, that every of 
these elements has one node placed on the boundary of one contacting body and two on 
the boundary of the other. To ease the further documentation, the local numbering of the 
finite element nodes within one contact domain element, as shown in Figure 10, will be 
used. Therefore node 3 is always the individual node and the nodes 1 and 2 are placed 
on a shared edge with an adjacent finite element of a contacting body. A linear 
approximation for the elemental displacement field 
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is used, where IN  are standard linear interpolation functions and Id  are the nodal 
displacements. For the interpolation of the Lagrange multipliers Nλ  and Tλ , an 
element-wise constant approximation is utilized: 
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Some of the beneficial consequences of these choices have already been discussed in 
the first part of this paper and the direct consequences will be shown subsequently. The 
element-wise constant unit normal and tangential vector as well as the length of the 
common edge ( )el  and the element height ( )eh  are easily calculated on basis of the 
element geometry. 
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As the subsequent explanations are based on one contact domain element, the 
superscript ( )( )e•  will be omitted in the following. 

4.2. Local constraint enforcement 
Due to the element-wise approximation of the Lagrange multipliers, the enforcement of 
the contact constraints in equation (28) can be decoupled and thus enforced separately 
for every single contact domain element. In fact, every single contact domain element 
can be interpreted as an individual contact domain itself, such that the definition of the 
normal and tangential vectors does not need to be conforming across the elements. 
Furthermore, one contact domain element, which is identified as being active for normal 
contact, has either to fulfill a stick or a slip condition. Assuming that a specific contact 
domain element needs to enforce a stick condition, the following two constraints have 
to be fulfilled: 
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Herein nNP%  and tNP%  are the normal and tangential tractions in the finite element of the 
contacting body sharing the common edge with the contact domain element (see 
equation (153)). As the spatial discretization of the contacting bodies is done with CST 
elements, the stresses are constant within one finite element and therefore the tractions 
are constant along the common edge. Furthermore all the other arguments within the 
integrals are constant as well and thus the integration can be done analytically which 
leads to the following constraint equations: 
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Recalling the normalized gap definitions from equation (149) and dividing by l  gives 
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where the definitions of the (extrapolation based) normal and tangential gaps 
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has been used. 

4.3. Exact evaluation of the discrete constraint equations 
Having a closer look at the normal and tangential gap definitions in equation (163) 
might give rise to some concerns. What happens if the height h  of a contact domain 
element, actually measuring the distance between contacting boundaries, tends to zero? 
The first part of the dot product will tend to zero, but at the same time, the gradient of 
the displacement field in normal direction will tend to infinity. Due to this problem an 
assumed regularization was considered in REMARK 2-1 of the first part of this work 
[13]. However, in the following it will be shown, that the gap definitions in equation 
(163) can be exactly computed, independent of the value of such a regularization 
parameter and thus independent of the height h . Using 

N
∂

⋅ =
∂

uu N∇  (16
4)

and the linear discretization of the displacement field within a contact domain element 
in equation (154), the interesting part of equation (163) can be written as: 
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In Figure 11 a geometrical interpretation of the first part in equation (165) is shown. 
Multiplying the shape functions with the element height h  allows for a direct evaluation 
of this term, which is totally independent of h . 
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Therefore the evaluation of this term can be cut down to a pure geometric problem. It is 
only necessary to get the ratios of how the normal projection of node 3 intersects the 
baseline, which is defined by the nodes 1 and 2. This can be uniquely evaluated no 
matter of how distorted the contact domain element is, even if the normal projection of 
node 3 onto the baseline lies outside of the edge 1-2 (see Figure 12). Thus the 
(extrapolation based) normal and tangential gaps (see equation (163)) can be evaluated 
with: 
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Knowing the normal and tangential gaps, the constraint equations in (162) can be 
directly solved for the discrete, element-wise constant Lagrange multipliers: 
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Figure 11: Normal direction derivative of the shape functions (regular element) 

 
 



 
Figure 12: Normal direction derivative of the shape functions (distorted element) 

 

4.4. Contact forces 
After the determination of the discrete Lagrange multipliers, by enforcing the contact 
constraints, the resulting contact forces can be computed. Therefore the contact virtual 
work expression in equation (151) is discretized using the introduced approximations. 
Again, all arguments within the integrals turn out to be constant and the integrals can be 
evaluated analytically. Similar expressions as detailed in section 4.3 appear, such that 
the definitions introduced there can be reused. To shorten the expressions, the contact 
forces will be split in a normal contact, a stick and a slip part, respectively.  
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Inserting the approximations of the variations of the elemental normalized gaps (see 
equation (149)) 
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as well as the approximations of the Lagrange multipliers (see equations (116) and 
(156)) into the contact virtual work expression from equation (151) leads to the different 
parts of the contact forces (see equation (169)). The contributions to the nodal contact 
forces within one contact domain element can then be expressed as follows: 
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REMARK 4-1. For the evaluation of the sign  function in equation (171)3, 
the extrapolation based, normalized tangential gap tg%  has been replaced 
with the real geometric tangential gap tG% . These two gap definitions are 
related via (see Part1 [13], section 2.2.2): 

 t tG h g=% %  (17
2) 

In the theoretical derivations for the continuum formulation, it was assumed, 
that the initial gap ( )0

NG  of a point in the contact domain is always positive 
(see [13], REMARK 2-1 and 2-4) and therefore the equivalence of 

( ) ( )t tsign g sign G=  could be used. After the discretization procedure, the 
height h  of a contact domain element plays the role of the initial gap. In the 
previous section 4.3 it has been shown, that all necessary gap definitions can 
be exactly evaluated regardless of the elemental height h (see equation 
(166)). Therefore the restriction made in [13] (REMARK 2-1) is no longer 
necessary for the discretized counterpart. In fact, in numerical calculations 
the initial gap h  might be negative (interpenetration), as can be seen in the 
example in section 6.2. 

4.5. Effective structural equation 
Starting from the variational form (150) of the entire problem the semi-discrete equation 
of motion is derived introducing the spatial discretization of the contacting bodies. This 
leads to a compact notation of the semi-discrete initial value problem 

( ) ( )int cont ext+ + =Md F d F d F&&  (17
3)

where M  is the mass matrix, ( )intF d  is the vector of the deformation dependent 
internal forces, ( )contF d  is the vector of contact forces (see section 4.4) and  extF  is the 
vector of external forces. The vectors d  and d&&  represent the discrete nodal 
displacements and accelerations, respectively. To integrate the semi-discrete problem 
(173) in time, the Generalized-α method [3] is used, which applies the equilibrium 
equation at a generalized mid-point configuration. 
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Herein mα  and fα  are interpolation parameters that allow to control the numerical 
dissipation. Inserting the classical Newmark approximations [11] leads to a fully 
discretized non-linear equation, which will be solved by means of a Newton-Raphson 



scheme. The necessary linearization yields the effective incremental structural equation 
to be solved within every iteration step k . 
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is the effective tangential stiffness matrix and 
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is the effective load vector. Herein ( )n n n, ,h d d d& &&  is a history term, that only depends on 
given state variables at time nt . 
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4.6. Contact stiffness contributions 
The construction of the effective tangential stiffness matrix in equation (176) 
necessitates the linearization of the vectors of internal and contact forces. As the 
linearization of the internal forces is quite standard and has been documented in 
numerous publications and textbooks, only the linearization of the contact forces will be 
addressed. The main part of the linearization involves the derivative of the discretized 
contact forces with respect to the vector of discrete nodal displacements 
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This derivative will be detailed in the following for a given contact domain element. 
The derivative will be derived separately for the different parts of contact forces. 

4.4.1. Contact stiffness for active normal contact 
The contact forces acting at the degrees of freedom of one contact domain node is given 
in equation (171)1, where the discrete normal Lagrange multiplier ( )NΛ d  is the only 
displacement dependent part. Therefore the normal contact stiffness contributions can 
be computed with 
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Using equations (168) and (167), the derivative of the normal Lagrange multiplier reads 
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Inserting equation (181) into equation (180) shows, that the resulting contact stiffness 
matrix can be decomposed in two parts.  
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where the nodal counters ( , , ,I J K L ) are specified as follows (see Figure 13). 
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Figure 13: Contact domain element with adjacent “body” element 

The first part of the stiffness matrix in equation (182) can already be computed. It gives 
rise to a symmetric contribution to the contact stiffness, affecting only degrees of 
freedom of the contact domain element nodes. However, the second part needs to be 
explored a little further, as the computation of the normal contact traction nNP%  is based 
on the deformation of the adjacent finite element in the contacting body (“body” 
element, see Figure 13). The derivation of the normal contact traction (equation (153)) 
is as follows: 
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where F  is the material deformation gradient and S  is the second Piola-Kirchhoff 
stress tensor, both defined in the adjacent “body” element. Further specifications of how 
to calculate the derivative in equation (185) in a two-dimensional finite element 
implementation, are given in the APPENDIX. 

4.4.2. Contact stiffness for active tangent stick condition 
Taking the derivative of the associated nodal contact forces given in equation (171)2 
with respect to the discrete nodal displacements, leads to the contact stiffness 
contribution for an active stick element. It exhibits a very similar structure than the one 
derived in section 4.4.1 for the active normal contact part (see equation (180)), since 
now the discrete tangential Lagrange multiplier ( )TΛ d  displays the only displacement 



dependent part in the computation of the contact forces (see equation (171)2). Hence the 
contact contribution for an active stick element reads 
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Utilizing equation (168) together with equation (167), the derivative of the discrete 
tangential Lagrange multiplier can be specified. 
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Inserting equation (187) into (186) yields the stiffness contribution, which, similarly to 
equations (180) to (182) will be split into two parts: 
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Again, the first one constitutes a symmetric contribution to the contact stiffness and can 
readily be computed, whereas the second one causes unsymmetric entries into the 
contact stiffness matrix. For the evaluation of the second part of the contact stiffness 
contribution given in equation (188)2, the derivative of the tangential traction has to be 
carried out. It is given with 
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where the derivative of the first Piola-Kirchhoff stress tensor in equation (185) can be 
reused. 

4.4.3. Contact stiffness for active tangent slip condition 
Starting from the nodal contact forces given in equation (171)3, the contact stiffness 
contribution for an active slip element can be expressed in a similar manner than for the 
first two contact stiffness parts outlined in sections 4.4.1 and 4.4.2. Neglecting the 
(quasi-zero) derivative of ( )tsign G% , the contact stiffness contribution for an active slip 

element gives 
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and the derivative of the discrete normal Lagrange multiplier in equation (181), the two 
parts of the resulting stiffness contribution can be summarized: 
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For the calculation of the unsymmetric second part, the derivative of the normal 
traction, given in equation (184), is used. 



5. ACTIVE SET STRATEGY – TECHNICAL ASPECTS 
The contact formulation presented so far is based on the assumption that the active set 
of contact domain elements being in contact at the end one specific time step is known 
“a priori”. This includes the active normal contact condition as well as the frictional 
conditions, distinguishing between stick or slip. In the first part of this paper [13] a 
predictive active set strategy, based on so-called active constraint indicators is 
presented. In the following, some important technical details about the important 
extrapolation procedure are discussed. 

5.1. Prediction of effective gaps 
For the proposed active set strategy, the so-called effective normal and tangential gaps 
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and suitable (displacement based) active constraint indicators 
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are defined for every contact domain element. In order to predict the active 
contact/friction element set for the next time step, a first order approximation of these 
indicators is performed on basis of the evolution of the effective normal and tangential 
gaps in previous time steps.  
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with 
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where the subscripts ( )n
•  and ( )n-1

•  refer to the time steps n  and n -1 . Therefore, the 
effective normal and tangential gaps of the previous time steps need to be appropriately 
stored. 

5.2. History of effective gaps 
Keeping history of the effective gaps is not a trivial task. The effective gaps are defined 
for every contact domain element, providing information about this specific set of finite 
element nodes on the contacting boundaries. One specific feature of the presented 
contact strategy is the reconstruction of the contact domain mesh, whenever the relative 
motion of the contacting surfaces exceeds some tolerances. In fact, contact problems 
involving large relative sliding require a reconnection of boundary nodes very 
frequently, sometimes even after every time step. Consequently it is not possible to just 
store the effective gaps within the contact domain element, as this element may not exist 
anymore in the ensuing time step. Furthermore, the values of the effective gaps strongly 
depend on the connectivity of the contact domain mesh. If the connectivity changes 
from one time step to the other (see Figure 14), it might happen, that the height h , as a 
main part for the calculation of the effective gaps, alters erratic. The effective gaps 
would not vary smoothly and the extrapolation of these values would not be beneficial. 



To overcome this, a different procedure for keeping track of the evolution of the 
effective gaps is necessary. 

 

Figure 14: Change of connectivity – Influence on gaps 

For the presented contact algorithm the following approach is used. Instead of storing 
the effective gaps themselves, the placement of the finite element nodes on the contact 
boundary, as well as the normal and tangential surface tractions ( ),  nN tNP P%%  at the 
boundary of the “body” elements, are stored for the previous time steps n  and n -1 . 
Based on the connectivity of a contact domain element in the considered time step, the 
effective gaps are calculated retrospective. 

 

Figure 15: Reference configuration of different time steps 

In Figure 15 the placement of a contact domain element is shown at the beginning of 
three consecutive time steps, thus representing in each case the reference configuration. 
Based on the connectivity of the considered contact domain element at the present time 
step n +1 (nodes 1-2-3), the fictive heights *h  at the beginning of the two previous time 
steps are calculated using equation (159)2.  
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With this, the (extrapolation based) normal and tangential gaps nG%  and tG%  (see 
equation (167)) are evaluated for the two previous time steps 
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with 

( ) ( ) ( ) ( ) ( ) ( )n-1 n-1 n-2 n n n-1
   and   I I I I I I= − = −d x x d x x  (20

0)

Instead of using the approximations n%  and t%  for the spatial normal and tangential 
vectors within one time step, the real spatial normal and tangential vectors, which 
coincide with the material normal and tangential vectors of the subsequent time step 
(e.g. n n+1=n N  and n n+1=t T ) are used in the calculations for the normal and tangential 
gaps in equations (198) and (199).  
Together with the stored normal and tangential tractions ( ),  nN tNP P%% , at the boundary of 
the adjacent “body” element (see Figure 15), the effective gaps for the previous time 
steps can be calculated using equation (193). Having these quantities at hand, the 
extrapolation of the effective normal and tangential gaps can be performed as described 
in the first part of this paper [13]. 

6. NUMERICAL EXAMPLES 
The performance of the newly developed contact strategy is evaluated by means of a set 
of numerical examples. All the examples are computed under the assumption of a plane 
strain condition using a compressible neo-Hookean, hyperelastic material. For the 
element-wise constant stability parameter τ  the relation 

stab

min

l
E
ατ =  (20

1)
is used, where minE  is the minimal Young’s modulus of the contacting bodies, l  is the 
characteristic length of the contact domain element and stabα  is a dimensionless, user 
defined parameter. For the static analyses performed, the inertia term Md&&  in equation 
(173) drops out of the effective structural equation and therefore the non-linear static 
problem can be solved without using the described time integration scheme. Dealing 
with dynamic problems, the Generalized-α time integration scheme, described very 
briefly in section 0 is utilized, where the so-called spectral radius ρ∞  defines the values 
of the introduced interpolation and Newmark parameters: 

( )22 1 1 1  ;    ;  1   ;  
1 1 4 2m f m f m f

ρ ρα α β α α γ α α
ρ ρ

∞ ∞

∞ ∞

−
= = = − + = − +

+ +
 (20

2)



6.1. Frictional Hertzian contact 
To investigate the accuracy of the proposed contact formulation a cylinder on cylinder 
Hertzian contact problem is analyzed. The underlying analytical solution dates back to 
the work of Hertz [8], which assumes infinitesimal small deformation. In order to 
compare the results with the proposed large deformation contact strategy a very little 
load is applied. The geometric setup as well as the utilized finite element discretization 
is shown in Figure 1. Two elastic half cylinders ( 2200.0 [ / ]E N mm= , 0.3ν = ) are 
first pressed together with a compressive normal force ( ) 10.0 [ ]P p x ds N= =∫ . 

Subsequently a tangential force  ( ) 1.0 [ ]Q q x ds N= =∫  is applied which causes 
tangential contact tractions in the contact zone. The width b , being the half of the 
contact zone, can then be calculated analytically with 

212 0.6808 [ ]b PR mm
E
ν

π
−

= =  (20
3)

where R  is the radius of the two cylinders. The normal pressure distribution in the 
contact zone is given with 

2
max 1n n

x
b

σ σ ⎛ ⎞= − ⎜ ⎟
⎝ ⎠

 (20
4)

where max
nσ  is the maximum normal pressure computed via 

( )
max 2

2
9.351 [ / ]

1n
PE N mm

R
σ

π ν
= =

−
 (20

5)

For the frictional contact part a Coulomb friction coefficient of 0.2µ =  is assumed. 
Increasing the applied tangential forces q  from zero to the maximal value, micro-slip 
evolves starting from the edges of the contact zone. Therefore the contact zone is 
subdivided into a stick part | | | |x c≤  and two areas of slip | | | | | |c x b≤ ≤ . The size of the 
stick region is given by  

1 0.481 [ ]Qc b mm
Pµ

= − =  (20
6)

Thus the distribution of the tangential contact tractions can be calculated as follows: 

( ) ( )
( ) ( )

max
2 2 2 2 : | | | |

: | | | | | |

n
t

t n

x b x c x x c
b

x x c x b

µσσ

σ µσ

= − − − ≤

= ≤ ≤
 (20
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Figure 16: Cylinder on cylinder Hertzian contact problem and utilized discretization 

In Figure 17 the numerical solution is plotted against the analytical solution, where the 
fine dashed line indicates the maximum tangential traction nµσ . The abrupt change in 
the tangential traction stems from the transition from stick to slip. The shown numerical 
results are calculated using a stabilization parameter stab 0.5α = (see equation (201)). It 
should be mentioned, that the influence of the stabilization parameter in this example is 
very little. A variation of this parameter between [ ]stab 0.1 5.0α = →  produces 
qualitatively and quantitatively comparable results, as the deformations are very small 
and therefore the contact is very well imposed regardless of the utilized stabilization 
parameter. When the geometrical contact condition is very well imposed, the normal 
and tangential gaps defined in equation (167) tend to zero and thus the discrete normal 
and tangential Lagrange multipliers (see equation (168)) have the property of 
representing the normal and tangential surface tractions at the boundaries of the 
contacting bodies ( N nNPΛ ≈ %  and T tNPΛ ≈ % ). Therefore, the discrete Lagrange 
multipliers are utilized to check the normal and tangential contact tractions against the 
exact analytical solution. As the introduced Lagrange multipliers are element-wise 
constant values, they will be discontinuous at the boundary nodes. Therefore nodal 
values of the Lagrange multipliers are calculated, using the weighted nodal sum of the 
discrete, constant elemental values of the introduced Lagrange multipliers at the 
adjacent contact elements to one contacting node: 

( ) ( )

( )

1

1

e

e

n
e e

node e
n

e

e

l

l

=

=

Λ
Λ =

∑

∑
 (20
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Herein nodeΛ  depicts the average nodal Lagrange multiplier, en  is the number of 
adjacent active contact domain elements to this specific boundary node and ( )eΛ  and 
( )el  are the elemental constant Lagrange multiplier and the elemental length of a contact 

domain element, respectively. In general one would weigh the elemental Lagrange 
multipliers with the area of the element, but as the elemental height ( )eh  denotes a 
measure of the actual gap, this tends to zero for active contact elements and thus has no 



significant meaning. Therefore only the elemental length ( )el  of a contact element is 
taken into account. 
Looking at the results plotted in Figure 17 one can observe, that the contact tractions are 
quite well represented by the present contact algorithm. Particularly the calculated 
tangential contact tractions fit very well with the analytical solution. The normal contact 
tractions display some little differences and the maximum normal contact traction in the 
middle of the contact zone is a little bit overestimated. This is probably due to the fact, 
that the actual contact zone is not perfectly captured by the used discretization. Utilizing 
a large strain formulation for this example may also have some influence on the 
quantitative results. 

 
Figure 17: Computed contact traction for frictional cylinder on cylinder contact problem 

 

6.2. Rotating discs 
This example, analyzed by Puso and Laursen [14] in a three-dimensional setting, is 
chosen to demonstrate the locking-free behavior of the proposed contact domain 
method. Two concentric discs ( 21.0 [ / ]E N mm= , 0.0ν = ) are first pressurized 
together with 20.1 [ / ]p N mm=  and then rotated relative to each other, while a 
frictionless contact ( 0.0µ = ) is assumed between the two bodies. A relatively rough 
discretization is used for the two discs, which initially display a conforming mesh along 
the contact interface. The problem is analyzed neglecting inertia effects, using three 
different values of the stabilization parameter stabα . In Figure 18 the initial mesh and the 
deformed configurations for different values of stabα  are shown. From the equations 
(201) and (193) it is quite obvious, that the parameter stabα  is responsible for the 
admissible amount of interpenetration of one specific node. A very small value of the 
stabilization parameter ( stab 0.01α = ) is equivalent to a very strict enforcement of the 
geometric contact constraint, whereas a larger magnitude ( stab 1.0α = ) actually allows 
for some interpenetration.  



 
Figure 18: a) initially conforming mesh; b) deformation with stab 0.01α = ; c) deformation 

with stab 0.1α = ; d) deformation with stab 1.0α =  

That means, that for this specific example, the proposed contact methods tends to lock 
for small values of stabα , but tends to display a looking-free behavior for an appropriate 
magnitude of the stabilization parameter. This is nicely displayed in Figure 19, where 
the maximum pressure in the discs versus the applied rotation is shown. The calculation 
with stab 1.0α =  matches very good the theoretical exact solution. 

 
Figure 19: Maximum pressure versus rotation for different values of the stabilization 

parameter  

 

6.3. Disc in Disc 
The following example was discussed in a three-dimensional setting by Puso and 
Laursen [14] and later for the two-dimensional case by Fischer [4], Fischer and 
Wriggers [5] and Wriggers [16], respectively. For their analysis they use a large 
deformation, mortar based, frictionless contact formulation. A solid disc with a radius of 

0.6 [ ]r mm=  is placed within a hollow disc, having an inner radius of 0.7 [ ]ir mm=  
and an outer radius of 2.0 [ ]or mm= . Geometry and material data are given in Figure 
20. The solid disc is pressed into the hollow disc by applying a uniform prescribed 
vertical displacement of 1.15 [ ]u mm=  to all finite element nodes of the discretized 
solid disc. This is applied in 25 equal displacement increments while the outer boundary 
of the hollow disc is fixed. Due to the very large compressions occurring in the contact 



zone, a relatively small stabilization parameter stab 0.01α =  is utilized for this example 
to ensure an appropriate enforcement of the geometrical contact constraint.  

                     
Figure 20: Disc in Disc: Geometry and material parameters 

During the prescribed vertical displacement process, the inner boundary of the hollow 
disc undergoes substantial deformations, while the inner solid disc loses its circular 
shape. In Figure 21 the deformed configuration is plotted for different displacement 
steps, where the anticipating contact domain mesh (cdm) is shown always on the right 
side of the symmetry line. Puso and Laursen [14] report, that a classical node-to-
segment contact formulation will fail in this example at a very early state of 
deformation. The contact domain method presented in this work is able to represent the 
large changes of size and position of the contact area in a very robust manner, using 
only 25 displacement increments. Its performance in this example is thus similar to the 
best mortar contact formulations and superior to classical node-to-segment contact 
strategies. 

Figure 21: Disc in Disc: Deformed configuration at different steps 
(cdm: plotting the contact domain mesh) 

 

6.4. Ironing 
In this example a frictional contact problem is analyzed, where both bodies undergo 
finite deformations. A block is pressed into an elastic slab and then slid over the surface. 
The slab is fixed at its bottom and is ten times softer than the indenting block. Vertical 
and horizontal displacements of the block are prescribed at its top edge. In the following 
two different ironing problems are discussed, which differ slightly in the geometry of 
the block and the amount of indentation Vu  of the punch into the slab (see Figure 22). 



The material properties used for the block ( 8 268.96 10  [ / ]bE N mm= × , 0.32bν = ) and 
the slab ( 7 268.96 10  [ / ]sE N mm= × , 0.32sν = ) are the same in both cases. Friction is 
considered between all contacting faces, with the coefficient of friction being 0.3µ = . 
In both cases, the prescribed vertical displacement Vu  is applied between t = 0.0  and 
t = 1.0 . The subsequent prescribed horizontal displacement is applied between t = 1.0  
and t = 2.0 , where the time has no physical meaning, as the calculation was carried out 
neglecting dynamical effects. 

 

        shallow ironing 
 

     deep ironing 

Figure 22: Ironing: Geometry for two different versions 

 

2.2.6 6.4.1 Shallow ironing 
The first version of this example is analyzed in Fischer [4], Fischer and Wriggers [6] 
and Wriggers [16]. They use a mortar based contact formulation with a penalty 
regularization scheme together with quadratic 9-node-elements. As they report that the 
quality of the computed vertical and horizontal reactions depends on the utilized finite 
element discretization, a comparable triangulation is used in the present study. Using 
the same number of finite element nodes, one quadratic 9-node-element is being 
replaced with eight linear 3-node-elements, which will lead to the same number of 
degrees of freedom involved in the problem. As in the reference works, the vertical 
displacement is applied in 10 time steps and the horizontal displacement is prescribed 
within 500 time steps. For the present calculation a stabilization parameter of 

stab 0.3α = is used. 

 
Figure 23: Shallow ironing: Deformed configurations at different time steps 



The initial and three deformed configurations of the computation are shown in Figure 
23, which demonstrate the finite deformations involved in the ironing process. In Figure 
24 the total vertical and horizontal reaction forces, computed at the top of the indenting 
block, are plotted versus time. Together with the results of the present study, the graphs 
reported by Fischer and Wriggers [6] are displayed. While pressing the block into the 
slab, the curves are smooth and the two bodies stick together. Starting the horizontal 
movement, the vertical as well as the horizontal reaction forces increase until a limit is 
reached. At this stage the block starts sliding over the slab. While the vertical reaction 
force remains nearly constant, the horizontal reaction force oscillates. This is due to the 
fact that the finite element mesh of the slab has to slip around the right corner of the 
indenting block. Comparing the results of the present study with the ones reported in [6] 
one can note, that the qualitative behavior is very well captured, whereas the absolute 
values do not match. Quantitative differences in the computed reaction forces may stem 
from the usage of different finite elements used for the discretization of the contacting 
bodies. Due to Fischer and Wriggers [6] the computation of this problem using a node-
to-segment approach fails around time step t = 1.2 . Thus, the present contact strategy 
behaves again much better than a classical node-to-segment formulation and produces 
confidential results compared with mortar based contact methods. 

 
Figure 24: Shallow ironing: Computed total reaction forces versus time 

 

2.2.7 6.4.2 Deep ironing 
The second version of the ironing problem is analyzed in Yang et al. [20], where they 
use again a large deformation mortar contact formulation. For two reasons, this version 
is a lot more demanding to compute than the first one. First, the geometry of the upper 
block is just a square, having sharp corners at the indenting side as well. This produces 
very large contact pressures at the lower right corner of the indenting block. Second, the 
amount of indentation is nearly twice as big as in the first version, making it very 
difficult for the finite elements in the slab to slide around the sharp edge of the punch. 
In fact, due to [20], a node-to-segment formulation fails in analyzing this example at 

0.66t = , being not even able to run the computation until the punch has fully indented.  



In their calculation, Yang et al. [20] discretized the contacting bodies using bi-linear 4-
node-elements. For reasons of comparison, again a comparable finite element 
triangulation is used for the present calculations, dividing one bi-linear 4-node-element 
into two linear 3-node-elements, leading to the same degrees of freedom. In [20] the 
number of load increments used for the vertical indentation and the horizontal sliding is 
not given. Here, the vertical displacement is prescribed in 20 time steps and the 
horizontal displacement is applied in 1500 time steps. A stabilization parameter of 

stab 0.1α =  is used.  

 
Figure 25: Deep ironing: Deformed configurations at different time steps 

The deformed configuration of the ironing problem is depicted in Figure 25. In here, the 
appearance of finite deformations is even more pronounced than in the first version. The 
deformation of the slab is so large that even contact of the right side of the upper block 
has to be considered. In contrast to [20] frictional effects are considered in this part as 
well. Figure 26 depicts again the total vertical and horizontal reactions, computed at the 
top edge of the punch. A similar behavior than in the first ironing version can be 
observed, but it seems that the amplitudes of the oscillating horizontal reactions are 
significant smaller. This is most probably due to the fact, that the horizontal 
displacements are applied in three times more displacement increments. The differences 
in the absolute values of the reaction forces are due to the usage of different finite 
elements for the discretization of the contacting bodies and due to the different 
treatment of the friction coefficient at the right side of the block with the slab. 



 
Figure 26: Deep ironing: Computed total reaction forces versus time 

 

6.5. Ring impact 
This example was published by Yang and Laursen [19] to show the performance of 
their presented self-contact search algorithm. In this work, the example is chosen, to 
demonstrate, that the presented contact strategy can automatically deal with self-contact 
problems without any further modifications. 

Figure 27: Ring impact: Geometry and material properties 

The geometry setup and the utilized material properties for the elastic rings are shown in 
Figure 27. A fixed Dirichlet boundary condition is assigned to the external boundary of 



the largest ring (Ring 3). Two smaller rings are located within Ring 3, where the 
smallest ring (Ring 1) is given an initial velocity of 

[ ]30.0 [ / ], -30.0 [ / ] Tmm ms mm msv =  to hit the medium sized ring (Ring 2). After 
hitting Ring 2, the two inner rings move together towards the inner surface of Ring 3. 
As the stiffness of the medium sized ring is very low, it gets pressed together between 
the two other rings in such a way, that self contact of the inner boundary of Ring 2 
occurs. Between all possible contact pairings a frictional coefficient of 0µ = .3  is 
utilized. For the stabilization parameter a value of stab 0.1α =  is chosen. To better 
compare the deformations with the ones shown in [19], the same time integration 
method and time step size are utilized. A Newmark time integration method is applied 
with 0β = .25  and 0γ = .5 , which is included in the general framework of the 
Generalized-α method by setting the interpolation parameters to 0.0fα =  and 

0.0mα = . The time step size is chosen to be constant with t 0.001 [ ]ms∆ = . 
In Figure 28 a comparison of the deformed configurations at different time steps is 
shown. On the left hand side the results from Yang and Laursen [19] are plotted, who 
use a large deformation mortar contact method and on the right hand side the results 
from the present work is displayed. The results obtained with the newly developed 
contact domain method match very well with the ones obtained with the mortar method. 
In contrast to the “reference” solution, the present algorithm does not need a special 
contact search algorithm, optimized and adjusted for the treatment of self contact. The 
detection of possible contact pairs, including self contact, is automatically done with the 
contact pairing algorithm detailed in section 3.1 without any modifications. 

Figure 28: Ring impact: Comparison of deformed configurations at different time steps 
Left: Yang and Laursen [19] / right: present work 

 
 
 
 



6.6. Flipper 
This example is devised to demonstrate the possibility to capture complex, highly 
dynamic contact scenarios including various regions with self-contact. In Figure 29 the 
geometric setup as well as the material properties of the problem is shown. First the tip 
of the cantilever is moved horizontally by a prescribed displacement u = 5.0 mm , 
which is then suddenly released at t = 10.0 ms . Now the cantilever is free to move and 
starts swinging around its initial position. On the way back to its initial position, the 
cantilever hits the elastic disc, which will be accelerated towards the very flexible strip. 
When the disc gets into contact with the thin strip, this deforms significantly, such that 
it will get into contact with its own parts. Both the disc and the highly deformed strip 
are then hitting against the rigid wall, again producing a very difficult contact scenario. 
The dynamic analysis is performed using the Generalized-α scheme with a spectral 
radius of 0.85ρ∞ = , which introduces a little bit of numerical dissipation. As the 
numerical analysis is quite demanding, the time step size was adjusted several times 
during the calculation in order to capture the physics of the different contact scenarios 
(cantilever-to-disc, disc-to-strip, strip-to-strip, strip-to-wall). Friction is assumed 
between all possible contact pairs using 0.1µ =  and the stabilization parameter is set to 

stab 0.3α = . 

 
Figure 29: Flipper: Geometry and material properties 

In Figure 30 and Figure 31 the complex motion of the problem is shown at different 
time steps, without and with displaying the constructed contact domain triangulation, 
respectively. The presented contact algorithm performs very well in this complex 
dynamic contact problem and can deal with self-contact without any additional 
difficulty by construction. 
 
 



                              t=10.0 ms                                                      t=10.6 ms 

                              t=14.0 ms                                                      t=17.4 ms 

                              t=18.7 ms                                                      t=20.0 ms 

                              t=24.5 ms                                                      t=30.0 ms 

Figure 30: Flipper - Motion: without plotting the contact domain mesh 

 
 



                              t=10.0 ms                                                      t=10.6 ms 

                              t=14.0 ms                                                      t=17.4 ms 

                              t=18.7 ms                                                      t=20.0 ms 

                              t=24.5 ms                                                      t=30.0 ms 

Figure 31: Flipper - Motion: with plotting the contact domain mesh 

 

6.7. Spiral 
In this problem, a thin strip is pushed through a tight form in order to be rolled up like a 
spiral. Therefore large relative tangential sliding as well as multiple self-contact has to 
be captured by the contact algorithm. The setup of the example, as well as the material 



properties of the strip, is shown in Figure 32. Although the form is discretized with 
finite elements, it is assumed to be rigid, as its all finite element nodes are fixed 
throughout the whole calculation. The strip is pushed by a prescribed horizontal 
displacement Hu  at its right edge. A dynamic analysis is carried out using the 
Generalized-α time integration scheme with a spectral radius of 1.0ρ∞ = . In a total 
calculation time of t = 60.0 [ms]  a horizontal displacement of 60.0 [ ]Hu mm=  is 
prescribed. A constant time step size is chosen to be ∆t = 0.05 [ms] . In the analysis a 
stabilization parameter of stab 0.1α =  is utilized. Between the contacting boundaries a 
frictionless contact behavior is assumed. 

 

Figure 32: Spiral: Geometry and material properties 

The deformed configurations of the spiral problem are shown in Figure 33. It can be 
seen, that the contact strategy is able to capture the very large relative tangential sliding 
between the strip and the form as well as between different parts of the strip. Self 
contact of the strip, even being in contact on both sides of the strip at the same time, is 
tracked reliably by the present contact formulation.  

 
Figure 33: Spiral: Deformed configurations at different time steps (t in [ms]) 



6.8. Multiple contact 
The last example is devised just to demonstrate, that the proposed contact strategy can 
handle contact scenarios between many contacting bodies without any further 
modification. Nine geometrical objects are placed randomly as can be seen in Figure 34 
inside an elastic boundary. All objects and the boundary have the same elastic 
properties, given in Figure 34.  Some of the objects are arbitrarily accelerated to get into 
contact with the others. The dynamic calculation is done using the Generalized-α 
scheme with 1.0ρ∞ = , a stabilization parameter stab 0.3α = , a friction  coefficient of 

0µ = .2  between all occurring contact pairs and a constant time step of ∆t = 0.01 [ ]ms . 

 

Figure 34: Multiple contacts: Geometry and material properties 

In Figure 35 the deformed configurations of the multiple contact problem at different 
times steps are depicted. The contact algorithm can handle at no difficulty the contact of 
sharp edges as well as multiple contact pairings of one object with others and with 
itself. This underlines the powerful contact pairing strategy introduced in section 3.1. 

 
Figure 35: Multiple contact: Deformed configurations at different time steps (t in [ms]) 



 

7. CONCLUDING REMARKS 
Together with the first part of this paper [13] a new contact strategy is developed to 
analyze large deformation static and dynamic (self) contact problems. Compared to 
many existing contact formulations, the presented contact domain method varies in 
many ways. The present formulation produces a solution, which does not dependent on 
the choice of slave and master sides, as the contact pairing is uniquely defined via a 
constraint Delaunay triangulation. Thus, no projections of slave nodes/segments onto 
master segments have to be performed, circumventing the problem of possible 
pathological cases. As the Lagrange multipliers are introduced on the newly defined 
contact domain, the time consuming numerical procedure to evaluate integrals of 
products of shape functions living on different surface grids involved in the mortar 
method is omitted. Due to the element-wise constant approximation of the Lagrange 
multipliers, the stabilized constraint equations can be decoupled and the necessary 
integrations can be performed analytically. This allows for a very easy implementation 
of the algorithm and speeds up the computation. The utilized contact pairing strategy 
displays a unified approach in the context of contact searching algorithms, which does 
not necessitate any modifications in the treatment of self contact or multiple contacts. 
The numerical examples have shown that the contact domain method will produce 
reliable and accurate results. Challenging problems, so far only captured by recently 
developed mortar based methods, can be calculated with much less numerical costs. 
Highly dynamic problems involving multiple contacts as well as self contact can be 
analyzed without any additional modification to the algorithm. 
Due to the experience in numerous numerical examples, a stabilization parameter 

[ ]stab 0.1 0.5α ∈ −  can be recommended to produce very good results for most 
applications. In the case of having very large contact stresses, the stabilization 
parameter needs to be chosen a little bit smaller to guarantee a sufficiently well enforced 
geometric contact constraint (see example in section 6.3). However it can be reported, 
that the numerical analysis is not very sensible to the variations of the stabilization 
parameter unlike to classical penalty methods. This is due to the fact, that the introduced 
stabilization displays a consistent, interior penalty method, not suffering from the 
drawbacks of classical penalty strategies. 
Despite the necessary linearization of the first Piola-Kirchhoff stress tensor, the 
implementation of this contact method is quite simple. The introduced stabilization 
term, together with an element-wise constant approximation of the introduced Lagrange 
multipliers allow the local elimination of the discrete Lagrange multipliers on element 
level. All the necessary integrations can be done analytically, circumventing possible 
difficulties in performing demanding numerical quadratures. Furthermore, the 
calculation of the contact forces and the contact stiffness contributions can be carried 
out locally for every individual contact domain element, which only necessitates some 
information of the adjacent “body” element. Therefore a parallel implementation of this 
contact algorithm seems to be quite natural and simple to undertake. This would even 
speed up this already quite cheap contact formulation.  
As the performance of the presented contact strategy is superior to classical node-to-
segment formulations, comparable to recently developed mortar based contact 
algorithms while being less costly, the contact domain method displays a sound 
alternative in the field of computation contact methods. 
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APPENDIX 
 

SPECIFICATION OF THE DERIVATIVE OF THE FIRST PIOLA-KIRCHHOFF 
STRESS TENSOR FOR A TWO DIMENSIONAL IMPLEMENTATION 

 
The derivative of the first Piola-Kirchhoff stress tensor P  with respect to the discrete 
nodal displacements Ld  (see equation (185)) reads  

( )
L L L L

∂ ⋅∂ ∂ ∂
= = ⋅ + ⋅

∂ ∂ ∂ ∂
F SP F SS F

d d d d
 (20

9)
It involves the derivative of the material deformation gradient F  as well as the 
derivative of the second Piola-Kirchhoff stress tensor S . The linearization of the second 
Piola-Kirchhoff stress tensor can be written as 

tang tang:   :∂ ∂
∆ ∆ → ⋅∆ ⋅∆

∂ ∂
S ES = E d = d
d d

� �  (21
0)

where tang�  is the 4th order constitutive tangent operator, which relates the incremental 
second Piola-Kirchhoff stresses ∆S  with the incremental non-linear Green-Lagrange 
strains ∆E . With equation (210) the derivative of P  in equation (209) may be 
expressed with  

tang :
L L L

∂ ∂ ∂
= ⋅ + ⋅
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P F ES F
d d d

�  (21
1)

and in indicial notation with 

 
tang

p p p

ij ik no
kj il ljno

L L L

P F ES F
d d d
∂ ∂ ∂

= +
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�  (21
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Using a two dimensional, 3-noded finite element formulation, the approximations of the 
Green-Lagrange strain tensor for a finite element eΩ  is 



( )11 12

21 22

1
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E E
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with the elemental material deformation gradient 
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Herein ,LN α  are the derivatives of the shape functions with respect to α , and 

L L Lx X d
α α α
= +  are the nodal coordinates of the current (spatial) configuration, 

where LX
α

 are the nodal coordinates of the reference (material) configuration and Ld
α

 
are the nodal displacements. Thus the derivatives of the deformation gradient are 
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The components of the Green-Lagrange strains (see equation (213)) are 

( )

( )
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and their derivatives are 
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Inserting equation (215) into (217) yields 
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With these specifications, the derivative of the first Piola-Kirchhoff stress tensor, given 
in equation (212) can be computed. 
 




