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Abstract. Action recognition in videos is currently a topic of interest
in the area of computer vision, due to potential applications such as:
multimedia indexing, surveillance in public spaces, among others. In
this paper we propose a CNN-LSTM architecture. First, a pre-trained
VGG16 convolutional neuronal networks extracts the features of the
input video. Then, a LSTM classifies the video in a particular class.
To carry out the training and the test, we used the UCF-11 dataset.
Evaluate the performance of our system using the evaluation metric in
accuracy. We apply LOOCV with k = 25, we obtain ~ 98% and ~ 91%
for training and test respectively.

Keywords: Action recognition - Convolutional neural network - Long
short-term memory - UCF-11.

1 Introduction

The action recognition problem in videos is of great interest in the area of
pattern recognition and computer vision due to its potential applications such
as: multimedia indexation, information recovery, patient monitoring and control,
automated surveillance in public spaces, among others. The objective of the
action recognition systems is to classify each video into the class that represents
the action that happens in the video. To this end, the interactions between the
subjects and/or objects within it, must be accounted for. This problem has been
investigated by other works:

Liu et al. [10] propose a framework for detecting and recognizing human
actions. To achieve a robust estimation of the region of interest, they use a
combination of optical flow together with a Harris 3D edge detector to obtain
space-time information from video. Then, with the calculation of the local
features SIFT and STIP, they train a universal model background (UBM) for
the task in question.

Wang et al. [16] propose a dense trajectory approach. They take dense points
in each frame of the video and track based on the optical flow displacement
information.

Sharma et al. [13] They propose a model based on attention mechanisms for
the task of recognizing actions in videos. They use an LSTM neural network
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contemplating the spatial and temporal space of the video.

The objective of this work is to implement a video action recognition system.
For this we propose the use of a CNN-LSTM architecture. A convolutional
neural network extracts the features of the video while an LSTM neural network
classifies the video into a certain category. The work is organized as follows:
in the section 2, the general structure of the system is described; in section 3,
the database used, the evaluation method, the experiments carried out and the
results obtained are described. Finally, in section 4 the conclusions and future
work are presented.

2 Owur Proposal

In this paper we propose the use of a CNN-LSTM architecture. Figure 1 shows a
general scheme of the system in its different stages. Input: the video is normalized
for a total of 40 frames. CNN: A pre-trained VGG16 extracts the characteristics
of the video by obtaining features of size 40 x 25088. LSTM: takes each vector
from the previous stage and processes it in 320 LSTM units.Finally, the output
stage consists of a dense layer with 11 nodes.

Input : CNN : LSTM : Output

i () basketball
() biking

Feature Extraction

(VGG 18)
O spiking
# O walking
{48 frames E {#samples, 48, 25088) :i32El LSTH un'_itsj: {11 nodes Dense)

for video)

Fig. 1. System architecture. First a CNN VGG16 extracts the features. Then an LSTM
classifies a certain class.

2.1 Convolutional Neural Network: VGG16

We use the convolutional architecture of VGG16 proposed by Zisserman et
al. [14] because it obtained a very good result in the ImageNet Large-Scale
Visual Recognition Challenge (ILSVRC- 2014) Classification and location tasks.
Figure 2 shows the layers that make up the architecture.
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Fig. 2. VGG16 pre-trained implemented in the library Keras [5].

We realized a vectorization of the max pooling of layer 10 obtaining a vector
of dimension 7 x 7 x 512 = 25088 to feed the neural network LSTM.

2.2 Long Short-Term Memory

The neural networks LSTMs [7] are a special type of recurrent neural network
(RNN) that are formulated in such a way that remembering information for long

periods of time is their natural behavior.

We use the LSTM unit proposed by Donahue et al. [0]. Its general structure
is shown in Figure 3. The main characteristic of an LSTM unit is a memory cell
¢ which encodes, at each time step, the knowledge of the entries that have been
observed up to that moment. The cell is modulated by three types of gates:

1. Input gate (¢): Controls whether the current entry is considered (z;).
2. Forget gate(f): Allows the LSTM to forget the previous memory (c¢—1)
3. Output gate(o): Decides how much memory will be transferred to the hidden

state (hy)

They are calculated as:

iy = o(Waize + Whihi—1)
fr =o(Wapzy + Wiyphi—1)

O = U(Wwoxt + Whoht—l)
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o= fr ©ci—1 41 © ¢(Waewy + Wiehi—1) (4)

hi = ot © ¢(ct) (5)

Where: o is the sigmoidal function, ¢ is the hyperbolic tangent, ® represents
the product with the value of the gate and the weights of the matrix denoted by
Wi;.

Modulation
Gate

Fig. 3. LSTM unit

3 Experiments and Results

3.1 Database: UCF-11

The experiments carried out in this work use the UFC-11 database proposed
by Liu et al. [11]. It is a collection of 1600 videos that belong to one
of the following eleven classes: basketball, biking, diving, golf_swing,
horse_riding, soccer_juggling, swing, tennis_swing, trampoline_jumping,
volleyball _spiking and walking. Similar to the original setup [11] we use leave
one out cross validation (LOOCV) for a per-defined set of 25 folds. Performance
measure is calculated by average accuracy over all classes.

3.2 Experiments and Results

Our system was implemented in Python using the library Theano [2,3] on an Intel
CORE i7-6700HQ computer with 16GB DDR3 memory and Ubuntu Operating
System 16.04. The experiments were carried out on an NVIDIA Titan Xp GPU
mounted on a server with a similar configuration.
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Table 1 summarizes the results obtained by our system compared to other
approaches cited in the bibliography. Our proposed architecture obtain better
results.

l System ‘Accuracy‘
Liu et al. 71.2%
Liu et al. 76.1%
Wang et al. [10] 84.2%
Sharma et al. [13] 85.0%
Cho et al. [4] 88.0%
CNN - LSTM (Our proposal)| 91.94 %
Table 1. Results of the video classification using the database UCF-11 [11]. The
Table summarizes the results obtained by our system comparing with others of the
bibliography. Our results are better than those proposed by [11,10,16,13] in terms of

accuracy.

4 Conclusions and future work

In this work we implement a video action recognition system, using a
CNN-LSTM neural network. First, a VGG16 extracts the characteristics of the
video. Then an LSTM neural network classifies the class to which it belongs. It
was implemented in Python using the library Theano [2,3], trained and tested
using the database [11].

We evaluated the performance of our proposal using the precision evaluation
metrics. We obtained ~ 98% and ~ 91% for training and testing respectively.

As future work we consider the use of other databases, such as Hollywood2
[12], HMDB [8], UCF-101 [15] to make our system more robust. Another goal is
to implement the attention mechanisms proposed by [1,9].
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